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#### Abstract

Shape memory alloys comprise a unique class of material that is able to undergo a thermally driven, solid-solid phase change. This transformation is characterized macroscopically by the generation of large inelastic strains which may be recovered while supporting significant load. This process can be harnessed to do useful work as an actuator, and indeed, shape memory alloys possess one of the greatest actuation work densities of all active materials. It is because of this that researchers and engineers are interested in using these alloys to create powerful, lightweight actuators for several aerospace applications. In current aircraft designs, hydraulic systems represent a large proportion of the total aircraft mass. However, shape memory alloy torque tubes may provide a lightweight alternative. This thesis documents research done to study and optimize the structural design and PID controller parameters of an inductively heated shape memory torque tube providing feedback control of the aircraft control surfaces. The system electro-thermomechanical response under variable loading is modeled and implemented in Python. The Design of Experiments methodology is utilized to identify important design parameters. Finally, the structural and control design space is explored using particle swarm optimization to achieve an optimum PID controller response. Experiments are used to calibrate the SMA constitutive model and to validate the time-domain control response simulation. It was found that this method is a viable solution for designing SMA torque tubes for use as aircraft control surface actuators.


"Show up. Work hard. Be kind. Take the high road."
-George Meyer
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## 1. INTRODUCTION

Developments in materials and structures technology have been responsible for many performance improvements in aerospace systems during recent decades. Furthermore, these improvements have come while meeting the challenges and ever more stringent requirements of reliability, performance and cost effectiveness [47]. In recent years, the aerospace industry has found a renewed interest in returning to structural techniques originally pioneered by the Wright Brothers, namely morphing aerostructures [67]. Morphing aerostructures, also known as smart, active or reconfigurable structures, can be used to dynamically manipulate the aircraft flight characteristics to optimize performance for changing operating conditions [15, 16, 67, 71]. Numerous implementations of these smart structures have been proposed for both aircraft and spacecraft including morphing thermal radiators, flap actuators, noise reduction devices, solar sail deployment, orbital release mechanisms, re-configurable rotor blades, and deployable rotor blade devices $[10,15,16,25,33,39,43,47]$. While many more applications for smart materials exist, each of these listed have in common that they employ shape memory alloy (SMA) components.

SMAs are a unique class of structural material which are capable of recovering apparently permanent deformations of up to $10 \%$ through a solid-solid, diffusionless phase change which enables their use in adaptive structures, motors and actuators $[13,55]$. This property is manifested in two different thermomechanical processes, pseudoelasticity and the Shape Memory Effect (SME). These are initiated when the stress-temperature state of the system crosses the transformation boundaries shown in Figure 1.1. The SME is of interest in this work which, as shown in Figure 1.2, is characterized by the generation of inelastic strain under load at tem-


Figure 1.1: Shape Memory Alloy (SMA) phase diagram.
peratures below the reverse transformation threshold. This transformation strain is then recovered through a thermally induced transformation of the material from martensite into austenite [39, 57].

Several of the SMA applications mentioned above are implementations of twoway, SMA torque tubes. This type of actuator is of particular interest for applications such as rotor blade/wing twisting and flap/aileron deployment where size and weight are an issue [25, 33, 43]. A common feature of these applications is the presence of spring or aerodynamic loads which must be included in any simulation predicting the SMA response in these applications. This aspect is notably absent in the existing body of literature for this problem [22].

The Boeing Company has identified several issues presently impeding the aerospace implementation of SMA technologies. These include, among other things, the im-


Figure 1.2: Two way shape memory effect
plementation of SMA actuators into otherwise passive structures (i.e. composites), development of improved computational tools for conceptual development and design optimization $[15,16]$. It is the goal of this thesis to help address these concerns for SMA torque tube actuators such as those shown in Figure 1.3.

The SMA torque is assumed, for this work, as being thin walled, fixed on one end, having a uniform temperature, $\theta$, end rotation, $\phi$ and applied moment, $T$, as shown in Figure 1.4.

### 1.1 Aerodynamic Loading

The salient application in this work is the actuation of aircraft control surfaces. As the SMA material behavior is stress dependent, the hinge moment must be characterized. Classical aerodynamics theory provides a model for the hinge loading on plain flaps such as that shown in Figure 1.5 under the assumption that the airflow does not separate from the wing surface [3].


Figure 1.3: $3 / 8$ " Nitinol torque tubes used for control experiments.


Figure 1.4: Schematic description of the SMA torque tube experiment.


Figure 1.5: Illustration of a plain flap configuration.

The section aerodynamic hinge moment may be written as

$$
\begin{equation*}
T_{\text {aero }, \text { sec }}=\frac{1}{2} \rho_{\infty} V_{\infty}^{2} c_{f}^{2} c_{h} \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{h}=c_{l}\left(\frac{\mathrm{~d} c_{h}}{\mathrm{~d} c_{l}}\right)+\delta\left(\frac{\mathrm{d} c_{h}}{\mathrm{~d} \delta}\right) \tag{1.2}
\end{equation*}
$$

$V_{\infty}$ and $\rho_{\infty}$ are the speed and density of the oncoming airflow, $c_{f}$ is the chord length of the flap, $\delta$ is the flap angle relative to the airflow and $\frac{\mathrm{d} c_{h}}{\mathrm{~d} \delta}$ is the hinge moment coefficient as defined in Figure 1.6. Additionally, $c_{l}$ is the section lift coefficient of the wing and $\frac{\mathrm{d} c_{h}}{\mathrm{~d} c_{l}}$ is the rate of change of hinge moment with coefficient of lift [3].

Given the full width of the aileron and neglecting the lift portion of the hinge moment coefficient, the moment applied to the aileron hinge, comprised of the SMA torque tube, $T_{\text {aero }}$, may then be approximated as

$$
\begin{equation*}
T_{\text {aero }}=\frac{\mathrm{d} c_{h}}{\mathrm{~d} \delta} \frac{1}{2} \rho_{\infty} V_{\infty}^{2} S_{f} c_{f} \delta \tag{1.3}
\end{equation*}
$$

where $S_{f}$ is the area of the flap.


Figure 1.6: Theoretical hinge moment coefficients of a plain trailing-edge flap [3].

### 1.2 Methods of Heating/Cooling of Shape Memory Alloys

The maximum frequency of cyclic actuation of Nitinol is limited by the fact that shape memory behavior is driven by a controlled change in temperature and Nitinol has a low thermal conduction coefficient [47,51]. Because of this, methods of quickly introducing and rejecting thermal energy must be considered. Methods of heating and cooling Nitinol actuators have been thoroughly explored in the literature and are summarized in Table 1.1.

### 1.2.1 Methods of Heating

Of the methods of heating listed in Table 1.1, methods which generate body heat, such as electromagnetic induction heating or direct application of current, are now seen as an enabling technology for the utilization of SMA torque tube actuators in certain applications as compared to methods where heat is applied via conduction

Table 1.1: Potential heating and cooling methods for shape memory alloys actuator components.

| Heating | Cooling |
| :--- | :--- |
| Direct resistive[14, 30, 48, 55, 68] | Free convection (air)[55, 70] |
| Capacitance-assisted resistive[51, 55] | Liquid immersion[21, 55] |
| Conductive[8, 26, 55] | Forced air/liquid convection[55, 70] |
| Convective heating [21, 55] | Peltier effect[55, 62] |
| Radiative (including laser)[31, 44, 55] | Heat sinking[8, 55] |
| Induction heating[55, 71] | Cool Chips technology[55, 59] |
| Chemical fuel[50, 64] |  |

at the surface [56]. The direct application of electric current for heat generation and induction heating each have benefits and drawbacks. Direct resistance heating is a more efficient method of heating, however induction heating is somewhat more flexible in its application in terms of geometry of the object being heated and maximum power and has been selected for this study [42].

### 1.2.2 Induction Heating

In induction heating, an alternating current is applied to a coil wrapped around the body being heated, generating an alternating electromagnetic field. This field generates eddy currents within the enclosed body [19]. These currents create a Joule heating effect within the actuator itself. The resulting body heat is capable of increasing the Nitinol temperature rapidly and evenly if the induction heater is properly configured. Two electrical models for studying induction heating which have been proposed are the series equivalent circuit (SEC) model, such as that proposed by [6] which is based on a series electric circuit equivalency to the magnetic circuit [28] and the transformer equivalent circuit (TEC). Additional methods using finite element analysis (FEA) also exist. Experimental comparison of these methods shows that the FEA method provides the most accurate results of these choices. However, the
closed form analytical expressions of the SEC and TEC solutions allow them to be used, if not as definitive performance computations, as easily programmed and applied design guides [65]. The SEC model is selected for this work and is described in detail in the next section.

### 1.2.3 Methods of Cooling

Forced convective cooling is selected to be the primary mode of heat transfer driving forward transformation of the torque tube. It is defined by

$$
\begin{equation*}
\dot{Q}_{o u t}=-h A\left(\theta-\theta_{\infty}\right) \tag{1.4}
\end{equation*}
$$

where $A$ is the area of the inside surface of the torque tube [7].
All heat transfer is assumed to be through forced convection to a fluid flowing through the inside of the tube. Therefore the effective convection coefficient, $h$, is a function of the velocity of the fluid, the overall geometry of the system and the condition of the surrounding environment.

An important consideration for forced convective cooling of the type described is the selection of the fluid to be used and its velocity. It is known in literature that the convection coefficient depends on whether the flow can be classified as laminar or turbulent.

This classification is determined by the Reynolds number, Re.

$$
\begin{equation*}
R e=\frac{D V \rho}{\mu}=\frac{D V}{\nu} \tag{1.5}
\end{equation*}
$$

In this context, $D$ is the inner diameter of the torque tube, $V$ is the average velocity of the fluid, $\rho$ is the density of the fluid, $\mu$ is the dynamic viscosity of the fluid and $\nu=\frac{\mu}{\rho}$ is the kinematic viscosity [17, 27, 61]. In commercial tubing, pipe flow is
typically laminar where $R e \leq 2300$ and turbulent for $R e \geq 4000$. In the interim, the flow is in transition and cannot be determined [17, 7, 61].

In this work, the effective convection coefficient will be characterized experimentally using the First Law of Thermodynamics given by

$$
\begin{equation*}
h A\left(\theta-\theta_{\infty}\right)=-m c \frac{\mathrm{~d} \theta}{\mathrm{~d} t} \tag{1.6}
\end{equation*}
$$

under the assumptions of a constant material volume and mass, that the only heat being transferred to or from the material is due to convective cooling and that the torque tube has a homogeneous temperature distribution. This differential equation has the solution

$$
\begin{equation*}
\theta(t)=\theta_{\infty}+e^{-\frac{h A}{c m} t}\left(\theta_{0}-\theta_{\infty}\right) \tag{1.7}
\end{equation*}
$$

By curve fitting this solution to the experimentally measured cooling process with and without active cooling, the natural and forced convection coefficients may be determined.

### 1.3 Proportional-Integral-Derivative Control Method

Proportional-Integral-Derivative (PID) control is a well known process control method with widespread implementation due to its robust performance across many applications and simple formulation [23, 34]. This function is defined by proportional, integral and derivative terms [34] which allow the controller to respond to various aspects of the system performance [34].

There exist two common formulations of the PID control function. The first is defined in the time domain by

$$
\begin{equation*}
\aleph(t)=\left.k_{P} \epsilon\right|_{t}+k_{I} \int_{t_{0}}^{t} \epsilon \mathrm{~d} t+\left.k_{D} \frac{\mathrm{~d} \epsilon}{\mathrm{~d} t}\right|_{t} \tag{1.8}
\end{equation*}
$$

where $\varepsilon$ is defined as the difference between the simulated rotation angle and the targeted angle at time, $t$. The PID control law is defined as a three-term function of $\varepsilon$. The second form is defined in the parallel time-domain by

$$
\begin{equation*}
\aleph(t)=k_{P}\left(\left.\epsilon\right|_{t}+\frac{1}{T_{I}} \int_{t_{0}}^{t} \epsilon \mathrm{~d} t+\left.T_{D} \frac{\mathrm{~d} \epsilon}{\mathrm{~d} t}\right|_{t}\right) \tag{1.9}
\end{equation*}
$$

which is an easily derived form of the first formulation.
The parallel form is commonly used in industry and indeed is utilized by the LabVIEW controller implemented in the later described experiments. This formulation uses an integral time constant, $T_{I}=\frac{k_{P}}{k_{I}}$ and a derivative time constant $T_{D}=\frac{k_{D}}{k_{P}}[32,34]$.

PID control contrasts with the nonlinear "Bang-Bang" control method in which, for single mode control, a high state and a low state are selected between based on the satisfaction of a control criterion $[9,58]$.

$$
u(t)= \begin{cases}u_{\max } & \text { if } f(t)>f_{c r i t}  \tag{1.10}\\ u_{\min } & \text { if } f(t)<f_{c r i t}\end{cases}
$$

### 1.4 Design Optimization

Optimization has been defined as "(1) a systematic change, modification, adaption of a process that aims to (2) achieve a pre-specified purpose" [46]. There exist several important aspects in any optimization process. These include the design parameters which may be varied by the designer, the objective function which is used to evaluate or "score" the particular configuration of design parameters, and the design constraints which limit the space of possible parameter combinations to those which will result in a physically permissible, acceptable response [53, 46, 60]. Each of these


Figure 1.7: Illustration of global and local optima.
components of the optimization must be considered and defined. An example of a constraint is the maximum stress which must not be exceeded at the design loading.

Optimization algorithms may be divided into three broad categories, meta-heuristic, gradient based and direct-search techniques [72]. The direct-search techniques such as that proposed by [29] may be used for problems with a discontinuous or nondifferentiable solution space but are typically relegated to niche applications [2, 38]. The remaining choice is between gradient based and meta-heuristic algorithms.

A common feature of optimization problems is the presence of local as well as global optima [52]. While gradient methods often have the tendancy to become trapped in local optima, such as that shown as $x_{l} o c a l$ in Figure 1.7, heuristic methods often contain mechanisms by which the optimizer may escape from local optima in search of better solutions $[35,73]$.

The Particle Swarm method of Optimization (PSO) is a heuristic technique originally proposed by Kennedy and Eberhart in 1995 as a method for solving problems in both engineering and the behavioral sciences [36]. It is simple to implement and exhibits robust behavior. Because of its simplicity, heuristic nature and history of
use in electromagnetic applications, this optimization method was chosen over other options such as the genetic algorithms [54].

One method of accelerating and improving the design optimization process is the use of the Design of Experiments (DoE) procedure. DoE process is a statistical method by which important parameters in a design process may be identified and unimportant parameters eliminated from focus. It also identifies interaction effects which may impact the design process [5, 18, 69]. In the most general sense, NIST defines design of experiments as "a systematic, rigorous approach to engineering problem-solving that applies principles and techniques at the data collection stage so as to ensure the generation of valid, defensible, and supportable engineering conclusions. In addition, all of this is carried out under the constraint of a minimal expenditure of engineering runs, time, and money" [1]. DoE processes differ from the traditional scientific method by varying multiple variables simultaneously in order to accelerate the process and gain information on the interaction of parameters [45]. In the present implementation, the DoE utilizes a series of test cases distributed over the design space of all variables to identify, using statistical analysis, those variables which are most influential in the value of the objective function.

Using the information provided by the DoE, an efficient optimization routine, considering only those variables which are most important, may be implemented.

### 1.5 Outline of Thesis

In order to use SMA torque tubes in mission critical applications, the shape memory behavior, the controlled thermomechanical and electromagnetic responses as well as any specific design considerations must all be well understood. The goal of this research is to advance this understanding through theoretical development and experimentally validated, computational analysis. The remaining sections will
address these objectives.
Section 2 will develop the equations and concepts which govern the behavior of SMA torque tubes and reduce them to usable formulations. This includes the basic principles of continuum mechanics (kinematics, conservation laws and constitutive equations), modeling of the induction heating, thermo-electric response and an introduction to PID control.

Section 3 details the numerical implementation of the governing equations in Python, the design optimization algorithm and analysis of the results of the design of experiments process.

Section 4 describes the experiments utilized to validate the governing equations and computational implementation.

Section 5 provides a summary of the results. The computational and experimental findings are compared and discussed.

Section 6 summarizes and concludes this work with suggestions for future efforts.

## 2. GOVERNING EQUATIONS

As this project studies the behavior and design methodology of SMA torque tube actuators in the context of an operational system, a number of theoretical concepts have been incorporated. These include detailed thermomechanical modeling of shape memory alloys, electromagnetic induction heating, thermodynamics, thin airfoil theory, mechanics of materials and basic control theory.

### 2.1 Constitutive Modeling of Shape Memory Alloys

Shape memory alloy transformation and transformation-induced shape change are governed by the laws of thermodynamics and analyzed using various micromechanics based and phenomenological models. A recently developed phenomenological model [40] which derives from [13] was selected.

This model is built upon the Gibbs free energy, defined as $G=G\left(\sigma, \theta, \xi^{t}\right)$, which accounts for the external state variables, $\sigma$ and $\theta$ and the internal state variables, $\xi^{t}=\left(\varepsilon^{t}, \xi, g^{t}\right)$. The Gibbs free energy is decomposed into austenite, martensite and "mixing" components.

$$
\begin{equation*}
G\left(\sigma, \theta, \varepsilon^{t}, \xi, g^{t}\right)=(1-\xi) G^{A}(\sigma, \theta)+\xi G^{M}(\sigma, \theta)+G^{m i x}\left(\sigma, \varepsilon^{t}, g^{t}\right) \tag{2.1}
\end{equation*}
$$

The Gibbs free energy, stated in Equation 2.1, may be written as:

$$
\begin{equation*}
G^{\psi}(\sigma, \theta)=-\frac{1}{2 \rho_{m}} \sigma: S^{\psi} \sigma-\frac{1}{\rho_{m}} \sigma: \alpha\left(\theta-\theta_{0}\right)+c^{\psi}\left[\left(\theta-\theta_{0}\right)-\theta \ln \frac{\theta}{\theta_{0}}\right]-s_{0}^{\psi} \theta+u_{0}^{\psi} \tag{2.2}
\end{equation*}
$$

where $\psi=A, M$ and the Gibbs free energy of mixing, $G^{\text {mix }}$, may be stated as

$$
\begin{equation*}
G^{m i x}\left(\sigma, \varepsilon^{t}, g^{t}\right)=-\frac{1}{\rho_{m}} \sigma: \varepsilon^{t}+\frac{1}{\rho_{m}} g^{t} \tag{2.3}
\end{equation*}
$$

Evolution of the transformation strain is governed according to the following equations under the assumption that all inelastic strain is due to change in the martensite volume fraction. Reorientation of martensite is absent from this model and its inclusion is unnecessary for the present application.

The transformation strain tensor is defined such that $\Lambda_{f w d}^{t}$ is applied for forward transformation and $\Lambda_{r e v}^{t}$ is utilized for reverse transformation.

$$
\dot{\varepsilon}^{t}=\Lambda^{t} \dot{\xi}, \quad \Lambda^{t}=\left\{\begin{array}{l}
\Lambda_{f w d}^{t}=\frac{3}{2} H^{c u r} \frac{\sigma^{\prime}}{\bar{\sigma}}, \quad \dot{\xi}>0  \tag{2.4}\\
\Lambda_{r e v}^{t}=\frac{\varepsilon^{t-r}}{\xi^{r}}, \quad \dot{\xi}<0
\end{array}\right.
$$

$\xi^{r}$ and $\varepsilon^{t-r}$ are the martensite volume fraction and transformation strain tensor at transformation reversal. The effective Mises stress is

$$
\begin{equation*}
\bar{\sigma}=\sqrt{\frac{3}{2} \sigma^{\prime}: \sigma^{\prime}} \tag{2.5}
\end{equation*}
$$

where $\sigma^{\prime}$ is the deviatoric stress tensor. The maximum transformation strain, $H_{c u r}$, which saturates at $H_{\max }$ under high loading, is given by Equation 2.6.

$$
H^{c u r}(\bar{\sigma})= \begin{cases}H_{m i n}, & \bar{\sigma} \leq \bar{\sigma}_{c r i t}  \tag{2.6}\\ H_{m i n}+\left(H_{s a t}-H_{m i n}\right)\left(1-e^{-k_{t}\left(\bar{\sigma}-\bar{\sigma}_{c r i t}\right)}\right), & \bar{\sigma} \geq \bar{\sigma}_{c r i t}\end{cases}
$$

The time rate of change of hardening energy $\dot{g}^{t}$ is related to $\dot{\xi}$ by:

$$
\dot{g}^{t}=f^{t} \dot{\xi}, \quad f^{t}= \begin{cases}f_{f w d}^{t}=\frac{1}{2} a_{1}\left(1+\xi^{n_{1}}-(1-\xi)^{n_{2}}\right)+a_{3}, & \dot{\xi}>0  \tag{2.7}\\ f_{\text {rev }}^{t}=\frac{1}{2} a_{1}\left(1+\xi^{n_{3}}-(1-\xi)^{n_{4}}\right)+a_{3}, & \dot{\xi}<0\end{cases}
$$

where $f^{t}$ is an empirically calibrated, power law hardening function [40].
Utilizing the Coleman-Noll procedure and the Second Law of Thermodynamics, the generalized thermodynamic force may be computed. The Second Law of Thermodynamics which governs the generation of entropy may be stated by the Clausius-Duhem inequality

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} t}\left(\int_{\Omega} \rho_{m} s \mathrm{~d} V\right)+\int_{\partial \Omega} \frac{\mathbf{q}}{\theta} \cdot \mathbf{n} \mathrm{d} S-\int_{\Omega} \frac{\rho_{m} r}{\theta} \mathrm{~d} V \geq 0 \tag{2.8}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho_{m} \dot{s}+\frac{1}{\theta} \operatorname{div}(\mathbf{q})-\frac{1}{\theta^{2}} \mathbf{q} \cdot \nabla \theta-\frac{\rho_{m} r}{\theta} \geq 0 \tag{2.9}
\end{equation*}
$$

where $s$ is the specific entropy per unit mass. From experimental experience, it is known that heat flows spontaneously only from hot to cold, therefore Equation 2.9 may be restated as the Clausius-Planck Inequality [39].

$$
\begin{equation*}
\rho_{m} \dot{s}+\frac{1}{\theta} \operatorname{div}(\mathbf{q})-\frac{\rho_{m} r}{\theta} \geq 0 \tag{2.10}
\end{equation*}
$$

The total thermodynamic force conjugate to $\xi, \Pi$, may then be stated and incorporated into the Second Law of Thermodynamics,

$$
\begin{array}{r}
\left(\sigma: \Lambda^{t}+\frac{1}{2} \sigma: \tilde{S} \sigma+\sigma: \tilde{\alpha}\left(\theta-\theta_{0}\right)-\rho_{m} \tilde{c}\left[\left(\theta-\theta_{0}\right)-\theta \ln \left(\frac{\theta}{\theta_{0}}\right)\right]\right.  \tag{2.11}\\
\left.+\rho_{m} \tilde{s}_{0} \theta-\rho_{m} \tilde{u}_{0}-f^{t}\right) \dot{\xi}=\Pi \dot{\xi} \geq 0
\end{array}
$$

where ( $\sim$ ) denotes the difference in a given value between that of the pure martensite and pure austenite states. It must then be recognized from Equation 2.11 that $\Pi$ must be positive when $\dot{\xi}$ is positive and negative when $\dot{\xi}$ is negative.

From the Second Law of Thermodynamics, as stated in Equation 2.11, the critical thermodynamic driving force, $Y^{t}$, may be derived for forward and reverse transformation. The transformation surfaces may then be defined as $\Phi^{t}$.

$$
\begin{align*}
& \Phi_{f w d}^{t}=\Pi_{f w d}^{t}-Y_{f w d}^{T}  \tag{2.12}\\
& \Phi_{r e v}^{t}=-\Pi_{r e v}^{t}-Y_{r e v}^{T} \tag{2.13}
\end{align*}
$$

The threshold values vary according to the following equation where $D$ captures its stress dependency.

$$
\begin{equation*}
Y_{f w d}^{t}(\sigma)=Y_{0}^{t}+D \sigma: \Lambda_{f w d}^{t}, \quad Y_{r e v}^{t}(\sigma)=Y_{0}^{t}+D \sigma: \Lambda_{r e v}^{t} \tag{2.14}
\end{equation*}
$$

There are a number of parameters in this model which must be calibrated. This is performed using the following four conditions plus an additional thermodynamic requirement.

1. Beginning of forward transformation, $\Phi_{f w d}^{t}\left(\sigma=0, \theta=M_{s}, \xi=0\right)=0$
2. Ending of forward transformation, $\Phi_{f w d}^{t}\left(\sigma=0, \theta=M_{f}, \xi=1\right)=0$
3. Beginning of reverse transformation, $\Phi_{\text {rev }}^{t}\left(\sigma=0, \theta=A_{s}, \xi=1\right)=0$
4. Ending of reverse transformation, $\Phi_{\text {rev }}^{t}\left(\sigma=0, \theta=A_{f}, \xi=0\right)=0$
5. Continuity of Gibbs Free Energy $\int_{0}^{1} f_{f w d}^{t} \mathrm{~d} \xi+\int_{1}^{0} f_{r e v}^{t} \mathrm{~d} \xi=0$

These conditions give rise to the following parameters.

$$
\begin{gather*}
a_{1}=\rho_{m} \tilde{s}_{0}\left(M_{f}-M_{s}\right)  \tag{2.15}\\
a_{2}=\rho_{m} \tilde{s}_{0}\left(A_{s}-A_{f}\right)  \tag{2.16}\\
a_{3}=-\frac{a_{1}}{4}\left(1+\frac{1}{n_{1}+1}-\frac{1}{n_{2}+1}\right)+\frac{a_{2}}{4}\left(1+\frac{1}{n_{3}+1}-\frac{1}{n_{4}+1}\right)  \tag{2.17}\\
\rho_{m} \tilde{u}_{0}=\frac{\rho_{m} \tilde{s}_{0}}{2}\left(M_{s}+A_{f}\right)  \tag{2.18}\\
Y_{0}^{t}=\frac{\rho_{m} \tilde{s}_{0}}{2}\left(M_{s}-A_{f}\right)-a_{3} \tag{2.19}
\end{gather*}
$$

Calibration of $\tilde{s}_{0}$ and $D$ requires computation of the slope of the transformation surface at a reference stress, $\sigma^{*}$. By the Kuhn-Tucker condition which states that $\Phi^{t} \dot{\xi}=0$, it is recognized that, in 1-D:

$$
\begin{equation*}
\mathrm{d} \Phi^{t}=\partial_{\sigma} \Phi^{t} \mathrm{~d} \sigma+\partial_{\theta} \Phi^{t} \mathrm{~d} \theta+\partial_{\xi} \Phi^{t} \mathrm{~d} \xi=0 \tag{2.20}
\end{equation*}
$$

Given a series of known calibration conditions where $\xi=0,1$, and the additional assumption in 1-D that $\Lambda_{f w d}^{t}=\Lambda_{r e v}^{t}$, the remaining parameters may be computed.

$$
\begin{align*}
& C_{M}=\left.\frac{-\rho_{m} \tilde{s}_{0}}{(1-D)\left(\Lambda^{t}+\sigma \partial_{\sigma} \Lambda^{t}\right)+\sigma\left(\frac{1}{E^{M}}-\frac{1}{E_{A}}\right)}\right|_{\sigma=\sigma^{*}}  \tag{2.21}\\
& C_{M}=\left.\frac{-\rho_{m} \tilde{s}_{0}}{(1+D)\left(\Lambda^{t}+\sigma \partial_{\sigma} \Lambda^{t}\right)+\sigma\left(\frac{1}{E^{M}}-\frac{1}{E_{A}}\right)}\right|_{\sigma=\sigma^{*}} \tag{2.22}
\end{align*}
$$

$C_{M}$ and $C_{A}$ may be determined experimentally and the above equations may be
rearranged to finally obtain $\tilde{s}_{0}$ and $D$.

$$
\begin{gather*}
\rho_{m} \tilde{s}_{0}=\left.\frac{-2\left(C^{M} C^{A}\right)\left[H^{c u r}(\sigma)+\sigma \partial_{\sigma} H^{c u r}(\sigma)+\sigma\left(\frac{1}{E^{M}}-\frac{1}{E_{A}}\right)\right]}{C^{M}+C^{A}}\right|_{\sigma=\sigma^{*}}  \tag{2.23}\\
D=\left.\frac{\left(C^{M}-C^{A}\right)\left[H^{c u r}(\sigma)+\sigma \partial_{\sigma} H^{c u r}(\sigma)+\sigma\left(\frac{1}{E^{M}}-\frac{1}{E_{A}}\right)\right]}{\left(C^{M}+C^{A}\right)\left[H^{c u r}(\sigma)+\sigma \partial_{\sigma} H^{c u r}(\sigma)\right]}\right|_{\sigma=\sigma^{*}} \tag{2.24}
\end{gather*}
$$

The rate of change of the martensite volume fraction, $\dot{\xi}$ is found by rearranging and substituting terms into the derivative of $\Pi$ in time from Equation 2.11.

$$
\begin{gather*}
\dot{\xi}=\left(-\frac{\partial \Pi}{\partial \xi}\right)^{-1}\left(\frac{\partial \Pi}{\partial \sigma} \dot{\sigma}+\frac{\partial \Pi}{\partial \theta} \dot{\theta}\right)  \tag{2.25}\\
\dot{\xi}=\left(-\frac{\partial \Pi}{\partial \xi}\right)^{-1}\left(\left(\Lambda^{t}+\tilde{S} \sigma\right) \dot{\sigma}+\rho_{m} \tilde{s_{0}} \dot{\theta}\right) \tag{2.26}
\end{gather*}
$$

### 2.1.1 Reduced Constitutive Model for 1-D Torsion

Because the shape memory behavior occurs in torsion only, the constitutive model simplifies considerably. The cases in Equation 2.4 are equal for forward and reverse transformation.

$$
\dot{\varepsilon}^{t}=\Lambda^{t} \dot{\xi}, \quad \Lambda^{t}=\left\{\begin{array}{l}
\Lambda_{f w d}^{t}=\frac{3}{2} H^{c u r} \frac{\sigma^{\prime}}{\bar{\sigma}}, \quad \dot{\xi}>0  \tag{2.27}\\
\Lambda_{r e v}^{t}=\frac{\varepsilon^{t-r}}{\xi^{r}}, \quad \dot{\xi}<0
\end{array} \quad=\frac{3}{2} H^{c u r} \frac{\sigma^{\prime}}{\bar{\sigma}}\right.
$$

Furthermore, since $\sigma_{i j}=\tau,(i, j) \in[(1,2),(2,1)]$,

$$
\begin{gather*}
\bar{\sigma}=\sqrt{\frac{3}{2} \sigma^{\prime}: \sigma^{\prime}}=\sqrt{\frac{3}{2} 2 \tau^{2}}=\sqrt{3}|\tau|  \tag{2.28}\\
\Lambda^{t}=\frac{\sqrt{3}}{2} H^{c u r} \operatorname{sgn}(\tau) \tag{2.29}
\end{gather*}
$$

Recognizing that $\tilde{\alpha}=0$ in torsion and making the additional assumption that $\tilde{c}$ is negligible, Equation 2.11 may be rewritten.

$$
\begin{equation*}
\left(2 \tau \Lambda^{t}+4(1+\nu) \tau^{2}\left(\frac{1}{E_{M}^{e l}}-\frac{1}{E_{A}^{e l}}\right)+\rho_{m} \tilde{s}_{0} \theta-\rho_{m} \tilde{u}_{0}-f^{t}\right) \dot{\xi}=\Pi \dot{\xi} \geq 0 \tag{2.30}
\end{equation*}
$$

Finally for the 1-D case in torsion, the rate of change of the martensite volume fraction given by Equation 2.26 reduces as shown.

$$
\begin{equation*}
\dot{\xi}=\left(-\frac{\partial \Pi}{\partial \xi}\right)^{-1}\left(\left(\frac{\sqrt{3}}{2} H_{c u r} \operatorname{sign}(\tau)+\left(\frac{1}{G_{M}^{e l}}-\frac{1}{G_{A}^{e l}}\right) \tau\right) \dot{\tau}+\rho_{m} \tilde{s_{0}} \dot{\theta}\right) \tag{2.31}
\end{equation*}
$$

### 2.1.2 Minor Hysteresis Loop Modification of the SMA Constitutive Model

The SMA constitutive model presented above is part of a larger category of thermomechanical models which, while they are well suited to modeling complex multiaxial loading paths, are known to perform poorly when modeling the minor loop hysteresis response. Minor loops are characterized by having a cyclic temperature range not completely spanning between $M f$ and $A_{f}[12,20,41]$.

A proposed modification which has been shown to improve the minor loop fidelity of the model may be accomplished by altering the forward and reverse hardening functions, $f_{f w d}^{t}(\xi)$ and $f_{\text {rev }}^{t}(\xi)$ so that $f_{f w d}^{t}\left(\hat{\xi}_{f w d}(\xi)\right)$ and $f_{\text {rev }}^{t}\left(\hat{\xi}_{r e v}(\xi)\right)$ where

$$
\begin{gather*}
\hat{\xi}_{f w d}(\xi)=\frac{1}{1-\xi^{f}} \xi-\frac{\xi^{f}}{1-\xi^{f}}, \quad 0 \leq \xi^{f}<1,  \tag{2.32}\\
\hat{\xi}_{\text {rev }}(\xi)=\frac{1}{\xi^{r}} \xi, \quad 0<\xi^{r} \leq 1 \tag{2.33}
\end{gather*}
$$

and $\xi^{f}$ is the martensite volume fraction at the end of reverse transformation and $\xi^{r}$ is the martensite volume fraction at the end of forward transformation [12].


Figure 2.1: Effect of partial loop modification on the behavior of a single isobaric cycle.

The impact of this modification is that forward and reverse transformation always initiates at the martensite and austenite start transformation temperatures for a given stress level regardless of the current martensite volume fraction. This effect is shown for a single cycle in Figure 2.1 and for multiple cycles in Figure 2.2.

### 2.2 Series Equivalent Circuit Modeling of Induction Heating

Electromagnetic induction heating is seen as an enabling technology for SMA torque tube actuators [56, 55, 71]. In order to effectively use and design systems with this technology, several aspects of the electrical system must be characterized. These include the power applied to the torque tube, the electrical impedance across the induction coil, the skin depth, the electrical efficiency and the power factor.

The series equivalent circuit (SEC) model provides a rough estimate of these


Figure 2.2: Effect of partial loop modification on the behavior of multiple isobaric cycles.
quantities by analyzing the path and distribution of the magnetic flux passing through the work piece (Nitinol torque tube) and through the surrounding induction coil and open space and converting this magnetic flux distribution into an equivalent electrical circuit $[6,19,65]$. This model is limited to cases where the work piece is completely surrounded by the coil and the length of the workpiece is equal to or greater than the diameter of the coil. Additionally, it is assumed that the workpiece and coil geometry are uniform along their length [6].

The RMS magnetic field intensity is defined at the outer surface by

$$
\begin{equation*}
H=\frac{N_{c} I_{\text {coil }}}{l} \tag{2.34}
\end{equation*}
$$

for a given number of induction coil turns, $N_{c}$, RMS current in the induction coil, $I_{c}$ oil and length $l$.

Important shape parameters in this model are $\gamma, p$ and $q$ which are functions of the skin depth, $\delta_{E}[19]$.

$$
\begin{align*}
& \gamma_{E}=\frac{R_{o} t}{\delta_{E}^{2}}  \tag{2.35}\\
& p=\frac{\gamma_{E}}{1+\gamma_{E}^{2}}  \tag{2.36}\\
& q=\frac{1}{1+\gamma_{E}^{2}} \tag{2.37}
\end{align*}
$$

Finally an empirical correction factor is included in this model. For single layer coils with copper windings thicker than the skin depth of the copper coils, $\delta_{c}$, a good value typically used is $k_{r}=1.15[6,19]$.

### 2.2.1 Skin Depth

Although total power applied to the torque tube increases with the frequency of the applied current, that power tends to become more concentrated at the surface nearest the coil of the material being heated, as shown in Figure 2.3. A metric for the depth of penetration, the skin depth,

$$
\begin{equation*}
\delta_{E}=\frac{1}{k}=\sqrt{\frac{2 \rho}{\mu \omega}} \tag{2.38}
\end{equation*}
$$

can be derived from Maxwell's Equations given an electrical resistivity, $\rho$, the magnetic permeability, $\mu=\mu_{r} \mu_{0}, \mu_{0}=4 \pi \mathrm{E}-7 N / A^{2}$ and the angular frequency of the electrical current in the coil, $\omega$ [49, 6, 11, 19, 42, 55, 66].

In order to heat the material evenly and ensure that transformation occurs as uniformly as possible across the radius of the material, the frequency must be selected appropriately for the geometry and material of the structure being heated.

An additional effect of skin depth is on the electrical resistance of a current conducting body. As frequency is increased and the current concentrates on the surface


Figure 2.3: Homogeneous conducting annular space with sinusoidal current. The amplitude of the current density vector at an instant of time versus the radial position, $r$, is indicated in blue.
of the conductor, the effective conducting cross-sectional area of the conductor decreases. Therefore, the electrical resistance of the material increases according to the angular frequency of the applied signal. $[4,6]$

### 2.2.2 Power Applied to the Torque Tube

The power applied to the SMA torque tube is a function of the geometric and material properties of the SMA as well as the design of the coil providing the power to the SMA.

According to the SEC model given by $[6,19]$, power may be expressed as

$$
\begin{equation*}
P=\mu_{0} \pi f 2 H^{2} l A_{w} p \tag{2.39}
\end{equation*}
$$

where $A_{w}=\pi R_{o}^{2}$.

### 2.2.3 Electrical Impedance

The most efficient energy transfer from the AC power supply to the torque tube actuator, shown in Figure 2.4 with an induction coil and assumed mechanical load, is obtained when the impedance of the power supply is matched with the electrical impedance across the induction coil [19].

The electrical impedance is defined by a real component and an imaginary reactance. The relative magnitude of the real and imaginary portions is responsible for the phase difference between the voltage and current signals while the magnitude of the impedance determines the ratios between the amplitudes of the current and electric potential. These quantities are defined below $[6,19,65]$. This system is primarily inductive, therefore the capacitive portion of the reactance can be neglected.

$$
\begin{gather*}
\mathbf{E}=\mathbf{Z I}  \tag{2.40}\\
\mathbf{Z}=R+X j  \tag{2.41}\\
X=\omega L-\frac{1}{\omega C} \approx \omega L \tag{2.42}
\end{gather*}
$$

The impedance may also be expressed in polar form.

$$
\begin{gather*}
\mathbf{Z}=\|\mathbf{Z}\|(\cos \varphi+\sin \varphi j)=\|\mathbf{Z}\| \angle \varphi  \tag{2.43}\\
\|\mathbf{Z}\|=\sqrt{R^{2}+X^{2}}  \tag{2.44}\\
\varphi=\tan ^{-1} \frac{X}{R} \tag{2.45}
\end{gather*}
$$



Figure 2.4: Conceptual drawing of the inductively heated torque tube as modeled with linear loading on the free end.

A method of approximating the electrical impedance exists based on a hypothetical relationship between the magnetic circuit and the equivalent electrical circuit $[6,19]$. This method provides an accurate prediction of the impedance which may be used for design purposes.

In this model, the electrical impedance is defined as

$$
\begin{equation*}
\mathbf{Z}=\left(R_{w}+R_{c}\right)+j\left(X_{g}+X_{w}+X_{c}\right) \tag{2.46}
\end{equation*}
$$

where $R_{w}, R_{c}, X_{g}, X_{w}$ and $X_{c}$ are defined as

$$
\begin{align*}
& R_{w}=K \mu_{r} p A_{w}  \tag{2.47}\\
& R_{c}=K k_{r} \pi r_{c} \delta_{c} \tag{2.48}
\end{align*}
$$



Figure 2.5: Equivalent electrical circuit used in the development of the induction heating model.

$$
\begin{gather*}
X_{g}=K A_{g}  \tag{2.49}\\
X_{w}=K \mu_{r} q A_{w}  \tag{2.50}\\
X_{c}=K k_{r} \pi r_{c} \delta_{c}  \tag{2.51}\\
K=2 \pi f \mu_{0}\left(\frac{N_{c}^{2}}{l}\right) \tag{2.52}
\end{gather*}
$$

and shown schematically in Figure 2.5.

### 2.2.4 Electrical Efficiency and Power Factor

From the model discussed above, the efficiency of electricity utilization and transfer is determined by two related parameters, the Coil Efficiency, $\eta$ and the Coil Power Factor, $\cos \phi$. These are defined by:

$$
\begin{gather*}
\eta=\frac{R_{W}}{R_{C}+R_{W}}  \tag{2.53}\\
\cos \varphi=\frac{R_{W}+R_{C}}{\|\mathbf{Z}\|} \tag{2.54}
\end{gather*}
$$

The electrical efficiency gives the portion of total power which heats the torque tube. The power factor is defined as the ratio of the real power and the apparent power transferred to the induction coil. A low power factor indicates a large amount of reactive power in the circuit which is unavailable to heat the SMA.

In order to maximize the total electrical efficiency of the system, each of these parameters should be maximized and both the real and imaginary components of the power supply impedance should be matched to the impedance of the "loaded" induction coil.

### 2.3 System of Differential Equations in Time

The thermomechanical behavior of the torque tube system is governed by two equations. These are mechanical equilibrium in rotation and the First Law of Thermodynamics.

### 2.3.1 Mechanical Equilibrium

Mechanical equilibrium is defined as follows under a quasi-static assumption. Derivation of this equation begins with the traditional solution for twist of a tube under torsion with the addition of the inelastic transformation strain, $\gamma^{t r}$, where $\gamma=\gamma^{e l}+\gamma^{t r}$, and proceeds as follows.

$$
\begin{gather*}
\tau=\frac{T R}{J}=G\left(\gamma-\gamma^{t r}\right)  \tag{2.55}\\
\phi=\gamma \frac{l}{R}=T \frac{l}{G J}+\gamma^{t r} \frac{l}{R}  \tag{2.56}\\
\frac{T R}{J}=G\left(\gamma-\gamma^{t r}\right)=G\left(\frac{\phi R}{l}-\gamma^{t r}\right) \tag{2.57}
\end{gather*}
$$

The total moment is a sum of constant moment and aerodynamic loading. For the purposes of this work, it is convenient to model the aerodynamic loading as a linear spring in torsion. Equation 1.3 becomes Equation 2.58 with the given equivalent spring constant, $k_{s p}$, carried forward in the system modeling and experiments. $\delta$ is the amount of rotation in radians relative to an unloaded reference angle.

$$
\begin{gather*}
T_{\text {aero }}=k_{s p} \delta  \tag{2.58}\\
T=k_{s p}\left(\phi-\phi_{0}\right)+T_{0}  \tag{2.59}\\
k_{s p}\left(\phi-\phi_{0}\right) \frac{R}{J}+T_{0} \frac{R}{J}=G\left(\frac{\phi R}{l}-\gamma^{t r}\right)  \tag{2.60}\\
\left(k_{s p} \frac{R}{J G}-\frac{R}{l}\right) \phi-k_{s p} \frac{R}{J G} \phi_{0}+T_{0} \frac{R}{G J}=-\gamma^{t r}=-2 \varepsilon^{t r}=-2 \int_{t} \Lambda^{t r} \dot{\xi} \mathrm{~d} t \tag{2.61}
\end{gather*}
$$

This development results and can be rearranged into Equation 2.62.

$$
\begin{array}{r}
\phi=\frac{1}{k_{s p} \frac{R}{G J}-\frac{R}{l}}\left[k_{s p} \frac{R}{G J} \phi_{0}-T_{0} \frac{R}{G J}-2 \int_{t} \Lambda^{t r} \dot{\xi} \mathrm{~d} t\right]  \tag{2.62}\\
\quad=\frac{1}{k_{s p} \frac{R}{G J}-\frac{R}{l}}\left[k_{s p} \frac{R}{G J} \phi_{0}-T_{0} \frac{R}{G J}-\gamma^{t r}\right]
\end{array}
$$

It is important to recognize that $G$ varies with $\xi$ along with $\rho_{e}$ resulting in full coupling between the electromagnetic and thermomechanical responses.

$$
\begin{equation*}
G^{e l}(\xi)=\left(G_{A}^{e e^{-1}}+\xi\left(G_{M}^{e l^{-1}}-G_{A}^{e l^{-1}}\right)\right)^{-1} \tag{2.63}
\end{equation*}
$$



Figure 2.6: Schematic drawing of thermomechanical loading path on SMA phase diagram.

Because of the nature of the variable loading in the present problem, the SMA response can be shown schematically for complete transformation cycles on the SMA phase diagram as shown in Figure 2.6.

### 2.3.2 First Law of Thermodynamics

With the latent heat of transformation of the SMA, the First Law of Thermodynamics may be stated as

$$
\begin{equation*}
V \rho_{m} c \dot{\theta}=\dot{Q}_{\text {in }}-\dot{Q}_{\text {out }}+\dot{Q}_{L H} \tag{2.64}
\end{equation*}
$$

the components of which are defined as

$$
\begin{gather*}
\dot{Q}_{\text {in }}=P  \tag{2.65}\\
\dot{Q}_{\text {out }}=h A\left(\theta-\theta_{\infty}\right)  \tag{2.66}\\
\dot{Q}_{L H}=\left\{\begin{array}{cl}
V\left(-Y+\rho_{m} \tilde{s_{0}} \theta\right)\left(\frac{\rho_{m} \tilde{s_{0}}}{\partial_{\xi} f_{r e v}^{t_{2}}}\right) & \text { if } \dot{\xi}>0 \\
-V\left(Y+\rho_{m} \tilde{s_{0}} \theta\right)\left(\frac{\rho_{m} \tilde{0_{0}}}{\partial_{\xi} f_{f w d}^{t}}\right) & \text { if } \dot{\xi}<0
\end{array}\right. \tag{2.67}
\end{gather*}
$$

Finally, these can be combined as

$$
\dot{\theta}= \begin{cases}\frac{1}{V \rho_{m} c}\left[P-h A\left(\theta-\theta_{\infty}\right)\right] & \text { if } \dot{\xi}=0  \tag{2.68}\\ \frac{1}{V \rho_{m} c}\left[P-h A\left(\theta-\theta_{\infty}\right)+V\left(-Y+\rho_{m} \tilde{s_{0}} \theta\right)\left(\frac{\rho_{m} \tilde{s}_{0}}{\partial_{\xi} f_{r e v}^{t}}\right)\right] & \text { if } \dot{\xi}>0 \\ \frac{1}{V \rho_{m} c}\left[P-h A\left(\theta-\theta_{\infty}\right)-V\left(Y+\rho_{m} \tilde{s_{0}} \theta\right)\left(\frac{\rho_{m} \tilde{s_{0}}}{\partial_{\xi} f_{f w d}^{t}}\right)\right] & \text { if } \dot{\xi}<0\end{cases}
$$

### 2.4 Proportional-Integral-Derivative (PID) Control Law

For the initial modeling, the PID control parameter, $\aleph$, is then mapped to a coil current and convection coefficient according the the following law. This is shown graphically in Figure 2.7.

- $-1 \leq \aleph \leq 0: I=0, h=h_{M I N}-\aleph\left(h_{M A X}-h_{M I N}\right)$
- $0 \leq \aleph \leq 1: I=\aleph I_{M A X}, h=h_{M I N}$
- $\ll-1: I=0, h=h_{M A X}$
- $\aleph>1: I=I_{M A X}, h=h_{M I N}$

Ensuring acceptable performance of this controller requires proper tuning of the parameters $k_{P}, k_{I}, k_{D}$. Unfortunately, when the system being controlled is highly


Figure 2.7: Mapping of the controller output to the heating and cooling process inputs.
nonlinear, these parameters can prove extremely difficult to select using traditional techniques [23]. For the present problem, the controller is faced with nonlinear power input as a function of current as well as a significant hysteresis in the SMA response. Because of this, these parameters will be optimized alongside the geometric parameters as detailed in the following section. This technique has been demonstrated in the literature [53].

Due to experimental limitations, pulse width modulation (PWM) was selected to provide controlled cooling. Under this system, the convection coefficient is alternated between two, experimentally determined, high and low values corresponding to active and natural convective cooling.

Under this control methodology, the heating mode remains identical to the previous scheme, as does cooling when heating is active and when the control law saturates. Controller saturation and duty cycle mapping occurs according to the following control laws:

- $-1 \leq \aleph \leq 0: I=0$
- $0 \leq \aleph \leq 1: I=\aleph I_{M A X}, h=h_{M I N}$


Figure 2.8: Pulse Width Modulation (PWM) carrier wave with control function.

- $\ll-1: \quad I=0, h=h_{M A X}$
- $\aleph>1: I=I_{M A X}, h=h_{M I N}$

Modulation of the cooling by PWM, when $-1 \leq \aleph \leq 0$, is accomplished according to the following procedure. A sawtooth carrier wave of period, $T$, oscillating between the values of 0 and -1 is computed throughout the simulation [63].

Whenever the amplitude of the control function, $\aleph$, exceeds that of the carrier wave, shown in Figure 2.8, active cooling is set to the "on" state. When it is less than the carrier function, it is in the "off" state. Early modeling efforts described later have demonstrated that this methodology produces similar control response to the "continuous" control mode, even at low carrier frequencies, as shown in Figure 2.9 .

Figure 2.9: Comparison of the rotation and convection coefficients between the continuous control methodology (Left) and the PWM methodology (Right) in the time domain.

## 3. COMPUTATIONAL MODELING AND OPTIMIZATION

The governing equations of this system have been implemented into a custom Python script using a time stepping algorithm based on the Euler method which simulates the response of the SMA torque tube under combined static/aerodynamic torsional loading.

The simplest Euler method uses a first-order Taylor Series approximation to compute sequential values of a differential equation starting from a known initial condition. For example, the differential equation given by Equation 3.1 may be approximated by Equation 3.2 [24].

$$
\begin{gather*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=f(x, y), \quad y\left(x_{0}\right)=y_{0}  \tag{3.1}\\
y(x)=y\left(x_{0}\right)+y^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+O\left(h^{2}\right) \tag{3.2}
\end{gather*}
$$

The coupled differential equations 2.68 and 2.62 are implemented in a similar manner.
This algorithm has been implemented in Python with several options and variations which allow the study of various aspects of the SMA response. The primary code actuates the SMA, starting in martensite, to complete rotation and back again. This allows for direct comparison to SMA material characterization experiments and to verify the accuracy of the SMA parameters and constitutive model. The algorithms for the complete cycle and controller variant programs are given in Figures 3.1 and 3.2. An example output is shown in Figure 3.3. This code also contains an optional arbitrary rotation command capability in which a predefined function (i.e. a sine wave) is generated to command rotation through a PID controller and the thermomechanical response is simulated. An example of the controller variant

Table 3.1: Design points used in DoE study.

| $R_{i}[\mathrm{~m}]$ | $t[\mathrm{~m}]$ | $l[\mathrm{~m}]$ | Frequency $[\mathrm{Hz}]$ | Wire Diameter $[\mathrm{m}]$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.001 | 0.0015 | 0.2 | 50000 | .00367 |
| 0.003 | 0.0020 | 0.3 | 150000 | .00291 |

program rotation output is given in Figure 3.4. Two variants of this code permit the Design of Experiments process to be executed to understand the impact of various design and control parameters and to implement a Particle Swarm Optimization Algorithm routine.

### 3.1 Design of Experiments

For the initial DoE, the effects of the inside radius, thickness and length of the torque tube as well as the frequency of the coil electric current and the diameter of the wire making up the tightly packed induction coil are studied. The impact of each of these parameters on the time required for a single cycle, the maximum angle of rotation, the power factor and the electrical efficiency are evaluated. The DoE was run with and without the minor loop modification to the constitutive model.

As is shown in Figure 3.5, all of the tested variables except for the torque tube length have an effect on the time required for a single cycle of operation. This result was expected and verified analytically using the First Law of Thermodynamics.

### 3.2 Particle Swarm Optimization of Design and Control Response

The particle swarm optimization algorithm operates by (1) generating a well distributed series of independent agents or "particles" within the bounded hyperspace of all design variables. In addition to a position, each particle is also assigned an initial velocity in each of the design dimensions. (2) The objective function for each agent is then evaluated, and the location of each is recorded as an individual best


Figure 3.1: Single loop Python script algorithm.


Figure 3.2: Python script algorithm with PID control.


Figure 3.3: Example SMA response of complete cycle implementation.


Figure 3.4: Example command function (green) and simulated response (blue).


Figure 3.5: Initial DoE results from JMP statistical analysis software.
and the location of the overall best solution is recorded as a global best. (3) Once the objective function is computed for each agent, the velocity, $v_{n}^{i}$, and position, $r_{n}^{i}$, for each is updated according to Equations 3.3 and 3.4. The process then returns to Step 2 and repeats until convergence is achieved or a specified number of cycles are completed [36, 46, 54, 37].

$$
\begin{gather*}
v_{n}^{i}(t+\Delta t)=w v_{n}^{i}(t)+c_{1} \chi_{1}\left[r_{n}^{i, L}-r_{n}^{i}(t)\right] \Delta t+c_{2} \chi_{2}\left[r_{n}^{i, g}-r_{n}^{i}(t)\right] \Delta t  \tag{3.3}\\
r_{n}^{i}(t+\Delta t)=r_{n}^{i}(t)+\Delta t v_{n}^{i}(t) \tag{3.4}
\end{gather*}
$$

The components of Equation 3.3 are selected to incorporate various physical and/or social concepts into the optimization model. An "inertial" factor, $w$, is first incorporated to include present behavior into the decision making process for the
next increment. The magnitude of $w$ affects the stability of direction of the particle convergence. A value too small results in unstable behavior when faced with a rapidly changing known global optimum location. This is especially troublesome early on in the optimization process. Conversely, a magnitude too large of $w$ results in a particle unresponsive to both its own and the social knowledge of the landscape from previous increments. Next a variable $c_{1}$ is defined as a "cognitive" factor which weights the acceleration of the particle towards that particle's individual best solution. Finally, a third, "social" factor, weighted by $c_{2}$, is included to direct the acceleration of the particle towards the best known global solution. Both $c_{1}$ and $c_{2}$ are pre-multiplied by $\chi_{1}$ and $\chi_{2}$ which are randomly generated numbers where $\chi_{n} \in[0,1]$. Good values for $w, c_{1}$ and $c_{2}$ have been found and published in literature as 1,2 and 2 respectively. This combination of parameters results in a particle which tends to overshoot its best known solution about half of the time. It has also been suggested in literature that stability of the optimization process may be regulated through the use of a "speed limit" $[37,54]$. Optimization runs with and without this limit and with different tuning parameters will be executed for comparison of results and speed of convergence.

Another aspect of this optimization method given considerable attention is the behavior of the particles when they encounter a boundary. Variations explored in literature include an "absorbing" boundary where the velocity of the offending particle is brought instantly to zero in the relevant spatial dimension. Another variation "reflects" the particle back off of the boundary with equal and opposite velocity. The final type permits the particle to violate the boundary, but no score is computed for the particle while outside of the designated space $[46,54]$. In this implementation, the particle is stopped at the wall and the objective function is computed. However, the computed acceleration and velocity of the particle are permitted to progress
naturally as though no boundary were present.

### 3.2.1 Optimization Problem Description

For this work, two related optimization problems are solved. 1) The PID controller driving the torque tube to be tested experimentally. 2) The geometry and controller properties of torque tube with identical properties will be optimized simultaneously. Both optimizations will use the RMS error in the command versus simulated rotation as the objective function to be minimized. The RMS Error is defined as

$$
\begin{equation*}
\epsilon_{R M S}=\sqrt{\frac{\sum_{t} \epsilon^{2}}{\frac{\Delta t}{t}}}=\sqrt{\frac{\sum_{t}\left(\phi-\phi_{c}\right)^{2}}{\frac{\Delta t}{t}}} \tag{3.5}
\end{equation*}
$$

For the controller optimization, the terms $k_{P}, k_{I}$ and $k_{D}$ of the PID controller along with the carrier frequency for the pulse width modulated cooling will be varied. For the complete optimization, the inside radius, $R_{i}$, the thickness, $t$, the wire diameter and the frequency of the induction surrent, $f$ will also be varied.

Constraints on the maximum shear stress, the minimum power factor and the minimum electrical efficiency will also be implemented along with bounds on the parameters corresponding to physical limitations (i.e. inner radius must be positive).

## 4. EXPERIMENTAL DESIGN

Two experiments were conducted in order to validate the theory and computational methods used. The first is designed to evaluate the impedance across the loaded induction coil. The second will measure the thermomechanical and controller response.

### 4.1 Electromagnetic Characterization: Impedance Measurement

As shown in Equation 2.44, impedance is defined by two parts, a real-valued resistance and an imaginary valued reactance, the sum of which may be represented in polar coordinates. The impedance of an electrical component may be measured by several means. The most common method used by electricians is the use of an LCR meter. However inexpensive versions of these devices are typically limited to AC frequencies of $50-60 \mathrm{~Hz}$. As induction heating uses frequencies on the order of $10-100 \mathrm{kHz}$, another method must be devised.

The phase angle of the value of the impedance is equal to the phase difference in the phasors between the sinusoidal electrical potential across the component and the associated alternating current. Furthermore, the amplitude of the impedance is equal to the ratio of the amplitudes between the potential and the current signals. This suggests that the impedance may be calculated by taking measurements of the current and voltage amplitudes and their relative phase. The voltage signal is easily measured in both DC and AC circuits. Additionally, for DC , the current may be obtained by measuring the potential drop across a shunt resistor of known value wired in series with the component of interest. This is not possible, however, in highfrequency AC circuits due to the effect of the skin depth on the resistance of the shunt resistor. This means that a dedicated current sensor such as a current clamp or hall
effect sensor must be employed. Additionally, the current probe utilized must be designed for operation in the both the frequency and current domain of the problem. A Tektronix TCP 300 Series current probe was used for this experiment. In order to get the relative phase of the two signals, the differential voltage probe and the current probe each output analog signals to an oscilloscope on opposing channels. This setup is shown in Figure 4.1. The results of this experiment were compared to the values predicted by Equations 2.37 through 2.46 as given in Table 5.3.

### 4.2 Complete System Testing with PID Control and Realistic Loading

In addition to the electrical properties, the thermomechanical SMA model and computed control behavior were validated against experiments. A torque tube provided by The Boeing Company was subjected to a series of constant moments. The angle of rotation of the tube was controlled using a bi-modal PID controller implemented in LabVIEW and recorded by sensors. Heating was effected through an Ambrell Induction heater and controlled cooling through pulse width modulated bursts of shop compressed air through the inside of the torque tube. Variables measured included the temperature, and rotation angle of the torque tube.

The effective convection cooling coefficient, with and without pressurized air passing through the torque tube, $h$, was be determined prior to the test. Once these and the SMA parameters required to calibrate the model were determined, a series of input control functions was generated and converted by a PID controller, implemented in LabVIEW, into command signals transmitted by a NI USB-6211 data acquisition card. These command signals modulate the current output of the induction heater and the duty cycle of the solenoid valve controlling the shop compressed air used for cooling. moment was applied by suspending a dead load from a wheel fixed to the free end of the torque tube. Rotation of the torque tube was measured using


Figure 4.1: Nitinol torque tube with induction coil.


Figure 4.2: LabVIEW control panel.
a potentiometer and temperature by a series of T-type thermocouples. Rotation and force were logged using the NI DAQ card mentioned above and temperatures was recorded using a Measurements Computing USB-TC thermocouple reader. The water-cooled induction coil is comprised of $1 / 4$ inch copper tubing. The LabVIEW interface is shown in Figure 4.2 and the hardware is shown in Figure 4.3.

Using this experimental design, the thermomechanical and control responses of the real-world system were directly compared to the time-domain output of the computational model.


Figure 4.3: Controlled torque tube experimental setup.

## 5. RESULTS

### 5.1 Experimental Calibration of Computational Model

Calibration of the computational model is comprised of two parts, calibration of the forced and natural cooling coefficients, and calibration of the SMA model. This was accomplished using the experimental setup described in the previous section. The torque tube shown in Figure 1.3 was used for this experiment. Specifications for the tube are given in Table 5.1

### 5.1.1 Thermal Calibration

In order to calibrate the forced and natural convection coefficients, the SMA torque tube was heated past the observed austenite start temperature, and permitted to cool. This process was repeated three times for forced convection where the solenoid valve regulating the compressed shop air was set to the open position, and again three times where the solenoid valve remained closed. The results of these cycles are shown in Figures 5.1 and 5.2.

The solution to differential equation 1.6, Equation 1.7, was fit to the cooling portion of these curves.

Table 5.1: Dimensions and published properties of SMA torque tube.

| Inside Radius, $R_{i}$ | 2.81 mm |
| :---: | :---: |
| Outside Radius, $R_{o}$ | 4.76 mm |
| Length, $L$ | 203 mm |
| Mass density, $\rho_{m}$ | $6450 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$ |
| Specific Heat, $c$ | $850 \frac{\mathrm{Kgh}}{\mathrm{Kg}^{\prime}}$ |
| Poisson Ratio, $\nu$ | $.33[55]$ |
| Electrical Resistivity $(\mathrm{A} / \mathrm{M}), \rho_{M}$ | $82 / 76 \mu \Omega \mathrm{~cm}[55]$ |
| Relative Permeability, $\mu_{r}$ | $1.002[55]$ |



Figure 5.1: Heating and cooling curves for calibration of the forced convective cooling coefficient.

It was found that the exponent of Equation 1.7, $\frac{h A}{c_{h} h}$, had a value of .0499 for forced convection and a value of .00549 for natural convection.

Using the assumption that all heat loss occurred across the inner surface of the torque tube, the forced convection cooling coefficient, $h_{\text {forced }}$ had a value of $695 \frac{\mathrm{~W}}{\mathrm{M}^{2} K}$ and the natural convection cooling coefficient, $h_{\text {natural }}$ had a value of $76.5 \frac{W}{M^{2} K}$.

### 5.1.2 SMA Calibration

The elastic and transformation properties and parameters are determined by thermally cycling the SMA at varying load levels and measuring the thermomechanical response. From the data in Figures 5.3 and 5.4 the elastic moduli, transformation temperatures, Clausius-Clapeyron slopes and transformation strains may be determined. The internal state variables of the SMA model are computed as a function of these values.


Figure 5.2: Heating and cooling curves for calibration of the natural convective cooling coefficient.


Figure 5.3: Temperature rotation response of the SMA torque tube at various load levels.


Figure 5.4: Measurement of SMA torque tube actuation modulus. Courtesy of The Boeing Company.

Table 5.2: Calibrated properties of Nitinol torque tube.

| $A_{s}$ | 326.1 K |
| :---: | :---: |
| $A_{f}$ | 344.4 K |
| $M_{s}$ | 321.6 K |
| $M_{f}$ | 309.4 K |
| $C_{M}$ | $6.29 \mathrm{MPa} / \mathrm{degC}$ |
| $C_{A}$ | $7.61 \mathrm{MPa} / \mathrm{degC}$ |
| $H_{\max }$ | .038 |
| $H_{\min }$ | .02 |
| $k_{t}$ | $.0357 \mathrm{MPa}^{-1}$ |
| $\sigma^{\text {crit }}$ | 3.89 MPa |



Figure 5.5: Temperature-rotation from computational model with $2.5 \mathrm{~N}-\mathrm{m}$ applied moment.

### 5.2 Calibrated Computational Results

Following the characterization of this material, complete and partial cycles of the tested were simulated using the material properties in Table 5.2. A complete cycle is shown in Figure 5.5 and a series of minor transformation loops corresponding to the response in Figure 3.4 without and with the minor loop modification are shown in Figures 5.6 and 5.7. The complete cycle appears to match the calibration data fairly well.

### 5.3 Computational and Experimental Results for Determination of Electrical Properties

The impedance of an unrelated torque tube supplied by The Boeing Company was characterized using the procedure described in the previous section and compared to that computed by the SEC induction heating model. The measured and computed


Figure 5.6: Temperature-rotation partial cycle from computational model with 2.5 $\mathrm{N}-\mathrm{m}$ applied moment without the minor loop modification.


Figure 5.7: Temperature-rotation partial cycle from computational model with 2.5 $\mathrm{N}-\mathrm{m}$ applied moment and with the minor loop modification.

Table 5.3: Measured torque tube electrical properties.

| Sample | $\operatorname{Impedance}$ |
| :---: | :---: |
| Measurement 1 | $457 \mathrm{~m} \Omega \angle 66.16^{\circ}$ |
| Measurement 2 | $472 \mathrm{~m} \Omega \angle 71.45^{\circ}$ |
| Average Measured | $464 \mathrm{~m} \Omega \angle 68.85^{\circ}$ |
| Computed | $505 \mathrm{~m} \Omega \angle 70.9^{\circ}$ |

Table 5.4: Experimental and simulated control parameters.

| Parameter | Value |
| :---: | :---: |
| $k_{P}$ | 20 |
| $k_{I}$ | 0 |
| $k_{D}$ | 0 |
| PWM Carrier Frequency $[\mathrm{Hz}]$ | 3 |

results are given in Table 5.3.
5.4 Computational and Experimental Results for PID Control of an SMA Torque Tube

The un-optimized control parameters given in Table 5.4 were selected and implemented in both the experiment via LabVIEW and the simulation in Python for comparison in commanding both sine and square wave functions.

The computational rotation and control results for a sine wave input are given in Figures 5.8 and 5.9 and for square wave input in Figures 5.12 and 5.13 while the experimental results are given in Figures 5.10, 5.11, 5.14 and 5.15.

Two interesting features in the comparison between the simulated and experimental responses are the lack of oscillatory control response in the simulation which is present in the experimental result and a somewhat faster transformation on cooling in the square wave response. It has been suggested that these discrepancies are due to the thin wall formulation of the thermomechanical problem, however a


Figure 5.8: Simulated rotation for sine wave input.


Figure 5.9: Simulated PID controller output for a sine wave input.


Figure 5.10: Control and measured rotations for a sine wave input.


Figure 5.11: LabVIEW PID controller output for a sine wave input.


Figure 5.12: Simulated rotation for square wave input.


Figure 5.13: Simulated PID controller output for a square wave input.


Figure 5.14: Control and measured rotations for a square wave input.


Figure 5.15: LabVIEW PID controller output for a square wave input.

Table 5.5: Controller particle swarm optimization initial seed ranges and lower bounds.

| Parameter | Initial Range | Lower Bound |
| :---: | :---: | :---: |
| $k_{P}$ | $[0,10]$ | 0 |
| $k_{I}$ | $[0,5]$ | 0 |
| $k_{D}$ | $[0,5]$ | 0 |
| PWM Carrier Frequency $[\mathrm{Hz}]$ | $[0.1,3]$ | 0.001 |

thick-walled solution is beyond the scope of this project and is suggested for future work.

The minor loop modification to the constitutive model is employed for the remainder of this work.

### 5.5 Controller Optimization Problem

Restricting the optimizer to the geometry and properties of the torque tube given by Table 5.1, frequency of the electrical signal to 200 kHz , and the number of coil turns to 24 , optimal control parameters were determined using particle swarm optimization as follows. A $7 \mathrm{~N}-\mathrm{m} / \mathrm{rad}$ aerodynamic loading plus an additional 2.54 $\mathrm{N}-\mathrm{m}$ constant load to an SMA torque tube with the properties listed in Table 5.2. The convection coefficients used were $695 \frac{\mathrm{~W}}{\mathrm{~m}^{2} K}$ for forced convection and $76 \frac{\mathrm{~W}}{\mathrm{~m}^{2} K}$ for natural convection. The maximum coil current was 125 A .

The starting values and lower variable bounds for the optimization were as shown in Table 5.5. The control parameters of the global best solution are given in Table 5.6. Additionally, the convergence of the controller parameters is shown in Figure 5.16.

Table 5.6: Controller particle swarm optimization best solution.

| Parameter | Best Solution |
| :---: | :---: |
| $k_{P}$ | 36.623 |
| $k_{I}$ | 7.0841 |
| $k_{D}$ | 8.7595 |
| PWM Carrier Frequency $[\mathrm{Hz}]$ | 1.8027 |
| RMS Rotation Error | $1.9585 \mathrm{E}-10$ |


(a) PSO convergence for proportional PID tuning constant.

(b) PSO convergence for integral PID tuning constant.

(c) PSO convergence for derivative PID tun- (d) PSO convergence for pulse width moduing constant. lation carrier frequency.

Figure 5.16: Control optimization convergence and simulated rotation.


Figure 5.17: Progression of the value of local best objective function for each particle during controller optimization.

(a) Optimized controller rotation response for set torque tube and coil geometry and induction heater frequency.

(b) Optimized controller temperature response for set torque tube and coil geometry and induction heater frequency.

Figure 5.18: Global best solution controlled thermomechanical response following controller optimization.

Table 5.7: Complete particle swarm optimization initial seed ranges and lower bounds.

| Parameter | Initial Range | Lower Bound |
| :---: | :---: | :---: |
| $R_{i},[\mathrm{~m}]$ | $[0.0015,0.01]$ | 0.0015 |
| $t,[\mathrm{~m}]$ | $[0.0001,0.01]$ | 0.0001 |
| WireRadius, $[\mathrm{m}]$ | $[0.00075,0.002]$ | 0.00075 |
| Electrical Frequency, $[\mathrm{kHz}]$ | $[10,300]$ | 0.005 |
| $k_{P}$ | $[0,10]$ | 0 |
| $k_{I}$ | $[0,5]$ | 0 |
| $k_{D}$ | $[0,5]$ | 0 |
| PWM Carrier Frequency $[\mathrm{Hz}]$ | $[0.1,3]$ | 0.001 |

### 5.6 Complete Optimization Problem

Using this same optimization scheme, the entire torque tube design was optimized, including the geometry and control parameters. Again, a $7 \mathrm{~N}-\mathrm{m} / \mathrm{rad}$ aerodynamic loading plus an additional $2.54 \mathrm{~N}-\mathrm{m}$ constant load, and the SMA properties listed in Table 5.2 were used. The convection coefficients used were $695 \frac{\mathrm{~W}}{\mathrm{~m}^{2} K}$ for forced convection and $76 \frac{W}{m^{2} K}$ for natural convection. The maximum coil current was 125A.

The starting values and lower variable bounds for the optimization were as shown in Table 5.7. Additionally, valid solutions were restricted to a maximum shear stress of 250 MPa , a minimum power factor of .25 and a minimum electrical efficiency of .25 . It should be noted that the power factor and electrical efficiency change throughout the simulation as the electrical resistivity is a function of the martensite volume fractions. The dimensions and control parameters of the global best solution are given in Table 5.8. Additionally, the convergence of the torque tube and wire dimensions is shown in Figure 5.19 and that of the controller parameters is shown in Figure 5.20.

Table 5.8: Complete particle swarm optimization best solution.

| Parameter | Best Solution |
| :---: | :---: |
| $R_{i},[\mathrm{~m}]$ | .00615 |
| $t,[\mathrm{~m}]$ | .00108 |
| WireRadius, $[\mathrm{m}]$ | 0.00075 |
| Electrical Frequency, $[\mathrm{kHz}]$ | 122130 |
| $k_{P}$ | 11.745 |
| $k_{I}$ | 12.962 |
| $k_{D}$ | 0 |
| PWM Carrier Frequency $[\mathrm{Hz}]$ | 4.2715 |
| RMS Rotation Error | $1.8363 \mathrm{E}-11$ |
| Minimum Power Factor | 0.6224 |
| Minimum Electrical Efficiency | 0.8586 |


(a) PSO convergence for inside radius of (b) PSO convergence induction coil wire ratorque tube. dius.

(c) PSO convergence for torque tube thick- (d) PSO convergence for frequency of current ness. passing through induction coil.

Figure 5.19: Convergence of structural and electrical properties.

(a) PSO convergence for proportional tuning constant.

(b) PSO convergence for integral PID tuning constant.

(c) PSO convergence for derivative PID tun- (d) PSO convergence for pulse width moduing constant. lation carrier frequency.

Figure 5.20: Convergence of control parameters and pulse width modulation carrier frequency.


Figure 5.21: Progression of the value of the local best objective function for each particle during complete system optimization.

(a) Simulated rotation response of optimized torque tube and controller with solution data.

(b) Simulated temperature response of optimized torque tube and controller with solution data.

Figure 5.22: Global best solution controlled thermomechanical response following complete system optimization.

### 5.7 Optimization Discussion

These two optimizations have resulted in torque tube systems of very different geometries and controller parameters. By permitting the geometry to "float" along with the controller tuning constants in pursuit of an optimum control response, the RMS error in the rotation is reduced by an additional order of magnitude. Additionally, the complete system optimization naturally drove to a geometric design with electrical efficiency and power factor well above the imposed design limits.

## 6. SUMMARY

Shape memory alloy actuators hold great promise for aerospace applications due to their high actuation work density and the potential for simultaneous utility as structural components. One implementation which has been proposed is SMA torque tubes used in place of cables and/or hydraulics as aircraft flap actuators. Previous attempts at implementation and computational studies have shown that the performance of these actuators may be greatly enhanced through the use of induction heating and that for this application, variable loading should be included in any computational model used to simulate the shape memory response. Both of these technical challenges have been addressed and studied in this work.

As part of this thesis, the thermomechanical, electromagnetic and SMA constitutive responses have been modeled in a coupled numerical analysis implemented in the Python programming language. The SMA model was calibrated experimentally and the design of experiments process was utilized to identify important design parameters. The computational modeling was validated against experimental results and limitations of this implementation have been identified. The computational model was finally utilized for design and controller optimization. Throughout this work, special emphasis was placed on the utilization of induction heating and on feedback control.
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## APPENDIX A

## PARTICLE SWARM OPTIMIZER WITH SMA CONSTITUTIVE MODEL IN PYTHON

```
from _-future__ import division
from numpy import *
from math import *
from sys import *
import matplotlib.pyplot as plt
\(\mathrm{pi}=3.14159265359\)
mu_0 \(=4 *\) pi \(* 10 * *-7\) \# Permeability of Free Space, H/m
\# This program has been prepared to simulate the time-
    domain, control response of two-way shape memory
    alloy torque tubes.
11 \# The following features have been included in this
    simulation:
12 \# - Built-in PID control based on rotation
13 \# - Torsional spring loading meant to approximate
    aerodynamic loading
14 \# - Series equivalent circuit model for induction
        heating
15 \# - Electrical efficiency
\(\begin{array}{ll}15 \text { \# } & - \text { Electrical eff } \\ 16 \text { \# } & - \text { Power factor }\end{array}\)
17 \# - Electrical impedance
18 \# - Power into SMA torque tube
19 \# Full electro-thermomechanical coupling of material
        properties
21 \# The constitutive model authored by Dimitrs Lagoudas,
        Darren Hartl, Yves Chemisky, Luciano Machado, Peter
        Popov and published in International Journal of
        Plasticity 32-33 (2012) 155-183 was used in the
        creation of this code.
23 \# John L. Rohmer
24 \# Graduate Student
25 \# Dept. of Aerospace Engineering
```

10
20
22

```
```

26 \# Texas A\&M University

```
```

26 \# Texas A\&M University
27 \# Cell: 940-704-5898
27 \# Cell: 940-704-5898
28 \# john.rohmer@tamu.edu

```
28 \# john.rohmer@tamu.edu
```

```
\#Format Output Files
```

\#Format Output Files
fout $=$ open('PSOData.txt', 'w')
fout $=$ open('PSOData.txt', 'w')
fout. write ('Run, $\lrcorner$ R_i, 」t, „Wire」Diameter, 」Frequency, „kP, 」

```
fout. write ('Run, \(\lrcorner\) R_i, 」t, „Wire」Diameter, 」Frequency, „kP, 」
```






```
fout.close ()
```

fout.close ()
fout $=$ open('PSOBest.txt ', 'w')
fout $=$ open('PSOBest.txt ', 'w')
fout. write (' Level, „R_i, „t, 」Wire」Diameter, „Frequency, „kP

```
fout. write (' Level, „R_i, „t, 」Wire」Diameter, „Frequency, „kP
```




```
    Angle, „Min. 」Power」Factor, „Min.」Efficiency \(\left.\backslash n^{\prime}\right)\)
```

    Angle, „Min. 」Power」Factor, „Min.」Efficiency \(\left.\backslash n^{\prime}\right)\)
    fout.close ()
fout.close ()
runcount $=0$
runcount $=0$
\# Set Command Mode
\# Set Command Mode
\#CM $=1:$ Complete cycles
\#CM $=1:$ Complete cycles
\# CM = 2: Arbitrary rotation control
\# CM = 2: Arbitrary rotation control
$\mathrm{CM}=2$
$\mathrm{CM}=2$
\# Set command rotation function
\# Set command rotation function
def command(t, runtime):
def command(t, runtime):
$\# C M==1:$ Complete Cycles
$\# C M==1:$ Complete Cycles
if $\mathrm{CM}=1$ :
if $\mathrm{CM}=1$ :
$\mathrm{UPC}=10$
$\mathrm{UPC}=10$
$\mathrm{LPC}=-10$
$\mathrm{LPC}=-10$
if $\mathrm{t}==0$ : return UPC, runtime
if $\mathrm{t}==0$ : return UPC, runtime
else:
else:
if phic_vec $[-1]=$ UPC:
if phic_vec $[-1]=$ UPC:
if $\mathrm{xi}[-1]<=.001$ : return LPC , runtime
if $\mathrm{xi}[-1]<=.001$ : return LPC , runtime
else: return UPC, runtime
else: return UPC, runtime
if phic_vec $[-1]=$ LPC:
if phic_vec $[-1]=$ LPC:
if $\mathrm{xi}[-1]>=.999$ :
if $\mathrm{xi}[-1]>=.999$ :
if runtime $=0$ : runtime $=\mathrm{t}$
if runtime $=0$ : runtime $=\mathrm{t}$
return UPC, runtime
return UPC, runtime
else: return LPC, runtime
else: return LPC, runtime
\# $C M=$ 2: Arbitraty control mode
\# $C M=$ 2: Arbitraty control mode
if $\mathrm{CM}=2$ :
if $\mathrm{CM}=2$ :
return $(2.25+1) / 2-.75+(2.25-1) / 2 * \sin$

```
        return \((2.25+1) / 2-.75+(2.25-1) / 2 * \sin\)
```

$$
(.01 * 2 * 3.14159 * \mathrm{t}) * 2 * *(-.01 * \mathrm{t}), \quad \text { runtime }
$$

64
$67 \mathrm{MLM}=1$
68
69
70
71
72
73
74
75
76
mode $=2$
\#1. $\quad$ t
\# Use Minor Loop Modification
\# 0: no, 1: yes
\#Set cooling mode
\#Mode 1: Continuous control
\#Mode 2: Pulse width modulation
\#If mode $==2$ set PWM carrier frequency,
carrierfreq
\#\#\# Optimization Settings HAH\|H\|H\|H\|\#\#
Npar $=8 \quad \#$ Number of parameters being optimized
Nagents $=20$ \#Number of particles traversing the design
hyperspace
Nlevels $=40$ \#Number of iterations
$\mathrm{w}=1$ \# Interial Factor
c1 $=2$ \# Cognitive Factor
c2 2 \# Social Factor
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#\#\# Constraints \#\#\#
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
maximumstress $=250000000$
minimumpowerfactor $=.25$
minimumelectricalefficiency $=.25$
\#Variable Sequence
\#0. $R_{-} i$
\#2. wire radius
\#3. frequency
\#4. $k_{-} p$
\#5. $k_{-} i$

```
103 #6. k_d
104 #7. PWM Frequency
105 #Initial Variable Ranges
106
107 seedrange = [ [.0015,.01],
108
109
110 [10000, 300000],
111 [0,10],
112 [0,5],
113 [0,5],
114 [.1,3] ]
115
1 1 6 ~ \# P a r a m e t e r ~ B o u n d s
117 LBoundR_i =.0015 #0. R_i
118 LBoundt =.0001 #1. t
119 LBoundWire =.00075 #2. wire radius
120 LBoundf = 5 #3. frequency
121 LBoundk_P = 0 #4. k-p
122 LBoundk_I = 0 #5. k_i
123 LBoundk_D = 0 #6. k-d
124 LBoundPWM =.001 #7. PWM Frequency
125
126
            for level in range(Nlevels+1)]
```

138

```
globalbestobjective = [[0 for a in range(2)] for level
        in range(Nlevels+1)]
```

localbestposition $=[[0$ for parameters in range(Npar) $]$
for agent in range(Nagents)]
globalbestposition $=[0$ for parameters in range(Npar) $]$
\#Set Initial Particle Positions, initial velocities set
to zero
parcounter $=0$
while parcounter < Npar:
agentcounter=0
while agentcounter < Nagents:
position [parcounter][0][agentcounter] = random.
uniform (seedrange [parcounter][0], seedrange[
parcounter][1])
agentcounter $+=1$
parcounter $+=1$
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#\#\# Begin Optimization Loop \#\#\#\#\#\#\#\#\#\#\#

level = 0
levelcounter $=0$
while levelcounter $<=$ Nlevels:
agent $=0$
while agent < Nagents:
runcount $+=1$
$\mathrm{R}_{-} \mathrm{i}=$ position $[0][$ level ][agent]
R_o $=$ position [0][level][agent]+position [1][
level][agent]
thickness $=$ position [1][level][agent]
wirediameter $=2 *$ position [2][level][agent]
$\mathrm{f}=$ position [3][level][agent]
$\mathrm{kp}=$ position [4][level][agent]
ki $=$ position [5][level][agent]
$\mathrm{kd}=$ position [6][level][agent]
carrierfreq $=$ position [7][level][agent]
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\# Input Parameters \#
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#

175
176
177
178

$$
\begin{aligned}
& \text { \# Program Parameters } \\
& \text { time }=300 \\
& \text { delta_t }=.001 \\
& \text { theta_max }=400 \\
& \text { \# Environment and Operational Parameters } \\
& \text { I_coil_max }=125 \\
& \text { h_max }=\text { h_active }=695 \\
& \mathrm{~h} \_ \text {min }=\text { h_natural }=76 \\
& \text { theta_0 }=\text { theta_inf }=293 \\
& \text { \#Aerodynamic Loading Parameters } \\
& \text { dchdphi }=-.65 \#\left[\text { rad }^{\wedge}-1\right] \\
& \text { rho_infty }=1.225 \#\left[\mathrm{~kg} / \mathrm{m}^{\wedge} 3\right] \\
& \text { V_infty }=25 \#[\mathrm{~m} / \mathrm{s}] \\
& \text { c_e }=.15 \#[m] \\
& \text { S_e }=.1875 \text { \#[m^2] } \\
& \text { k_spring }=- \text { dchdphi } * .5 * \text { rho_infty } * \text { V_infty } * * 2 * \text { S_e } \\
& \text { *c_e \#[ Nm/rad] } \\
& \text { phi0 }=0 \# \text { Reference angle } \\
& \text { \#Applied constant moment, N-m } \\
& \mathrm{M}=2.54 \\
& \text { \#Geometry } \\
& \mathrm{L}=.203 \\
& \text { R_coil = R_o }+ \text { wirediameter } / 2 \\
& \mathrm{R}_{-} 0=\left(\mathrm{R}_{-} \mathrm{o}+\mathrm{R}_{-} \mathrm{i}\right) / 2 \\
& \mathrm{~J} \_\mathrm{P}=\mathrm{pi} / 32 *\left(\left(\mathrm{R} \_\mathrm{o} * 2\right) * * 4-\left(\mathrm{R} \_\mathrm{i} * 2\right) * * 4\right) \\
& \text { A_innersurf }=\mathrm{R}_{-} \mathrm{i} * 2 * \mathrm{pi} * \mathrm{~L} \\
& \mathrm{~V}=\mathrm{pi} *\left(\mathrm{R} \_\mathrm{o} * * 2-\mathrm{R} \_\mathrm{i} * * 2\right) * \mathrm{~L} \\
& \text { \#Coil Electrical Properties } \\
& \text { rho_cu }=1.68 \mathrm{e}-8 \\
& \text { mu_r_cu }=.9999 \\
& \mathrm{~N}=\mathrm{L} / \text { wirediameter \#Number of induction coil } \\
& \text { turns } \\
& \mathrm{k}_{-} \mathrm{r}=1.15 \text { \#Coil geometry correction factor } \\
& \text { \#Nitinol Electrical Properties } \\
& \text { rho_e_M }=82 \mathrm{e}-8 \\
& \text { rho_e_A }=76 \mathrm{e}-8 \\
& \text { mu_r }=1.02 \\
& \text { \#\#\#\#\#\#\#\#\#\#\#\#\#\#\# } \\
& \text { \#Nitinol Thermomechanical Properties }
\end{aligned}
$$

\#\#\#\#\#\#\#\#\#\#\#\#\#\#
rho_m $=6450$
c _h $=850$
$\mathrm{nu}=.33$
\#Martensite Properties
$\mathrm{G} M=6.9 \mathrm{e} 9$
$\mathrm{E} \_\mathrm{M}=\mathrm{G} \_\mathrm{M} * 2 *(1+\mathrm{nu})$
c_M $=6.29 \mathrm{e} 6$ \# Slope of martensite Clausius-
Clapeyron curve at reference stress, $P a / K$
\#Austenite Properties
G_A $=12 \mathrm{e} 9$
$\mathrm{E} \_\mathrm{A}=\mathrm{G} \_\mathrm{A} * 2 *(1+\mathrm{nu})$
c_A $=7.61 \mathrm{e} 6$ \# Slope of austenite ClausiusClapeyron curve at reference stress, $P a / K$
$\mathrm{Ms}=48.6+273$ \# K
$\mathrm{Mf}=36.4+273$ \# K
As $=53.1+273$ \# K
Af $=71.4+273$ \# K
H_max $=.0769 / 2$
H_min $=.04 / 2$
sigma_crit $=3.89 \mathrm{e} 6$ \# Critical Mises Stress, Pa
$\mathrm{kt}=.0357 \# M P a^{\wedge}-1$
sigma_star $=200 \mathrm{e} 6$ \#Reference Stress, $P a$
\# n1-n4: Hardening coefficients
$\mathrm{n} 1=.3$
$\mathrm{n} 2=.3$
$\mathrm{n} 3=.3$
$\mathrm{n} 4=.3$
\#Computed model parameters
if sigma_star < sigma_crit:
H_curSigstar = H_min
dH_curSigstar $=0$
else:
H_curSigstar $=\left(\mathrm{H}_{-}\right.$min $+\left(\mathrm{H} \_\right.$max $\left.-\mathrm{H}_{\_} \min \right)$
$*(1-\mathrm{e} * *(-\mathrm{kt} *(($ sigma_star-sigma_crit) /1000000)) )
dH_curSigstar $=($ H_max-H_min $) * k t$
$/ 1000000 * \mathrm{e} * *(-\mathrm{kt} *(($ sigma_starsigma_crit)/1000000))
ds $=(1 /$ rho_m $) *\left(1 /\left(\mathrm{c} \_\mathrm{M}+\mathrm{c} \_\mathrm{A}\right)\right) *-2 *\left(\mathrm{c} \_\mathrm{M} * \mathrm{c} \_\mathrm{A}\right)$ * (H_curSigstar + sigma_star*dH_curSigstar+ sigma_star*(1/E_M-1/E_A))

```
\(\mathrm{du}=\mathrm{ds} / 2 *(\mathrm{Ms}+\mathrm{Af})\)
    a1 \(=\) rho \(\quad \mathrm{m} * \mathrm{ds} *(\mathrm{Mf}-\mathrm{Ms})\)
    \(\mathrm{a} 2=\) rho \(\_\mathrm{m} * \mathrm{ds} *(\mathrm{As}-\mathrm{Af})\)
    \(\mathrm{a} 3=-1 * \mathrm{a} 1 / 4 *(1+1 /(\mathrm{n} 1+1)-1 /(\mathrm{n} 2+1))+\mathrm{a} 2\)
        \(/ 4 *(1+1 /(n 3+1)-1 /(n 4+1))\)
    \(\mathrm{D}=\left(\mathrm{c}_{-} \mathrm{M}-\mathrm{c}_{-} \mathrm{A}\right) *\left(\mathrm{H}_{-} \mathrm{curSigstar}+\right.\) sigma_star\(*\)
    dH_curSigstar+sigma_star \(\left.*\left(1 / E \_M-1 / E \_A\right)\right) /((\)
    c_M+c_A \() *\left(H_{-c}\right.\) urSigstar+sigma_star*
    dH_curSigstar) )
    \(\mathrm{Y} 0=\) rho_m \(* \mathrm{ds} / 2 *(\mathrm{Ms}-\mathrm{Af})-\mathrm{a} 3+\mathrm{D} * \operatorname{sigma\_ star} *\)
    H_curSigstar
    Pivec \(=[0]\)
    \# Initialize variables
    t_elapsed \(=[0]\)
    \(\mathrm{xi}=[.999]\)
    theta \(=[\) theta_0]
    \(\mathrm{phi}=\left[\mathrm{M} * \mathrm{~L} /\left(\mathrm{J} \_\mathrm{P} * \mathrm{G} \_\mathrm{M}\right)\right]\)
    tau \(=\left[\mathrm{M} *\right.\) R_o \(\left./\left(\mathrm{J} \_\mathrm{P} * \mathrm{G} \_\mathrm{M}\right)\right]\)
    Zvec \(=[0]\)
    etavec = [1]
    PowerFactorvec \(=\) [1]
    Powervec \(=[0]\)
    stepvec \(=[0]\)
    epsilon_tr \(=[0]\)
    Lambda_vec \(=[0]\)
    I_coil_vec \(=[0]\)
    \(h_{-v e c}=[0]\)
    errorvec \(=[0]\)
    phic_vec \(=[0]\)
    controller_vec \(=[0]\)
    xi_f \(=.001\)
    xi_r \(=.999\)
    xi_f_vec \(=\left[x i_{-} f\right]\)
    xi_r_vec \(=\left[x i_{-} r\right]\)
    RMSerrorsum \(=0\)
    throwback \(=0\)
    PTerm \(=0\)
    ITerm \(=0\)
    DTerm \(=0\)
    controller \(=0\)
    taut \(=\operatorname{tau}[-1]\)
    phit \(=\) phi \([-1]\)
```

thetat $=$ theta $[-1]$
xit $=x i[-1]$
fdrv $=$ 'r ${ }^{\prime}$
step $=1$
phic $=0$
controltimer $=0$
carrierwave $=0$
runtime $=0$
\#Begin incrementing the simulation
while t_elapsed $[-1]<$ time-delta_t $/ 2$ : go $=1$
\#Compute current target rotation
phic, runtime $=$ command (t_elapsed $[-1]$, runtime)
phic_vec.append (phic)
\#Compute PID controller output
error $=$ phi $[-1]-$ phic
PTerm $=$ error
ITerm $=$ ITerm + error*delta_t DTerm $=($ error - errorvec $[-1]) /$ delta_t controller $=\mathrm{kp} *$ PTerm $+\mathrm{ki} *$ ITerm $+\mathrm{kd} *$ DTerm controller_vec.append (controller) errorvec.append (error)
\#Definition of cooling mode
if mode ==1: \#Continuous Cooling Control, Continuous Current Control
if controller $>=0$ :
I_coil $=0$
$\mathrm{h}=\mathrm{h}$ _natural + ( h_active-h_natural)* controller
if controller $>=1$ : $\mathrm{h}=\mathrm{h}$ _active
if controller $<0$ :
$\mathrm{h}=\mathrm{h}$ _natural
I_coil $=\boldsymbol{a b s}($ controller ) I_coil_max
if I_coil $>=$ I_coil_max : I_coil $=$ I_coil_max
if theta $[-1]>=$ theta_max: I_coil $=0$ if mode $=2: ~ \# P W M$ Cooling Control, Continuous Current Control if controller $>=0$ : I_coil $=0$ if controller $>=$ carrierwave: h=h_max else: $h=h \_m i n$
if controller $<0$ :
$\mathrm{h}=\mathrm{h}$ natural I_coil $=\mathbf{a b s}($ controller ) $*$ I_coil_max if I_coil $>=$ I_coil_max : I_coil = I_coil_max if theta $[-1]>=$ theta_max: I_coil $=0$ carrierwave $+=$ carrierfreq* delta_t
if carrierwave $>=1+$ delta_t* carrierfreq/2:
carrierwave $=0$
I_coil_vec.append (I_coil)
h_vec.append (h)
\# Recompute shear modulus as a function of martensite volume fraction
$\mathrm{G}=(1 / \mathrm{G} A+$ xit $*(1 / \mathrm{G} M-1 / \mathrm{G} A$ ) ) $* *(-1)$
\# Recompute the electrical resistivity of Nitinol
rho_e $=$ rho_e_A $+x i t *\left(r h o \_e \_M-\right.$ rho_e_A)
\# Recompute Nitinol and copper skin depth
delta $=$ sqrt $(2 *$ rho_e $/($ mu_r $*$ mu_ $0 * 2 * \operatorname{pi} * f)$ )
delta_cu $=\operatorname{sqrt}(2 *$ rho_cu/(mu_r_cu*mu_0 $* 2 * \mathrm{pi} * \mathrm{f})$ )
\# Compute power and electrical shape parameters from induction heater for step

```
gamma \(=2 *\) R_o \(^{*}\left(\right.\) R_o-R_i \(\left.^{\prime}\right) /(2 *\) delta \(* * 2)\)
\(\mathrm{p}=\) gamma \(/(1+(\) gamma \() * * 2)\)
\(\mathrm{q}=1 /(1+(\) gamma \() * * 2)\)
EPower \(=2 * \mathrm{pi} * \mathrm{f} * \mathrm{I}\) cooil \(* * 2 *\) mu_0*mu_r
        \(* \mathrm{~N} * * 2 *\left(\mathrm{pi} *\left(\mathrm{R} \_\right.\right.\)o \(\left.\left.* * 2-\mathrm{R} \_\mathrm{i} * * 2\right) / \mathrm{L}\right) * \mathrm{p}\)
\# Determine \(\operatorname{sign}(d t h e t a / d t) \Rightarrow F w d / r e v\)
    transformation
dthetalin \(=\left(1 /\left(\right.\right.\) rho_m \(* c_{\_} h *\left(p i *\left(R \_o * * 2-R_{-} i\right.\right.\)
    \(* * 2) * \mathrm{~L}))\) ) \(*\left(\right.\) EPower \(+\mathrm{h} * \mathrm{pi} * 2 * \mathrm{R}_{\mathrm{i}} \mathrm{i} * \mathrm{~L} *(\)
    theta_inf-theta \([-1])\) )
if dthetalin \(>=0: \operatorname{fdrv}={ }^{\prime} r{ }^{\prime}\)
else: \(\mathrm{fdrv}=\) 'f,
        \#Compute Maximum Transformation
            Strain, H_cur
if sqrt(3)*taut < sigma_crit: H_cur \(=\)
    H_min
else: H_cur \(=\) (H_min + (H_max-H_min)
    \(*(1-\mathrm{e} * *(-\mathrm{kt} * \mathrm{sqrt}(3) *(\mathrm{taut} / 1000000))))\)
        \#Compute (Reduced)
            Transformation Tensor, 1-D
            Torsion
Lambda \(=(\) sqrt \((3) / 2)\).\(* H_cur\)
Lambda_vec. append (Lambda)
        \#Compute Hardening Function
        \# MLM = = 0: Minor loop
        modification inactive
        \# MLM == 1: Minor loop
        modification active
if \(M L M=0\) :
        if \(\mathrm{fdrv}=\) ' \({ }^{\prime}\) ':
            \(\mathrm{ft}=.5 * \mathrm{a} 1 *(1+\mathrm{xit} * * \mathrm{n} 1\)
                \(-(1-\mathrm{xit}) * *(\mathrm{n} 2))+\mathrm{a} 3\)
            \(\mathrm{dft}=.5 * \mathrm{a} 1 *(\mathrm{n} 1 *\)
                xit**(n1-1) \(+\mathrm{n} 2 *(1-\)
                xit) \(* *(\mathrm{n} 2-1))\)
    if fdrv= \({ }^{\prime}{ }^{\prime}\) ':
        \(\mathrm{ft}=.5 * \mathrm{a} 2 *(1+\mathrm{xit} * * \mathrm{n} 3\)
        \(-(1-\mathrm{xit}) * *(\mathrm{n} 4))-\mathrm{a} 3\)
        \(\mathrm{dft}=.5 * \mathrm{a} 2 *(\mathrm{n} 3 *\)
            xit \(* *(\mathrm{n} 3-1)+\mathrm{n} 4 *(1-\)
            xit) \(* *(\mathrm{n} 4-1))\)
```

$$
\begin{aligned}
& \text { if } \mathrm{MLM}=1 \text { : } \\
& \text { if } \mathrm{fdrv}=\text { 'f }{ }^{\prime} \text { : } \\
& \text { xi_hat }=1 /\left(1-x i_{-} f\right. \\
& -.0004) * x i t-\left(x i \_f\right. \\
& -.0004) /\left(1-x i \_f\right. \\
& -.0004) \\
& \mathrm{ft}=.5 * \mathrm{a} 1 *\left(1+\mathrm{xi} \mathrm{i}_{-} \text {hat } * *\right. \\
& \text { n1-(1-xi_hat) } * *(\mathrm{n} 2))+ \\
& \text { a3 } \\
& \mathrm{dft}=1 /\left(1-\mathrm{xi} \mathrm{I}_{-}-.0004\right) \\
& \text { * . } 5 \text { * a1 * ( n1* } \\
& \text { xi_hat } * *(\mathrm{n} 1-1)+\mathrm{n} 2 \\
& \text { *(1-xi_hat) } * *(\mathrm{n} 2-1)) \\
& \text { if } \mathrm{fdrv}={ }^{\prime} \mathrm{r}^{\prime} \text { : } \\
& \text { xi_hat }=1 /\left(x i_{-} r+.001\right) * \\
& \text { xit } \\
& \mathrm{ft}=.5 * \mathrm{a} 2 *(1+\text { xi_hat } * * \\
& \text { n3-(1-xi_hat) } * *(\mathrm{n} 4))- \\
& \text { a3 } \\
& \mathrm{dft}=1 / \mathrm{xi} \mathrm{\_r} * .5 * \mathrm{a} 2 \\
& \text { * ( } \mathrm{n} 3 * \text { xi_hat } * *(\mathrm{n} 3-1) \\
& +\mathrm{n} 4 *(1-\mathrm{xi} \text {-hat }) * *(\mathrm{n} 4 \\
& \text {-1) ) } \\
& \text { \#Compute thermodynamic driving force, } \\
& \text { Pi } \\
& \mathrm{Pi}=2 * \text { taut } * \text { Lambda }+4 *(1+\mathrm{nu}) * \text { taut } \\
& * * 2 *\left(1 / E \_M-1 / E \_A\right)+\text { rho_m } * \text { ds } * \text { thetat }- \\
& \text { rho_m } * \mathrm{du}-\mathrm{ft} \\
& \text { \#Determine if transformation is } \\
& \text { occurring for forward (f) / } \\
& \text { reverse (r) transformation } \\
& \mathrm{Y}=\mathrm{Y} 0+\mathrm{D} * \operatorname{sqrt}(3) * \text { taut } * \text { Lambda } \\
& \text { if fdrv= }{ }^{\prime}{ }^{\prime} \text { : } \\
& \text { step }=1 \\
& \text { if } \mathrm{Pi}<=-\mathrm{Y} \text { : } \\
& \text { if } x i[-1]>0.001 \text { and } \\
& \text { xi }[-1]<=0.999: \text { step } \\
& =2 \\
& \text { else: step }=3 \\
& \text { if throwback }=1 \text { : step }=1 \\
& \text { if throwback }=2 \text { : throwback }= \\
& 0
\end{aligned}
$$

```
if fdrv= 'f':
    #if step == 4 or 5 or 6:
    step = 4
    if Pi>= Y:
        step = 3
        if xi[-1]<0.999 and
        xi[-1]>= 0.001: step
                = 5
            else: step = 6
    if throwback=2: step = 4
    if throwback == 1: throwback =
        0
stepvec.append(step)
    #Reverse Transformation
        Direction
    if fdrv = "r":
    #Before Transformation
    if step =1 and go = 1:
        dtheta=(1/(rho_m*c_h*(
        pi *(R_o**2-R_i**2)*L)
        ))*(EPower + h*pi*2*
                R_i*L*(theta_inf-
                theta[-1]))
        thetat = theta[-1]+
            dtheta*delta_t
        phit = 1/(k_spring*R_0
        /(G*J_P )-R_0/L)*(
                k_spring*R_0 / (G*J_P)*
                phi0 - 2*epsilon_tr
                [-1] - M*R_0 / (G*J_P ) )
            xit = xi[-1]
            epsilon_tr_t =
                epsilon_tr[-1]
        go = 0
        if throwback = 0:
        if }\textrm{Pi}<=-Y
                                    step =
                                    2
        else:
        if thetat >=
        theta_res:
                        step =
```

$$
\begin{aligned}
& \text { \#During Transformation } \\
& \text { if step }=2 \text { and go==1: } \\
& \mathrm{Pi}=-\mathrm{Y} \\
& \text { dtheta }=\left(1 /\left(\text { rho_m } * c_{\_} h\right.\right. \\
& \text { * ( pi } *\left(\mathrm{R}_{-} 0 * * 2-\mathrm{R}_{-} \mathrm{i} * * 2\right) * \\
& \text { L) ) * (EPower } \\
& +\mathrm{h} * \mathrm{pi} * 2 * \mathrm{R}_{-} \mathrm{i} * \mathrm{~L} \\
& \text { *(theta }[-1]- \\
& \text { theta_inf) } \\
& -\mathrm{V} *(\mathrm{Y}+\text { rho_m } * \mathrm{ds} \\
& \text { *theta }[-1]) \text { * } \\
& \text { rho_m*ds * ( } \\
& \text { dft) } * *-1 \text { ) ) } \\
& \text { thetat }=\text { theta }[-1]+ \\
& \text { dtheta*delta_t } \\
& \text { theta_dot }=(\text { thetat }- \\
& \text { theta[-1]) / delta_t } \\
& \text { tau_dot }=(\tan [-1]-\text { tau } \\
& [-2]) / \text { delta_t } \\
& \text { dxidt }=((\mathrm{dft}) * *-1 *( \\
& \text { rho_m*ds * theta_dot } \\
& +(2 *(1-\mathrm{D}) * \text { Lambda }+ \\
& 4 * \operatorname{tau}[-1] *(1 / \mathrm{G} \text { M }-1 / \\
& \text { G_A)) * tau_dot ) ) } \\
& \text { go }=0 \\
& \text { if dxidt }<0 \text { : } \\
& \text { epsilon_tr_t }= \\
& \text { epsilon_tr } \\
& {[-1]+\text { Lambda }} \\
& \text { *abs(dxidt)* } \\
& \text { delta_t } \\
& \text { xit }=x i[-1]+ \\
& \text { delta_t * } \\
& \text { dxidt } \\
& \text { phit }=1 /( \\
& \mathrm{k}_{-} \operatorname{spring} * \mathrm{R}_{-} 0 \\
& \text { /(G*J_P)-R_0/ } \\
& \mathrm{L}) *\left(\mathrm{k}_{\text {- }} \text { pring } *\right. \\
& \text { R_0 / (G*J_P)* }
\end{aligned}
$$



$$
\begin{aligned}
& \text { theta }[-1]) \text { ) } \\
& \text { thetat }=\text { theta }[-1]+ \\
& \text { dtheta*delta_t } \\
& \text { phit }=\text { phi }[-1] \\
& \text { xit }=x i[-1] \\
& \text { epsilon_tr_t }= \\
& \text { epsilon_tr }[-1] \\
& \text { go }=0 \\
& \text { if throwback }=0 \text { : } \\
& \text { if } \mathrm{Pi}>=\mathrm{Y} \text { : } \\
& \underset{5}{\text { step }}= \\
& \text { \#During Transformation } \\
& \text { if step }=5 \text { and } \mathrm{xi}[-1]<.999 \\
& \text { and go }=1 \text { : } \\
& \text { Phit }=Y \\
& \text { dtheta }=(1 /(\text { rho_m } * \text { c_h } \\
& *\left(\mathrm{pi} *\left(\mathrm{R}_{-} * * 2-\mathrm{R}_{-} \mathrm{i} * * 2\right) *\right. \\
& \mathrm{L})) \text { ) * (EPower }+\mathrm{h} * \mathrm{pi} \\
& * 2 * \mathrm{R}_{-} \mathrm{i} * \mathrm{~L} *(\text { theta }[-1]- \\
& \text { theta_inf) } \\
& +\mathrm{V} *(-\mathrm{Y}+\text { rho_m } * \\
& \text { ds*theta }[-1] \text { ) } \\
& \text { * rho_m*ds * } \\
& (\mathrm{dft} * *-1)) \\
& \text { thetat }=\text { theta }[-1]+ \\
& \text { dtheta*delta_t } \\
& \text { theta_dot }=-1 *(\text { thetat }- \\
& \text { theta }[-1] \text { ) / delta_t } \\
& \text { tau_dot }=(\operatorname{tau}[-1]-\text { tau } \\
& \text { [-2]) / delta_t } \\
& \text { dxidt }=((\mathrm{dft}) * *-1 * \text { ( } \\
& \text { rho_m } * \text { ds * theta_dot } \\
& + \\
& (2 *(1-\mathrm{D}) * \text { Lambda } \\
& +4 * \text { tau } \\
& {[-1] *(1 / \mathrm{G} \text { - } \mathrm{M}} \\
& -1 / \mathrm{G} \text { _A) ) * } \\
& \text { tau_dot ) ) } \\
& \text { if dxidt }>0 \text { : } \\
& \text { epsilon_tr_t }= \\
& \text { epsilon_tr }
\end{aligned}
$$

$$
\begin{aligned}
& \text { [-1] - Lambda } \\
& \text { * } \boldsymbol{a b s}(\mathrm{dxidt}) * \\
& \text { delta_t } \\
& \text { xit }=x i[-1]+ \\
& \text { delta_t * } \\
& \text { dxidt } \\
& \text { phit }=1 /( \\
& \text { k_spring*R_0 } \\
& \text { / (G*J_P ) -R_0/ } \\
& \mathrm{L}) *\left(\mathrm{k}_{-} \text {spring } *\right. \\
& \text { R_0 / (G*J_P) * } \\
& \text { phi0-2* } \\
& \text { epsilon_tr_t- } \\
& \mathrm{M} * \mathrm{R} \_0 /\left(\mathrm{G} * \mathrm{~J} \_\mathrm{P}\right) \\
& \text { ) } \\
& \text { Moment=k_spring } \\
& \text { * (phit-phi0) } \\
& +\mathrm{M} \\
& \text { taut }=\text { Moment*R_0/J_P } \\
& \text { if (taut-tau [-1]) /( } \\
& \text { thetat-theta }[-1])> \\
& \text { c_M : } \\
& \text { step }=4 \\
& \text { theta_res }=\text { ( } \\
& \text { taut-tau }[-1]) \\
& \text { * }(1 / \mathrm{c} \text { _M })+ \\
& \text { theta }[-1] \\
& \text { throwback }=2 \\
& \text { if xit }<=0 \text { : } \\
& \text { xit }=0.001 \\
& \text { if xit }>=.999 \text { : } \\
& \text { xit }=.999 \\
& \text { step }=6 \\
& \text { xi_r }=x i t \\
& \text { go=0 } \\
& \text { \#After Transformation } \\
& \text { if step }=6 \text { and go }=1 \text { : } \\
& \text { dtheta }=\left(1 /\left(\text { rho } m * c_{-} h *( \right.\right. \\
& \left.\mathrm{pi} *\left(\mathrm{R} \_\mathrm{o} * * 2-\mathrm{R} \_\mathrm{i} * * 2\right) * \mathrm{~L}\right) \\
& \text { )) } *(\text { EPower }+\mathrm{h} * \mathrm{pi} * 2 * \\
& \text { R_i*L* (theta_inf- } \\
& \text { theta }[-1]) \text { ) }
\end{aligned}
$$

thetat $=$ theta $[-1]+$
dtheta＊delta＿t
phit $=$ phi $[-1]$
xit $=x i[-1]$ epsilon＿tr＿t $=$ epsilon＿tr $[-1]$
Lambda＿vec．append（0）
go $=0$
\＃Compute other electrical properties
$\mathrm{K}=2 * \mathrm{pi} * \mathrm{f} * \mathrm{mu} \_0 *(\mathrm{~N} * * 2 / \mathrm{L})$
R＿w $=\mathrm{K} *$ mu＿r $* \mathrm{p} * \mathrm{pi} *$ R＿o $* * 2$
$\mathrm{R}_{\text {＿c }}=\mathrm{K} *\left(\mathrm{k}_{-} \mathrm{r} * \mathrm{pi} * \mathrm{R}_{\text {＿coil }} *\right.$ delta＿cu）
X＿g $=\mathrm{K} * \mathrm{pi} *\left(\mathrm{R}_{-}\right.$coil $\left.* * 2-\mathrm{R}_{-}+* * 2\right)$
X＿w $=\mathrm{K} *$ mu＿r $*(\mathrm{q}) * \mathrm{pi} *$ R＿o $* * 2$
X＿c $=\mathrm{K} * \mathrm{k} \_\mathrm{r} * \mathrm{pi} * \mathrm{R}$＿coil $*$ delta＿cu
$\mathrm{Z}=\left(\mathrm{R} \_\mathrm{w}+\mathrm{R} \_\mathrm{c}\right)+\left(\mathrm{X} \_\mathrm{g}+\mathrm{X} \_\mathrm{w}+\mathrm{X} \_\mathrm{c}\right) * 1 \mathrm{j}$
eta $=$ R＿w $/($ R＿c + R＿w $)$
PowerFactor $=($ R＿w + R＿c $) / \mathbf{a b s}(Z)$
Powervec．append（EPower）
xi．append（xit）
theta．append（thetat）
phi．append（phit）
tau．append（taut）
t＿elapsed．append（t＿elapsed $[-1]+$ delta＿t $)$
Zvec．append（Z）
etavec．append（eta）
PowerFactorvec．append（PowerFactor）
Pivec．append（Pi）
epsilon＿tr．append（epsilon＿tr＿t）
xi＿f＿vec．append（xi＿f）
xi＿r＿vec．append（xi＿r）
\＃RMS Error
RMSerrorsum $+=($ phic＿vec $[-1]-\operatorname{phi}[-1]) * * 2$
RMSerror $=\operatorname{sqrt}($ RMSerrorsum $/(\mathrm{t}$＿elapsed $[-1] /$ delta＿t））
print＇$\quad$＇
print＇RMS」Error：$\quad$＇，RMSerror
print＇Maximum」Shear」Stress：」＇， $\max (t a u)$
print＇Minimum」Electrical」Efficiency：＇， $\boldsymbol{\operatorname { m i n }}($ etavec）
print＇Minimum」Power $\lrcorner$ Factor：＇， $\min ($

PowerFactorvec)
print 'Average」Impedance」Magnitude: ${ }_{\lrcorner}$, mean(
absolute (Zvec))
if runtime $=0$ : runtime $=$ t_elapsed $[-1]$
\#Convert radians to degrees
phil = []
for $i$ in phi:
phil.append (i*360/(2*pi))
\#Reorient results to match experimental
axis
phiflip = []
phicflip $=$ []
for rot in phi: phiflip.append ( -1 *rot)
for rotc in phic_vec: phicflip.append $(-1 *$ rotc $)$
$\operatorname{maxtau}=\max (\max (\mathrm{tau}), \operatorname{abs}(\min (\mathrm{tau})))$
mineta $=\min ($ etavec $)$
minPowerFactor $=\boldsymbol{\operatorname { m i n }}$ (PowerFactorvec)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\# Plot Results \#
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
actline, $=$ plt.plot(t_elapsed, phi)
cmdline, $=$ plt.plot(t_elapsed, phic_vec)
plt. legend ([actline, cmdline], ['Computed $\lrcorner$
Rotation', 'Command Rotation'], loc=4)
plt.title ('Rotation $\quad$ Angle $\lrcorner \mathrm{vs} .\llcorner$ Time')
plt.xlabel('time')
plt.ylabel ('phiu[rad]')
plt.grid(b=True, which='both', color='0.65',
linestyle='-')
plt.xlim ([0, time] $)$
plt. ylim $([\quad \min ([\min (\mathrm{phi}), \min ($ phic_vec $)])-1$,
$\boldsymbol{\operatorname { m a x }}([\max (\mathrm{phi}), \max ($ phic_vec $)])+1])$
plt.savefig ('time-phi.png')
plt.show()
plt.plot(t_elapsed, theta)
plt.title ('Temperature $[\mathrm{K}] \_$vs. $\lrcorner$Time')
plt.xlabel('time')
plt.ylabel ('theta')
plt.grid(b=True, which='both', color='0.65',

```
        linestyle='-')
    plt.savefig('time-theta.png')
    plt.show()
    plt.plot(theta,phi)
    plt.title('Twist\_Angle\lrcornervs.^Temperature')
    plt.xlabel('Temperature')
    plt.ylabel('Rotation\lrcornerAngle [[rad]')
    plt.savefig('temp-angle.png')
    plt.show()
    plt.plot(t_elapsed, Pivec)
    plt.xlabel('Time_Elapsed')
    plt.ylabel('Pi')
    plt.savefig('Pivec.png')
    plt.show()
############### Print Data to Output File
print 'Writing_to_File'
print 'Run:', runcount
print 'Level:s', level
print 'Agent:\lrcorner', agent
print kp, ki, kd
fout = open('PSOData.txt','a')
fout.write(str(runcount) + ', ,' + str(R_i) +',
    `'+ str(thickness) + str(wirediameter) + ', ь
    ' + str(f) +',,' + str(kp) +',, '' + str(ki)
    +',」'+ str(kd) + ',」' + str(carrierfreq) +
    ,, ''+ str(RMSerror) +',, '' + str (abs(min(phi
        ))) + ,,」' + str (min(PowerFactorvec)) + ',」'
        +\boldsymbol{str}(\boldsymbol{min}(\mathrm{ etavec )) + '\n')}
    fout.close()
    objective[level][agent] = RMSerror
    maxtautable[level][agent] = maxtau
    minetatable[level][agent] = mineta
    minPowerFactortable[level][agent] =
        minPowerFactor
    if maxtau <= maximumstress and mineta >=
        minimumelectricalefficiency and
        minPowerFactor >= minimumpowerfactor:
```

```
    constraintsmet \(=\) True
        else:
        constraintsmet \(=\) False
        if level \(=0\) :
        localbestobjective[level][agent] = RMSerror
        for counter in range ( 0, Npar) :
            localbestposition [agent][counter] \(=\)
                position [counter][level][agent]
        else:
        if RMSerror < localbestobjective[level - 1 ][
        agent] and constraintsmet \(\overline{=}\) True:
        localbestobjective[level][agent] =
                RMSerror
        for counter in range(0,Npar):
                localbestposition [agent][counter] =
                                    position [counter][level][agent]
        else:
        localbestobjective[level][agent] =
            localbestobjective [level -1\(]\) [agent]
        for counter in range( \(0, N\) par) :
                localbestposition [agent][counter] \(=\)
                                    position [counter][level-1][agent
                                    ]
    if agent \(=0\) :
        levelglobalbest \(=\) [agent, RMSerror \(]\)
        else:
            if RMSerror < levelglobalbest [1] and
        constraintsmet \(\overline{=}\) True:
            levelglobalbest \(=\) [agent, RMSerror]
        agent \(+=1\)
    \#Update Global Best Position
    if level = 0:
        globalbestobjective[level] = levelglobalbest
        for counter in range ( \(0, N\) par) :
        globalbestposition [counter] \(=\) position [
        counter][level][levelglobalbest [0]]
    else:
        if levelglobalbest[1] < globalbestobjective[
```

$$
\text { level }-1][1]:
$$

globalbestobjective[level] =
levelglobalbest

$$
\text { for counter in range }(0, \text { Npar }) \text { : }
$$

                        globalbestposition [counter] \(=\) position [
                                    counter][level][levelglobalbest [0]]
        else:
            globalbestobjective[level] =
                globalbestobjective[level -1]
    \#Print Global Best Solution and Data to File
    fout \(=\) open('PSOBest.txt', 'a')
    fout.write ( \(\operatorname{str}(\) level \()+,{ }^{\prime},{ }^{\prime}+\operatorname{str}(\)
        globalbestposition \()+,,{ }^{\prime}+\operatorname{str}(\)
        globalbestobjective[level]) + ' \(\mathrm{n}^{\prime}\) )
    fout.close()
    level \(+=1\)
    levelcounter \(+=1\)
    if level in range ( 0 , Nlevels +1 ):
        \#Update agent velocities and positions
        agent \(=0\)
        while agent < Nagents:
        parameter \(=0\)
        while parameter < Npar:
            velocity [parameter][level][agent] \(=(\)
            velocity [parameter][level -1][agent
                ] \(* \mathrm{w}\)
        - random.random ()\(* \mathrm{c} 1 *(\) position \([\)
                parameter][level-1][agent] -
                localbestposition [agent][
                parameter])
        - random.random ()\(* \mathrm{c} 2 *(\) position \([\)
                parameter][level - 1][agent] -
                globalbestposition [parameter])
                )
        \#Velocity Limiter
        if abs(velocity[parameter][level][agent
        \(])>(\) seedrange \([\) parameter \(][1]-\)
        seedrange [parameter][0]):
        velocity [parameter][level][agent] =
                \(\operatorname{sig} n(\) velocity [parameter][level][
                agent] \() *(\) seedrange [parameter \(][1]-\)
    ```
    seedrange[parameter][0])
    #Set new position
    position[parameter][level][agent] =
    position[parameter][level - 1][agent]+
    velocity[parameter][level][agent]
    if parameter = 0:
    if position[parameter][level][agent
        ] < LBoundR_i:
        position[parameter][level][
                agent] = LBoundR_i
        #velocity[parameter][level][
        agent] = 0
    if parameter = 1:
    if position[parameter][level][agent
        ] < LBoundt:
        position[parameter][level][
                agent] = LBoundt
        #velocity[parameter][level][
        agent] = 0
    if parameter = 2:
    if position[parameter][level][agent
        ] < LBoundWire:
        position[parameter][level][
                agent] = LBoundWire
        #velocity[parameter][level][
                agent] = 0
    if parameter = 3:
    if position[parameter][level][agent
        ] < LBoundf:
        position[parameter][level][
                agent] = LBoundf
        #velocity[parameter][level][
                agent] = 0
    if parameter = 4:
    if position[parameter][level][agent
        ] < LBoundk_P:
        position[parameter][level][
                agent] = LBoundk_P
        #velocity[parameter][level][
                agent] = 0
    if parameter = 5:
```

```
        if position[parameter][level][agent
            ] < LBoundk_I:
                position[parameter][level][
                agent] = LBoundk_I
                #velocity[parameter][level][
                agent] = 0
            if parameter = 6:
            if position[parameter][level][agent
            ] < LBoundk_D:
                position[parameter][level][
                                    agent] = LBoundk_D
                #velocity[parameter][level][
                agent] = 0
            if parameter = 7:
            if position[parameter][level][agent
                ] < LBoundPWM:
                position[parameter][level][
                    agent] = LBoundPWM
                #velocity[parameter][level][
                    agent] = 0
            parameter += 1
            agent += 1
########################################
#### Optimization Plotting Segment #####
###############################################
plt.plot(position[0]) #0. R_i
plt.title('Inside」Radius_Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('Inside^Radius, „R_i')
plt.savefig('Convergence-R_i.png')
plt.show()
plt.plot(position[1]) #1. t
plt.title('Thickness _Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('Thickness, \iotat')
plt.savefig('Convergnce-t.png')
plt.show()
plt.plot(position[2]) #2. wire radius
```

```
7 1 3
7 1 4
7 1 5
716 plt.savefig('Convergnce-R_wire.png')
717 plt.show()
7 1 8
7 1 9
7 2 0
7 2 1
722
723
7 2 4
725
726
7 2 7
728
plt.title('Wire\lrcornerRadius Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('Wire\lrcornerRadius')
plt.plot(position [3]) #3. frequency
plt.title('Frequency.Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('Electrical_Frequency, „f')
plt.savefig('Convergnce-f.png')
plt.show()
plt.plot(position[4]) #4. k_p
plt.title('PID」Proportional」Constant」Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('Proportional乞Tuning_Constant, „k_P')
plt.savefig('Convergnce-k_P.png')
plt.show()
plt.plot(position[5]) #5. k_i
plt.title('PID」Integral」Constant」Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('Integral\_Tuning_Constant, 乞k_I')
plt.savefig('Convergnce-k_I.png')
plt.show()
plt.plot(position [6]) #6. k-d
plt.title('PID」Derivative」Constant」Convergence')
plt.xlabel('Optimization」Level')
plt.ylabel('Derivative\iotaTuning 」Constant, \iotak_D')
plt.savefig('Convergnce-k_D.png')
plt.show()
plt.plot(position [7]) #%. PWM Frequency
plt.title('PWMLCarrier &Frequency^Convergence')
plt.xlabel('Optimization_Level')
plt.ylabel('PMM Carrier_Frequency')
plt.savefig('Convergnce-PWMfreq.png')
plt.show()
plt.semilogy(localbestobjective) #Overall
```

Convergence Behavior
plt.title ('Best」Objective」Function $\lrcorner$ for $\lrcorner$ Each $\lrcorner$ Agent ')
plt.xlabel ('Optimization LLevel')
plt. ylabel ('Objective Function')
plt.savefig ('LocalBestObjective.png')
plt.show()

