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ABSTRACT 

 

The electrode microstructure in rechargeable lithium batteries, particularly 

Lithium-ion battery and Lithium-sulfur batteries, plays an important role in determining 

the adhesive strength and electrochemical performance of the battery. The overall 

objective of the present research is to develop mesoscale computational models to 

understand the effects of mesoscale interactions on electrode structure evolution.  

For Lithium-ion battery, the electrode microstructure is significantly affected by 

the multiphase slurry properties and solvent evaporation. The most important slurry 

properties are nanoparticle loading, interparticle interactions, and the shape and the size 

of nanoparticles. Computational results from the present study indicate that the small-

sized active material nanoparticles are beneficial to improve the electronic conductivity 

of electrode microstructure due to its high conductive interfacial area ratio, and high 

evaporation rate is harmful for achieving good cooperation between the active material 

and conductive additives. The mixing sequence also affects electrode microstructure. It 

is found that stepwise mixing sequence can significantly increase the conductive 

interfacial area ratio in the electrode microstructure to reduce resistance.  

A severe challenge for Lithium-sulfur battery is that the discharge product Li2S 

is an insulator for both electrons and Li ions. The precipitation of Li2S varies porosity 

and tortuosity of cathode microstructure and corresponding electrochemical properties. 

In this research, it is proposed to develop a mesoscale modeling strategy to investigate 

Li2S precipitation-electrode interactions. A first-principle study is performed to 
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fundamentally understand the interaction mechanism between polysulfides and solid 

Li2S substrate. Results reveal that Li2S molecule direct deposition is energetically 

favored over the Li2S2 molecule deposition/reduction process. Li2S film formation on 

graphene is also studied by the first-principles approach and it is found that Li2S 

molecule adsorption on graphene is weaker than adsorption on crystalline Li2S surface. 

Atomic structure evolution of Li2S film formation on graphene is also studied by first-

principle calculation. It is found that Li2S (111) layer on the graphene is energetically 

favored. Based on results from first-principles calculations, a coarse-grained model 

accompanied by kinetic Monte Carlo algorithm is developed to study cathode surface 

passivation caused by Li2S precipitation, which is affected by reactants concentrations, 

electrode porosity, electrolyte/solid interfacial area, and operating temperature.  
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CHAPTER I  

INTRODUCTION, BACKGROUND AND SIGNIFICANCE 

 

Nowadays the Earth suffers from the energy crisis and pollution caused by 

traditional fuel combustion. It is an important requirement from modern society that is 

to reduce the use of fossil fuels for ground transportation and achieve vehicle 

electrification. Electric vehicles requires the development of new sources of sustainable 

energy. Very impressive progress in the development of sustainable energy technologies, 

including photovoltaic cells[1], fuel cells[2], and wind turbines[3], has been witnessed 

in recent years, but the technology for energy storage is far away to meet the requirement 

for sustainable energy application. Taking EVs for instance, fuel cells may provide the 

highest energy density, however problems in hydrogen storage prevent fuel cells from 

practical EVs application[2]. In the visible future, lithium-ion battery (LIB) is the best 

candidate for vehicle electrification[4].Other lithium-ion based electrochemical energy 

systems are also very important candidates to drive EVs[5, 6]. 

1.1 Lithium-Ion Battery 

In the family of rechargeable batteries, the lithium-ion battery (LIB) is widely 

used in mobile phone, camera, laptop and other portable devices. In a LIB, lithium ions 

move from anode to the cathode during discharge and move back during charge. 

Materials with layered structures are usually used for Li+ storage because they are easy 

for Li+ intercalation.  
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For vehicle electrification, improved performance, life and safety are critical 

determinants for LIBs [4, 7-9]. In this regard, there has been significant advancement in 

nanomaterial development for improved performance. In the aspect of anode material, 

conventional carbon-based anode is a limitation due to the low theoretical specific 

capacity, 372 mAh/g, according to LiC6. To avoid this problem, researches on LIB anode 

focus on developing new materials that have high specific capacity, stable cycling 

behavior and economical synthetic method to replace the carbon-based materials [10-

13].  Tin (Sn), which is abundant and cheap, is an interesting and competitive candidate 

as LIB anode material because of its high theoretical specific capacity, 994 mAh/g, 

according to Li4.4Sn[14]. However, Sn anode has not been commercialized because the 

volume change during the lithiation/delithiation cycling destroys anode structure. 

Several schemes have been developed to synthesis innovative Sn nanostructures to 

tolerate the volume variation and capacity fading [15-18]. Nowadays, synthesis novel 

nanostructured materials is an effective way to improve the performance of energy 

storage devices [19-21].   Sn-based materials with layered crystalline, especially tin 

disulfide (SnS2), attract a lot of interest as lithium storage materials because the layered 

structure can minimize the volume change during lithiation/delithiation cycling[22] and 

improve the Li mobility[23]. In the aspect of cathode material, active materials are 

usually transitional metal oxides. The most common active material in cathode side is 

LiCoO2, which has a layered structure with alternating CoO2 and Li planes. Lithiation 

and delithiation take place in Li planes during discharge and charge [24].  Although 

LiCoO2 cathode has been commercialized, it is necessary to develop new materials for 
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cathode due to some limitations of LiCoO2. Co metal is more expensive than other 

transition mental such as Fe, Ni, and Mn. Additionally, LiCoO2 suffers from 

performance degradation caused by over charge [25], Co dissolution [26] and sharp 

volume expansion [27].  

Another important driver is the electrode processing which plays a critical role 

in determining electrode microstructure [28, 29]. The processing conditions and 

concomitant physicochemical attributes are envisioned to pose an intimate bearing on 

the resultant electrode microstructures and ultimately on the performance.  

The processing of the multi-phase slurry, which consists of active particles, 

conductive additives, binder, and solvent, determines the electrochemical properties and 

performance of the electrode [30-36]. In the electrode processing, it is necessary to make 

these components cooperate very well with each other. It is well known that the active 

material stores lithium ions, the conductive additive is employed to increase the 

electronic conductivity and the binder links the active material and the conductive 

additive together to form the robust network [37]. It is important to point out that the role 

of each component is not independent, and components can be affected by each other. 

For example, the active materials always suffer from poor electronic conductivity, and 

the aggregation of active material nanoparticles deteriorates the performance of the 

electrode because the electric conductivity is further lowered [38-40]. To avoid this 

problem, a proper processing can make conductive nanoparticles be coated on active 

nanoparticles and prevent the direct aggregation between active nanoparticles, so 

conductive additives fill the space between the active materials to form the continuum 
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network for enhancing the electric conductivity [41, 42]. Additionally, the high surface 

area of the nanostructured active material raises the risk of the capacity fading, because 

the solid electrolyte interface (SEI) forming on the active material consumes a lot of Li+ 

ions supplied by the cathode, and the dissolution of the transition metal in the SEI film 

induces the loss of the active material [39, 40]. An effective method to prevent this 

capacity fading is to make the conductive additive coat on the active material during the 

processing. The coating film can increase the dissolution barrier of the transition metal, 

suppress side reactions between the active material and the electrolyte and stabilize the 

SEI film [41, 43, 44].  The cooperation between the binder and the conductive additive 

also subtly affects the physicochemical and electrochemical properties of the electrode. 

Although high electronic conductivity can be achieved by increasing the amount of the 

conductive additive, lacking the binder brings about a decrease of the electronic 

conductivity because the physical connection between nanoparticles is destroyed [30, 

31].    

 

Figure 1.1 SEM images of active nanoparticles (a) without and (b) with carbon coating. 
The figure is reprinted from Ref [43], Kim, J., et al., Direct carbon-black coating on 
LiCoO2 cathode using surfactant for high-density Li-ion cell. Journal of Power Sources. 
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Fundamentally, slurry properties and drying methods mainly determine the 

microstructure and the performance of the electrode composite. The most important 

slurry property is the viscosity, which is determined by the concentration and the solid 

loading of each component, the interaction force among nanoparticles in the slurry, and 

the properties of active material nanoparticles that include the size of the nanoparticle, 

size distribution and the surface area [45]. Additionally, the mixing sequence and mixing 

time also affect the viscosity of the slurry. The slurry needs to be dried after being cast. 

One common mechanism of the drying process is solvents evaporation from the surface 

of the substrate. The evaporation induced self-assembly is a quite popular scheme to 

make nanoparticles form desirable structures [46, 47], and this assembly is controlled by 

interactions among nanoparticles and solvents [48, 49], evaporation rates [50], the 

mobility of nanoparticles [51] and the morphology of nanoparticles [52]. Nowadays, 

multiscale modeling from atomistic level to continuum level becomes a very powerful 

tool of understanding LIB electrode processing and resulting microstructures as well as 

electrochemical properties, and Franco makes an exhaustive is this scientific research 

field [53]. There are some works on the migration of binders during the drying process 

[54, 55]. However, there is no theoretical research focus on how drying process affects 

the distribution and cooperation of components in the electrode composite. Optimizing 

the morphologies of active material nanoparticles is also beneficial to improve the 

performance of the electrode [56] because morphologies significantly determine 

arrangement modes of nanoparticles assembly [57], and the interaction force between 

nanoparticles make the assembly more complicated [58].  
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Figure 1.2 Schematic illustration of steps in electrode processing. This research focus on 
understanding the influence mesoscale interactions on electrode microstructure at the 
drying step. 
 

A point worth emphasizing is that the mixing sequence plays a critical role in 

determining the performance of a LIB electrode. Electrode slurries, prepared by different 

mixing sequences, show different dispersion states of solid particles, even though these 

slurries are composed of the same materials with the same fraction. Yang et al.[59] first 

reported that changing the mixing method in the negative electrode preparation tripled 

the cycle life of the LIB.  Kim et al.[60] designed four mixing sequences for processing 

LiCoO2 positive electrodes, and demonstrated that pre-mixing dry active material and 

conductive additive was beneficial for prolonging the life of the LIB. Li et al.[61] studied 

the electrochemical properties of aqueous LiFePO4 slurries, and found that dispersing 

active material nanoparticles first was beneficial to improve the discharge capacity. The 

sequence of adding solvent during the slurry preparation also affected the properties of 

the slurry. Compared with the slurry prepared by adding all solvents to mixed 
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nanoparticles in one step, the slurry prepared by adding solvents in a stepwise manner 

had lower viscosity and more homogeneous nanoparticle distribution [62]. However, 

previous experiments focused on changing mixing sequence before the evaporation step. 

Recently, Huang et al.[63] reported a double carbon coating process to achieve an 

excellent electrochemical performance of LiFe0.4Mn0.6PO4 electrode. In this 

experimental work, two different sequences about adding components for carbon coating 

were investigated during the drying process, and it was found that the step-wise addition 

is beneficial for coating carbon onto active material. 

1.2 Lithium-Sulfur Battery 

Sustainable energy presents possibly the greatest challenge, but the greatest 

potential reward, of our time. The increasing shift towards renewable energy has brought 

about an urgent need to efficiently store this energy, a need primarily met by lithium-

based battery technologies. These batteries, lithium-ion batteries (LIBs) being the most 

common, benefit from a high energy storage potential compared to other options, due to 

lithium’s low weight and high oxidation potential. In particular, their light weight renders 

them the best option available for electric vehicles.[64] Lithium-ion batteries are, 

however, hampered by several drawbacks, such as poor thermal management, low power 

density, safety concerns, and inadequate stability to charge/discharge cycling, which 

limit their use. The most prominent issue for their use in electric vehicles is their 

intrinsically-limited energy density compared to gasoline. These limitations come 

primarily from the layered metal oxide cathodes utilized in these systems. 
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Figure 1.3 Schematic illustration of polysulfides “shuttle effect” and cathode 
microstructure evolution caused by products precipitation 
 

One potential solution is to change the oxidative element from a metal ion to a 

non-metal, which results in an entirely new battery system [65, 66]. Sulfur (S) is an 

attractive option in this regard, as it is also low-weight and relatively abundant in the 

Earth’s crust,[67] meaning that Li-S batteries would be neither prohibitively expensive 

nor take a large toll on the environment. The Li-S system also has a high theoretical 

specific energy density, rendering it a good fit for implementation in transportation 

applications [68, 69]. However, Li-S batteries are far from being ready for commercial 

use. One of the reasons is that the discharge product lithium sulfide (Li2S) is an electronic 

and ionic insulator[70]. The theoretical indirect bandgap of Li2S is 3.297 eV [71], and 

its electronic resistivity is larger than 1014 cm⋅Ω. The growth of the insulating product 

film can cause a sudden death during the discharge process before achieving the 

theoretical capacity [72]. In order to improve the electrochemical performance of the 

cathode, some kind of transition metals (TM), such as Fe, Co, Ni, and Cu may be added 

to the cathode materials to activate the insulating Li2S [73-77]. Luo et al. studied TM-
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doped Li2S by a first-principles approach, and it was found that the electronic 

conductivity can be increased by Li vacancies, and those dopants can lower the vacancy 

formation energy [78]. They also pointed out that metal-induced gap states (MIGS) are 

helpful for electronic conductivity [78]. Unfortunately, it is energetically difficult to 

introduce doping defects into discharge product Li2S.  

Designing high-quality cathode microstructure is another promising way to 

improve Li-S battery performance. The cathode architecture plays an important role in 

determining the performance of the Li-S battery [79]. A wide variety of microstructures 

has been synthesized to develop the performance of the battery [80-83]. A desirable 

cathode microstructure should effectively obstruct the dissolution of polysulfide, supply 

a large conductive area for insulating Li2S deposition, and facilitate Li+ ion transport. 

Furthermore, special microstructure characteristics are required to tolerate the volume 

expansion induced by lithiation in order to keep the cathode integrity [84].  

1.3 Hypothesis  

As discussed above, electrode microstructure plays an important role in energy 

storage devices. For LIB, the electrode microstructure is significantly affected by 

processing conditions. It is hypothesized that the fractions of constituents in the 

multiphase slurry, physicochemical interactions between particles, the morphological 

properties of particles evaporation rate can affect the pattern of assembled particles. In 

this study, we focus on the cooperation between active materials and conductive 

additives which is affected by the processing method.  
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For Li-S battery, the cathode microstructure is directly affected by the 

precipitation of the insoluble product. The growth of Li2S is determined by several 

physicochemical interactions. The reactants concentrations and geometric properties of 

the local microstructure (pores volume in the solid matrix and solid-electrolyte 

interfacial area) determine the thickness evolution vs time. The diffusion barrier of 

adsorbed adsorbate on pre-deposited solid phase and operating temperature affect the 

size of the deposited Li2S islands. 

1.4 Objective 1: Microstructure Evolution in LIB Electrode Processing 

The overall objective of the present research is to develop mesoscale models to 

fundamentally understand the influence of physicochemical interactions on electrode 

microstructure in energy storage devices. 

1.4.1 Influence of Slurry Properties  

As discussed above, it is critical to control the distribution of constituent phases 

(active particle, conductive additive, binder) to achieve good internal microstructure 

during electrode processing. The salient parameters determining the distribution of 

electrode compositions in both the slurry preparation step and drying step include the 

morphology and size of the nanoparticle, the volume fraction of different components, 

the interaction force between the nanoparticle and the solvent, and the inter-particle 

interaction force. Additionally, the solvent evaporation dynamics of the slurry is another 

key factor to determine the microstructural heterogeneity of the electrode. In this work, 

we present a 2D mesoscale modeling approach in order to investigate the influence of 
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particle morphology and solvent evaporation dynamics on the constituent phase 

distribution representative of the typical LIB electrode processing. 

1.4.2 Influence of Mixing Sequence on Electrode Microstructure 

A series of experiments have been conducted to optimize mixing sequence to 

improve electrode performance [59-62]. However, previous experiments focused on 

changing mixing sequence before the evaporation step. This study focuses on elucidating 

the cooperation between active material and conductive additive during the slurry drying 

since evaporation critically governs nanoparticle aggregation behavior [46, 47]. In this 

study, we design different mixing sequences to fundamentally understand the interplay 

among evaporation, mixing sequence and active particle morphology.  

1.4.3 Influence of Binder Length and Drying Temperature on Electrode Film 

Formation 

Binder plays an important role in keeping the integrity of electrode structure. The 

homogeneous distribution of binder in electrodes is beneficial for the improvement of 

cohesive force. Additionally, the homogeneous binder distribution can decrease the 

resistance of the electrode [30, 85]. Polymer-mediated nanoparticle assembly can be a 

promising method to control over the electrode microstructure [86-88]. However, there 

are only a few studies focusing on the effect of binder length (binder molecular weight) 

on electrode microstructure and the relative performance [89, 90]. The solvent 

evaporation rate also affects the binder distribution in electrode film. However, the 

previous experiment tuned evaporation rate by changing solvent [85]. The water-based 

solvent is used to achieve high evaporation rate and the organic-based solvent is used to 
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achieve low evaporation rate. Thereby, the nanoparticle-solvent interaction, solvent-

solvent interaction, and binder-solvent interaction were more or less changed in their 

experiments. These interactions significantly affect the viscosity of electrode slurry and 

the final electrode microstructure [45]. In the present study, all interaction parameters 

are kept as constants to avoid changing the viscosity slurry, and the evaporation rate is 

tuned by the operating temperature. Additionally, the effect of binder length is assessed 

in this study.  

1.5 Objective 2: Mesoscale Interactions between Polysulfides and Electrode of Li-S 

Battery  

One key challenge for Li-S battery is the internal shuttle effect [91].  During the 

discharge, solid sulfur is dissolved into the electrolyte as the form of S8 molecule, and 

then S8 is gradually reduced to insoluble Li2S with dissoluble polysulfides as 

intermediate discharge products. PSs can diffuse to anode side due to the potential and 

concentration gradients. PSs can chemically react with Li metal anode to form insulating 

Li2S film on the anode surface [92].  The shuttle effect reduces the utilization of active 

material and leads to an irreversible capacity loss and poor cycling stability.  

 In order to alleviate shuttle effect, a variety of novel architecture has been 

fabricated to trap PSs in the porous carbon cathode microstructure.[79, 93-95] Cui and 

his colleagues rose a concept that the weak PS-carbon interaction is not helpful for PS 

retention,[96] and they suggested use polarized two-dimensional (2D) materials to 

immobilize PSs because they have a much stronger affinity to PSs than carbon-based 
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material.[97] Nazar’s group reported that MXene as cathode host material can achieve 

high specific capacity and good cycling stability.  

 As discussed above, it is necessary to understand how PSs interact with the 

electrode surface. One objective of the thesis is to understand PSs interaction with 

electrode substrate at different scales.  

1.5.1 Atomistic Simulation of Adsorption of Polysulfides on Electrode Surface and the 

Formation of Li2S Film  

The Understanding growth of the Li2S films is of a guiding significance for the 

rational design of novel cathode architectures able to improve the performance of Li-S 

batteries. Atomistic simulations based on a first-principles approach are employed to 

fundamentally understand the interaction mechanism between PS molecules and 

electrode surface. The calculated adsorption energies of PSs on different cathode 

materials can be used to evaluate the capability of the material to retain PSs and alleviate 

shuttle effect. The atomistic structure evolution during the formation of Li2S film is also 

studied and the energetically favored growth direction should be identified.  

1.5.2 Mesoscale Modeling of Surface Passivation of Cathode in Li-S Battery 

Cathode surface passivation, which is attributed to the deposition of insoluble 

Li2S during the discharge process, can reduce the active surface area and negatively 

affect the electrochemical performance of the battery. It is known that crystalline Li2S is 

electronic insulator [70, 98], hence the electrochemical reactions for PSs reduction are 

difficult to happen at the electrolyte/Li2S interface. The lateral growth of Li2S 

precipitation can reduce the fresh cathode surface which supplies electrons for 
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electrochemical reactions. Gerber et al. reported a method to inhibit the lateral growth 

of Li2S film  by using benzo[ghi]peryleneimide (BPI) as the redox mediator, and the 

specific capacity is doubled by using the mediator [99].  

 In this regard, it is necessary to control the precipitation morphology during the 

discharge process. In the presented study, a mesoscale interfacial model is developed to 

study how species concentration and temperature affect the Li2S film growth. This model 

is expected to provide strategies to defer surface passivation in Li-S battery cathode. 
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CHAPTER II                                                                                                                  

EFFECTS OF SLURRY PROPERTIES ON ELECTRODE MICROSTRUCTURE IN 

LITHIUM-ION BATTERY∗ 

 

In this particular study, a morphology detailed mesoscale model is developed to 

investigate the influence of slurry properties on electrode microstructure. Generally, the 

most important slurry property is the viscosity, which is determined by the concentration 

and the solid loading of each component, the interaction force among nanoparticles in 

the slurry, and the properties of active material nanoparticles that include the size and 

shape of the nanoparticle [45]. 

2.1 Computational Method 

Disparate computational methods, from the atomistic scale to cell scale, has been 

developed to understand the electrode structure-performance interplay as reported in 

Franco et al.’s review[100]. Kinetic Monte Carlo (KMC) method is a powerful tool to 

simulate the time evolution of processes occurring in nature. A number of KMC based 

schemes have been successfully used to study adsorbate diffusion,[101, 102] film 

growth[103, 104], defect formation[105, 106], cluster morphology,[107, 108] the 

degradation of nanoparticles in electrochemical energy devices[109], and 

electrodeposition[110, 111]. Recently, KMC methods have been developed to study 

physical and chemical properties of electrodes in LIBs. Yu et al.[112] studied 

                                                 

∗ The chapter is reprinted with permission from “Microstructure Evolution in Lithium-Ion Battery 
Electrode Processing” by Z. Liu and P. P. Mukherjee, 2014. Journal of Electrochemical Society, 161, 
E3248-E3258, Copyright [2014] by The Electrochemical Society. 
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Li+/electron-polaron diffusion into nanostructured TiO2 coated by conductive additive. 

The study revealed that the total conductivity depended on Li+ diffusion behavior, and 

the localized carbon coating on the active material was more beneficial for achieving 

higher conductivity and capacity than the uniform carbon coating. Methekar et al.[113] 

used a KMC method to explore the SEI formation on the surface of the graphite anode. 

The effects of exchange current density, charging voltage and temperature on the SEI 

formation were systematically investigated in this study. However, these works neglect 

the morphological details of active material particles and the electrode microstructure, 

although these two factors profoundly affect the performance of the electrode.  

Kriston et al. developed a pore-scale model accompanied by a stochastic method 

to mimic the electro-active layer formation process in energy storage devices, and they 

employed a scaling analysis to reduce the complexity of the system.[114] Their work 

demonstrated that the interparticle interaction and material loading affected the 

morphological properties of the electro-active layer. However, their work did not 

consider multiphase interaction which is important in electrode preparation. 

Furthermore, the effect of the evaporation was not considered. Additionally, their pore-

scale model lacks the morphological properties of particles such as shape and size, which 

affect the final pattern of assembled particles. In our work, a morphology-detailed 

mesoscale model is developed to simulate the multiphase electrode microstructure 

governed by interparticle interaction and evaporation dynamics. The detail of our model 

will be discussed in the following.  
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A two-dimensional (2D) coarse-grained lattice-gas model, which was first 

reported by Rabani et al.[51], is employed to represent drying-mediated self-assembly 

of nanoparticles. Recently we extended this model to track the evolution of ternary 

mixture of nanoparticles in an electrode slurry in the evaporation processing[115]. The 

2D coarse-grained lattice-gas model has successfully predicted the microstructure of 

evaporation-affected CdSe nanoparticle assembly in hexane[51]. The fractal-like 

microstructure after drying graphite-water nanofluid can also be reproduced by the 2D 

model[116]. Our present work focuses on how slurry mixing sequences during the 

evaporation process affect the cooperation of components, especially the cooperation 

between active material and conductive additive. Our recent work demonstrated that the 

2D model can be employed to investigate the cooperation between active material and 

conductive additive, and this model can successfully explain phenomena observed in 

experiments. For example, the experimental study found that the decrease of active 

material is beneficial for improving the conductivity. Our previous 2D model 

demonstrated that the interfacial area between active material and conductive additive 

increases as the amount of active material decreases, which indicated that more paths 

were created for electrons transferring to active material.  In the 2D model, the domain 

is divided into plenty of identical lattice cells, and the size of each lattice cell approaches 

the correlation length of the solvent, ca. 1 nm. The domain in the present study consists 

of 500 × 500 lattice cells, and the edge length of the domain is about 0.5 µm. The period 

boundary condition is used in the present model to represent a large system.  The 

electrode slurry consists of active material nanoparticles, binder molecules, conductive 
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additive nanoparticles, and solvent molecules. It is necessary to underline that the 

multiphase co-existing in one lattice cell is prohibited, which means one cell can only 

occupied one component. A solvent or vapor molecule only occupy one cell. An active 

material nanoparticle takes tens to hundreds of cells depending on its shape and size. 

Several shapes including the polyhedral and the isometric (the cubical and the spherical) 

are considered for active material nanoparticles because the final microstructure is 

directly determined by the nanoparticle morphology as mentioned above[57]. A 

polyhedral nanoparticle is represented by a hexagonal in the present two-dimensional 

coarse-grained lattice-gas model. The nanoparticle size, which is characterized by the 

half length of the particle R, is an important morphological parameter to determine the 

behavior of the nanoparticles assembly[117, 118]. In the present study, the small-sized 

nanoparticle is defined as 𝑅𝑅 = 6 lattices, and the large-sized one is defined as 𝑅𝑅 = 12 

lattices. The size of the active material in the present model is around ten to a hundred 

nanometers and it can be comparable to the size of LiFePO4 nanoparticle in a cathode[56, 

119] and Si nanoparticle in the anode[120]. The shape detail of conductive additive 

nanoparticle is neglected in the present work because the conductive additive 

nanoparticle is smaller than the active material nanoparticle. The conductive additive 

nanoparticle is simplified to a cubic with 𝑅𝑅 = 2. The binder molecule is represented by 

a crisscross with each span occupying 2 lattice cells. The procedure of creating initial 

microstructure is listed in the following: first, the domain is fully covered by solvent 

molecules; then active material nanoparticles randomly replace solvent molecules in the 

domain; and finally conductive additive nanoparticles and binder molecules randomly 
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substitute solvents molecules between active material nanoparticles. Components are 

mixed to achieve homogeneous distribution in a non-evaporated slurry and there is no 

gas phase in the slurry.    

The evolution of electrode microstructure is simulated by a kinetic Monte Carlo 

method. Two dynamic events are implemented in each MC cycle: (i) M attempts to move 

each particle in a random direction, and (ii) convert solvent molecule from liquid phase 

to gas phase (evaporation) or gas phase to liquid phase (condensation) in turn. The 

movement of nanoparticles is not absolutely random and complies following rules. One 

restriction is that the nanoparticle diffusivity is zero in the dry environment[51]. To 

mimic this behavior, a nanoparticle can move to the neighbor cells which are fully 

covered by solvent molecules. The solvent mass is conserved during the diffusion. 

Lattice cells behind the diffused nanoparticle should be refilled by solvent molecules. 

The number of attempts to move a particle, M, relates to nanoparticle diffusivity[121]. 

Any attempt to move a nanoparticle can change the energy of the system. The energy 

difference between the current state (before the diffusion) and the candidate state (after 

the diffusion) is used to calculate the probability of accepting the attempt as shown in 

Eqn. 2.1. Both physical evaporation and condensation processes are considered in the 

present study and the evaporation is predominant. A solvent molecule in liquid phase has 

a negative chemical potential and an attractive interaction with adjacent cells. A solvent 

molecule in gas phase does not interact with adjacent cells, and its chemical potential is 

zero. Thereby, the phase transitions of solvent also bring in energy variation.  According 
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to Eqn. 2.1, the energy difference can be employed to judge if the phase transition attempt 

can be accepted.   

In this dynamic simulation, the stochastic state transition is accepted by 

Metropolis probability as 

                                          𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎 = min �1, 𝑒𝑒−
𝛥𝛥𝛥𝛥
𝜅𝜅𝜅𝜅�,                                           (2.1) 

where Δ𝐸𝐸 is the energy difference between the candidate state and the current state, 𝜅𝜅 is 

the Boltzmann constant, and 𝑇𝑇 is the temperature. The total energy of each state is 

estimated by  

𝐸𝐸 = −𝑛𝑛𝑙𝑙𝑙𝑙𝜖𝜖𝑙𝑙𝑙𝑙 − 𝑛𝑛𝑎𝑎𝑙𝑙𝜖𝜖𝑎𝑎𝑙𝑙 − 𝑛𝑛𝑏𝑏𝑙𝑙𝜖𝜖𝑏𝑏𝑙𝑙 − 𝑛𝑛𝑎𝑎𝑙𝑙𝜖𝜖𝑎𝑎𝑙𝑙 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑛𝑛𝑎𝑎𝑏𝑏𝜖𝜖𝑎𝑎𝑏𝑏 

                  −𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑛𝑛𝑏𝑏𝑏𝑏𝜖𝜖𝑏𝑏𝑏𝑏 − 𝑛𝑛𝑏𝑏𝑎𝑎𝜖𝜖𝑏𝑏𝑎𝑎 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁.                             (2.2) 

Here l, a, b and c denote the liquid solvent, active material, binder and conductive 

additive, respectively. 𝑛𝑛𝑖𝑖𝑖𝑖 denotes the number of interaction pair between adjacent 

component i and component j (𝐷𝐷, 𝑗𝑗 = 𝑙𝑙, 𝑎𝑎, 𝑏𝑏, 𝑐𝑐) and 𝜖𝜖𝑖𝑖𝑖𝑖 denotes the relative interaction 

energy. In Eqn. 2.2, only the first nearest interaction is considered and this assumption is 

accurate enough for simulating the evaporation-affected nanoparticles aggregation[51]. 

N is the number of solvent molecules and 𝑁𝑁 is its chemical potential in liquid phase. All 

energetic parameters, including interaction energy (ϵij), chemical potential (µ) and 𝜅𝜅𝑇𝑇 

term are scaled by the interaction energy between two liquid solvent cells (ϵll = 1). 

Interaction energies between nanoparticles should be larger than 1 because nanoparticles 

tend to aggregation to reduce the surface tension. To mix components well in the 

electrode slurry, the interaction energy should also be larger than 1 to disperse 

nanoparticles. It is obviously that there is a competition between nanoparticle-
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nanoparticle attraction and nanoparticle-solvent attraction. The competition determines 

aggregation mechanisms and final electrode microstructures. Evaporation rate depends 

on chemical potential µ and temperature (represented by 𝜅𝜅𝑇𝑇 term in the present study). 

The critical chemical potential for liquid and gas phases coexisting is −2.0 when all 

lattice cells are occupied by solvent molecules. Chemical potential below the critical 

value makes gas phase more stable than liquid phase and a more negative chemical 

potential corresponds to a higher evaporation rate[121]. Adding nanoparticles into the 

liquid shifts the critical chemical potential to a more negative value because the 

nanoparticle-solvent attraction can stabilize liquid phase around nanoparticles[121]. 

The total volume fraction of the solid phases (active material, conductive additive 

and binder) is set to 65% in the present computational study. Following Zheng’s 

experiment[33], The volume fraction of the active material is 40% (Φ𝑎𝑎 = 40%), and the 

volume fraction ratio of binder to conductive additive is 1: 0.8 (Φ𝑏𝑏:Φ𝑎𝑎 = 1: 0.8). The 

nondimensional solvent chemical potential (𝑁𝑁) is set to −2.2 in all simulations. The 

nondimensional interaction parameters are 𝜖𝜖𝑎𝑎𝑎𝑎 = 𝜖𝜖𝑏𝑏𝑏𝑏 = 𝜖𝜖𝑎𝑎𝑎𝑎 = 1.7, 𝜖𝜖𝑎𝑎𝑏𝑏 = 1.8, 𝜖𝜖𝑏𝑏𝑎𝑎 =

1.9, 𝜖𝜖𝑎𝑎𝑎𝑎=2.0 and 𝜖𝜖𝑎𝑎𝑙𝑙 = 𝜖𝜖𝑏𝑏𝑙𝑙 = 𝜖𝜖𝑎𝑎𝑙𝑙 = 1.2. The nondimensional interaction parameter is 

appropriately adjusted in our simulations. In this regard, we have adopted representative 

values based on reports in the literature that have successfully predicted patterns due to 

evaporation induced aggregation of nanoparticles [51, 116], although not in the context 

of electrode processing. Since the objective of the present work is to understand how 

slurry mixing sequences and evaporation conditions affect the electrode microstructure 

formation, we only use one set of representative values mentioned above to simulate the 
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aggregation behavior of the active material with conductive additive and binder. These 

values have been successfully employed to investigate the morphology of active 

material, nanoparticle aggregation mechanism, and evaporation rate interplaying with 

electrode microstructure in our reported work[115]. Accurate description of material-

specific interaction energy can be derived from atomistic calculations. This is planned as 

a future work. 

All computations stop at the 8000th MC cycle because the electrode structure 

does not change as simulated time increases after the 8000th MC cycle, even though 

solvents are not completely evaporated. The solvent evaporation actually can further 

decrease the overall energy of the system till all solvent molecules are transferred to gas 

phase. However, the present study focuses on the cooperation of solid phases in electrode 

slurry. The nanoparticles assembly has reached stable structures before the 8000th MC 

cycle. As shown in Figure 2.1(a), the conducive interfacial area ratio has converged 

before the 8000th cycle. Increasing MC cycles would not affect the final electrode 

microstructure. In Figure 2.1(b), curves of overall energy and solid phase interaction 

energy as a function of normalized time (normalized by 8000 MC cycles) are reported. 

It is found that the overall energy increases before 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.2. The energy rising 

indicates that the liquid-to-gas phase transition needs overcome an energy barrier before 

the bubble arriving the critical size.  After the saddle point, the overall energy decreases 

because liquid-to-gas phase transition is energetically favored. Due to the low 

evaporation rate, solvent molecules are not fully converted to vapor at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 1, so that 

the overall energy does not converge. Solid phase interaction energy continuously 
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decreases as time increases and converges to a constant before 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 1. The rapid 

decrease of the solid phase interaction energy is attributed to the nanoparticle 

aggregation. The decrease stops when the solid phase microstructure arrives a stable 

state.  Hence, simulations stop at the 8000th cycle to save the computational resource. 

The simulated time in this study is normalized by 8000 MC cycles, which means time=1 

is equivalent to 𝐷𝐷𝑡𝑡𝑒𝑒𝑖𝑖 = 8000 MC cycles. 

 
Figure 2.1 (a) Conductive interfacial area ratio as the function of simulation time, and 
(b) energies as the function of simulation time. The simulation time is normalized by 
8000 MC cycles. 
 

2.2 Results and Discussion  

As mentioned above, nanoparticle additives affect the critical chemical 

potential 𝑁𝑁� due to the nanoparticle-solvent interaction force, 𝜖𝜖𝑛𝑛𝑙𝑙. In the nanoparticle-

contained system, 𝑁𝑁� can be obtained by the mean-filed argument[50].  



 

24 

 

                                  𝑁𝑁� = −2 − (𝜖𝜖𝑛𝑛𝑙𝑙 − 1) × Φ𝑡𝑡𝑡𝑡𝑡𝑡.                                               (2.3)     

The Eqn. (2.3) is feasible when Φ𝑡𝑡𝑡𝑡𝑡𝑡 is very low (~10%) because it ignored the 

interaction between nanoparticles. In the present work, the Equation (2.3) is only 

employed to roughly estimate 𝑁𝑁� at the high Φ𝑡𝑡𝑡𝑡𝑡𝑡 condition with a specified 𝜖𝜖𝑛𝑛𝑙𝑙. 𝜖𝜖𝑛𝑛𝑙𝑙 also 

significantly affects the aggregation/dispersion of nanoparticles. For a low 𝜖𝜖𝑛𝑛𝑙𝑙, the 

attractive force between nanoparticles is dominant and nanoparticles aggregate 

spontaneously. Oppositely, for a high 𝜖𝜖𝑛𝑛𝑙𝑙, solvents tend to surround additives and 

nanoparticles are dispersed.  

Firstly we discuss the internal microstructure evolution of the slurry during the 

drying process with 𝜖𝜖𝑛𝑛𝑙𝑙 = 1.2. According to the Eqn. (2.3), 𝑁𝑁� is around−2.13. Here, 𝑁𝑁 =

−2.1,−2.2,−2.25 𝑎𝑎𝑛𝑛𝑎𝑎 − 2.3 are considered. To characterize the mixing quality of the 

electrode structure, we define a conductive interfacial area ratio 𝑅𝑅𝑎𝑎:𝑎𝑎 as  

                                                 𝑅𝑅𝑎𝑎:𝑎𝑎 = 𝐴𝐴𝑐𝑐𝑐𝑐
Φ𝑐𝑐

,                                                             (2.4) 

where 𝐴𝐴𝑎𝑎𝑎𝑎is the area of conductive additive/active material interface, and Φ𝑎𝑎is the 

volume fraction of the active material. The active materials are always not the good 

conductor for electron transfer, and the larger 𝑅𝑅𝑎𝑎:𝑎𝑎 supplies a broader channel for 

electrons moving from the conductive additive to the active material, leading to reducing 

the resistance of the electrode.  

Figure 2.2 clearly shows that the active material morphology can significantly 

determine the 𝑅𝑅𝑎𝑎:𝑎𝑎. For a specified chemical potential, the electrode with cubical active 

material has the highest 𝑅𝑅𝑎𝑎:𝑎𝑎, while the electrode with polyhedral active material has the 

lowest 𝑅𝑅𝑎𝑎:𝑎𝑎. In the coarse-grained lattice-gas model, the surface of the cubical active 
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material particle is perfect flat, so the isometric conductive particle can fully stick on the 

active material. On the contrary, the surface of spherical or polyhedral nanoparticle has 

a lot of steps, and the conductive particle only partly sticks to the stepped surface, so that 

the face-to-face contact between active material nanoparticle and the conductive additive 

nanoparticle are reduced.  From Figure 2.2 we can know that reducing the size of the 

active material nanoparticle is also helpful for increasing the conductive interfacial area 

ratio. Smaller size means a larger specific surface area (ratio of the surface area to the 

volume) for a single active material nanoparticle. Thereby, the electrode with smaller 

active material nanoparticles supplies larger available surface for the conductive 

additive/active material interaction.  

 

Figure 2.2 The effect of the chemical potential on the conductive interfacial area ratio 
under the spontaneous aggregation mechanism (𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟐𝟐). The shapes of the active 
material can be polyhedral, spherical and cubical. The size ratio of the large active 
material nanoparticle to the small one is 12:6. Each point in the plot is the averaged value 
of the last 500 MC steps. The vertical dash line at 𝝁𝝁 = −𝟐𝟐.𝟏𝟏𝟏𝟏 represents the critical 
chemical potential for the liquid/gas phase transition. The total volume fraction of 
nanoparticles are 65%, and the volume fraction of different compounds are 𝜱𝜱𝜱𝜱 =
𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏.  
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Figure 2.3 Stable structures of the electrode slurry with different active material 
nanoparticles under the spontaneous aggregation mechanism (𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟐𝟐). 𝝁𝝁 = −𝟐𝟐.𝟏𝟏 is 
used in all cases. (a) & (b) hexagonal nanoparticle, (c) & (d) sphere nanoparticle, (e) & 
(f) square particle. The size of the nanoparticle is small in the left column and large in 
the right. The total volume fraction of nanoparticles is 65%, and the volume fraction of 
different compounds are 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏.  

 

Figure 2.3 shows internal structures with different active material nanoparticles. 

If the active material is the small sized nanoparticle (left column in Figure 2.3), 
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conductive nanoparticles can be dispersed very well and bind with active materials as 

much as possible. Oppositely, in the electrode with large active material nanoparticles, 

the surface area of the active material is reduced, leading to decreasing the probability 

of conductive additive interacting with active material. Consequently, the probability of 

the conductive additive interacting with the binder relatively increases. It is obvious that 

more conductive nanoparticles are trapped by the binder network (right column in Figure 

2.3), and can never stick to the active material surface. Physically, the larger surface area 

always corresponds to higher surface energy. To release the surface tension and stabilize 

the internal structure, smaller active nanoparticles is more ready to aggregate with 

conductive additives.  In our computations, the size ratio of conductive nanoparticle to 

the small sized active nanoparticle is 1:3, while the ratio of conductive nanoparticle to 

the large sized active nanoparticle is 1:6, which means the size of the conductive 

nanoparticle is more comparable to the small sized active material nanoparticle. 

Experimentally, Hong et al.[122] found that poor mixing between conducting agent and 

active material is attributed to the significant difference in size of these two components. 

Using Brownian dynamics simulation, Zhu et al.[123] investigated the aggregation 

behavior of particles in the cathode, and their results showed that the larger active 

material particle can increase the fraction if carbon black sticking to the active material 

because the larger active material particle leads to stronger attraction force. This opposite 

conclusion can be ascribed to that the attractive force is independent on the size of the 

nanoparticle in the present coarse-grained lattice-gas model.  
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Figure 2.4 Figure 2.4. The left and right panels display the stable structure of the 
electrode slurry at the different evaporation rate, respectively.  The shape of the active 
material nanoparticle is small sized cubical in the left panel, and the shape is large sized 
polyhedral in the right panel. These two shapes correlate the highest and lowest 
conductive interface ratio according to Figure 2, respectively.  From the top panels to the 
bottom panels, the evaporation rate increases due to the decrease of chemical potential. 
In the internal structure map, the light blue, dark blue, red, yellow and brown denote the 
solvent, the vapor, the active material, the binder and the conductive additive, 
respectively. 
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As mentioned above, small sized active material nanoparticles correlate large 

surface area, and the electrolyte can be significantly oxidized on the surface of the active 

material, forming a passive layer and leading to capacity fading [29]. However, the small 

sized particle is good for high power applications due to the short diffusion length and 

fast kinetics[33]. Especially, the small sized nanoparticle can reduce the fracture induced 

by the Li diffusion, further reduce the capacity fading and impedance rising.[124] It was 

reported that the 70 nm LiMn1.5Ni0.5O4 particle is preferred to maintain capacity than the 

1𝑁𝑁m particle[125]. For the LiCr0.2Mn1.8O4 particle, 50 nm is the optimum size for 

preventing capacity fading [126].  

The chemical potential of the solvent, which directly determines the evaporation 

rate, also significantly determines the mixing quality of the electrode. The 𝑅𝑅a:c decreases 

from 𝑁𝑁 = −2.1 to 𝑁𝑁 = −2.3. The left panels of Figure 2.4 show the stable structures of 

the electrode with small cubical active material nanoparticles. We can see that when 𝑁𝑁 =

−2.1, the evaporation does not appear because 𝑁𝑁 is higher than the critical value. When 

𝑁𝑁 decreases to −2.2, the gas phase appears in the stable structure, and gas bubbles take 

about 5% space in the domain. The slow evaporation does not affect the 𝑅𝑅𝑎𝑎:𝑎𝑎 obviously. 

Although gas bubbles may cover the surface of the active material and block the 

interaction between the active material and the conductive additive, there is still enough 

space for conductive particles diffusing to the active material nanoparticles and binding 

with them. Thereby, low evaporation rate generates similar nanoparticle distribution as 

no evaporation. When 𝑁𝑁 is lower than −2.2, more than 15% space are taken by gas phase 

after 8000 MC steps and lots of gas bubbles appears around active materials. The right 



 

30 

 

panels of Figure 2.4 also show the internal structures of electrode with the large sized 

polyhedral active material nanoparticles. Similarly, the solvent cannot be evaporated 

when the chemical potential is larger than the critical value, and the nanoparticle 

distribution at the low evaporation rate is not significantly different from the distribution 

in the non-evaporation case. According to Figure 2.4, in relatively higher evaporation 

rate cases 𝑁𝑁 < −2.2, gas bubbles obviously cover  the surface of the active material and 

cut off the pathway for the conductive particle diffusing to the active material, leading 

to significantly reducing the aggregation of conductive additive with active material or 

binder nanoparticles. Maul investigated the evaporation rate effect on the nanoparticle 

assembly by using coarse-grained lattice-gas model, also found that the high evaporation 

rate can scatter nanoparticles.[127]  

 

Figure 2.5 Evolution of the conductive interfacial area ratio under the spontaneous 
aggregation mechanism (𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟐𝟐). The shape of the active nanoparticle is small sized 
cubical. The total volume fraction of nanoparticles is 65%, and the volume fraction of 
different compounds are 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏. 
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Figure 2.6  Internal structure evolution with time in the low evaporation rate condition 
(a)-(e), and the high evaporation rate condition (f)-(j).Nanoparticles take a spontaneous 
aggregation (𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟐𝟐). The total volume fraction of nanoparticles is 65%, and the 
volume fraction of different compounds are 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏. 
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Figure 2.5 shows how 𝑅𝑅𝑎𝑎:𝑎𝑎 increases during the drying process. It is clear that the 

growth of the 𝑅𝑅𝑎𝑎:𝑎𝑎 with time can be divided into three stages. Firstly, 𝑅𝑅𝑎𝑎:𝑎𝑎 increases by 

about 200% to 300% in the fast growth stage. Then,  𝑅𝑅𝑎𝑎:𝑎𝑎 curve enters the transition 

stage. In this transition stage, the slope of the curve continuously decreases and 

approaches to zero. The last stage is the stable stage, in which the 𝑅𝑅𝑎𝑎:𝑎𝑎 does not change 

obviously. The 𝑅𝑅𝑎𝑎:𝑎𝑎 curve with 𝑁𝑁 = −2.3 enters the stable stage earlier due to the higher 

evaporation rate. Figure 6 shows the internal structure evolution with time in the low 

evaporation rate condition and high evaporation rate condition, respectively. In the fast 

growth stage, nanoparticles take similar behaviors. Conductive particles near to active 

material particles rapidly move to the latter, forming the coating film on the surface of 

the active material (Figure 2.6(b) and (g)), and leading to a significant increase in 

the 𝑅𝑅𝑎𝑎:𝑎𝑎. Conductive nanoparticles suspending in the liquid phase tend to interact with 

binder molecules, forming conductive additive/binder clusters.  These clusters are meta-

stable, and may decompose and release the conductive nanoparticles. Although the 

decomposition increases the energy of the system, this behavior can be accepted with the 

probability calculated in the Eqn. (2.1). The released conductive nanoparticles execute a 

random walk, and some of them can be captured by the active material due to the strong 

attractive force between the conductive additive and the active material. As fewer and 

fewer conductive particles can be released, the slope of the 𝑅𝑅𝑎𝑎:𝑎𝑎 curve continuously 

decreases. In the low evaporation rate case, the gas phase appears in the late transition 

stage (Figure 2.6(d)). At this time, most of conductive particles stick to the active 

material surface, and the left are trapped in binder cages. Thereby, the appearance of the 
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gas phase does not affect the distribution of nanoparticles. In the high evaporation rate 

case, gas bubbles appear in the first 50 MC steps (Figure 2.6(h)), and the area of the gas 

phase grows up with time increasing. As discussed above, these gas bubbles cut off the 

pathway for conductive nanoparticles diffusing, so conductive particles released by the 

conductive additive/binder cluster decomposition cannot diffuse to the active material 

and are pushed back to the binder by gas bubbles. In the high evaporation rate case, 

conductive nanoparticles are isolated from active material by gas bubbles and binders 

after 1500 MC steps, and the 𝑅𝑅𝑎𝑎:𝑎𝑎 curve enters the stable stage earliest than other cases. 

 

Figure 2.7 The effect of the chemical potential on the conductive interfacial area ratio 
under the evaporation-induced aggregation mechanism (𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟔𝟔). Only small sized 
material nanoparticles with different shapes are considered. Each point in the plot is the 
averaged value of the last 500 MC steps. The total volume fraction of nanoparticles is 
65%, and the volume fraction of different compounds are 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏. 
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Figure 2.8 The stable structure at different evaporation rates. Nanoparticles in the slurry 
take the evaporation-induced aggregation(𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟔𝟔). Figure (a)-(c) display the internal 
microstructures of electrode with cubic active nanoparticles, and (d)-(f) display the 
internal microstructures of electrode with polyhedral active nanoparticles. The total 
volume fraction of nanoparticles is 65%, and the volume fraction of different compounds 
are 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏. 
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The aggregation behavior with high nanoparticle/solvent attractive energy, 𝜖𝜖𝑛𝑛𝑙𝑙 =

1.6, is quite different from the case of low 𝜖𝜖𝑛𝑛𝑙𝑙. In the high 𝜖𝜖𝑛𝑛𝑙𝑙 condition, the relatively 

stronger attractive energy between nanoparticles and solvents will have nanoparticles be 

surrounded by solvents as much as possible, so nanoparticles cannot aggregate 

spontaneously and the evaporation is the driving force to push them together.  

Here only small active materials nanoparticles are considered because the small 

size is good for getting large 𝑅𝑅𝑎𝑎:𝑎𝑎. In the high 𝜖𝜖𝑛𝑛𝑙𝑙 condition, the cubical active material 

nanoparticle is still the best choice for increasing the conductivity of the electrode, 

followed by the spherical particle and the polyhedral particle (Figure 2.7). Both high 

evaporation rate (𝑁𝑁 = −2.8) and low evaporation rate (𝑁𝑁 = −2.4) reduce the 𝑅𝑅𝑎𝑎:𝑎𝑎, and 

the favored condition to generate highest 𝑅𝑅𝑎𝑎:𝑎𝑎 is an intermediated evaporation rate (𝑁𝑁 =

−2.6).  

Figure 2.8 shows the stable internal microstructure of electrode with small sized 

cubical nanoparticles (Figure 2.8(a)-(c)) and small sized polyhedral nanoparticles 

(Figure 2.8(d)-(f)) in the low, mediated and high evaporation rate conditions, 

respectively. In the low evaporation rate condition, there are only a few large gas 

bubbles, and active material nanoparticles are separated from each other by very narrow 

gaps (Figure 2.8(a) & (d)). During the electrode processing, the electrolyte is distributed 

in the solvent/gas region. In such a configuration, the gas bubble will mainly carry the 

electrolyte, and the gap between nanoparticles is too narrow to accept the electrolyte. 

Thereby, the electrolyte cannot mix with active material homogenously and form 

network for Li+ ion diffusion. The conductive particles suspended in the liquid phase 



 

36 

 

cannot stick to the active material because surrounding by solvents is beneficial for 

lowering the energy of the local structure. In the low evaporation rate condition, a lot of 

active material nanoparticles are isolated, so Li+ ion and electrons cannot be transferred 

to these particles, leading to the capacity loss. With evaporation rate increasing to the 

intermediate value, the volume per gas bubble decreases but the number of the gas bubble 

increases (Figure 2.8(b) & (e)). The gas phase is distributed more homogeneously in the 

domain, and this configuration is beneficial for the electrolyte mixing well with the 

active material. The volume growth of the gas bubble has the nanoparticle move along 

the normal direction of the bubble surface. Thereby, these gas bubbles can push 

nanoparticles together, causing an increase in the aggregation. Due to the aggregation, 

liquid gaps are eliminated and more nanoparticles anticipate forming network in the 

electrode for the Li+ ion and the electron diffusion. However, continuously increasing 

the evaporation rate will generate more gas bubbles with much smaller size (Figure 2.8 

(c) & (f)). These gas bubbles sometimes prevent the connection between the active 

material and the conductive additive, leading to a decrease of 𝑅𝑅𝑎𝑎:𝑎𝑎. These small gas 

bubbles generated by the high evaporation rate can also suppress the formation of the 

conductive additive/binder composite, thereby reducing the electron-conductive network 

which would adversely affect the electronic conductivity. 

Figure 2.9 shows the internal structure evolution with time under the evaporation 

induced aggregation (𝜖𝜖𝑛𝑛𝑙𝑙 = 1.6). Differently from spontaneous aggregation (𝜖𝜖𝑛𝑛𝑙𝑙 = 1.2), 

the very initial stage (the first 10 MC steps) is a nanoparticle dispersed stage (Figure 

2.9(b)), and the 𝑅𝑅𝑎𝑎:𝑎𝑎 falls down because nanoparticles are ready to be surrounded by 
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solvents. In this stage, only a few gas bubbles appear and they cannot push nanoparticles 

together due to the small volume the limited number. From the 10th step, more gas 

bubbles appear and these bubbles grow up rapidly (Figure 2.9(b) ~ (d)). The growth of 

gas bubbles compress the space for nanoparticle distribution, so nanoparticles aggregates 

and the 𝑅𝑅𝑎𝑎:𝑎𝑎 increases significantly. After 500 steps, the growth of the gas bubble slows 

down, because high packed nanoparticles cannot make more space for the gas bubble 

growth (Figure 2.9 (e)), and 𝑅𝑅𝑎𝑎:𝑎𝑎 curve enters the stable stage at last.  

 
Figure 2.9 Evolution of the conductive interfacial area ratio under the evaporation-
induced aggregation mechanism (𝝐𝝐𝝐𝝐𝝐𝝐 = 𝟏𝟏.𝟔𝟔). The Internal microstructure evolution 
with time is shown from (a) to (f). The active material nanoparticle is the small sized 
cubical, and the chemical potential is −𝟐𝟐.𝟔𝟔 (intermediate evaporation rate), which 
generates the highest 𝑹𝑹𝜱𝜱:𝜱𝜱. The total volume fraction of nanoparticles is 65%, and the 
volume fraction of different compounds are 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%,𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏. 
 

The attractive force between the nanoparticle and the solvent not only determines 

the evaporation rate of the solvent but also the affects the viscosity of the slurry. For 
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example, a stronger attractive force corresponds to a higher viscosity. A favorable 

viscosity can improve the performance of the electrode. Hintennach et al.[128] studied 

the discharge capacity of TiO2 electrode composite with varying viscosity during the 

slurry preparation, and found that the capacity monotonically decreases if the viscosity 

is too high. Our computational prediction shows that the conductive interface ratio is 

smaller in the slurry with the higher viscosity (larger ϵnl). In this case, a larger active 

material surface is exposed to the electrolyte, so that more active material is corroded by 

side reactions between the electrolyte and the active material surface during the 

charge/discharge cycling, leading to the capacity fading.   

Changing the ratio of conductive nanoparticles to active nanoparticles is also an 

efficient way to changing the connection between these two kinds of nanoparticles. 

Brownian dynamics simulation showed that an increase of the mass ratio of conductive 

nanoparticles to active material nanoparticles is helpful to form pathways for electrons 

migration.[123] Liu et al.[31] found that increasing the mass ratio of the conductive 

additive (acetylene black) to the polymer binder (polyvinylidene difluoride) improve the 

conductivity when the ratio is smaller than 0.8:1, and the crack appears in the electrode 

film when the ratio is beyond 1:1.   

In the present work, the influence of conductive additive volume fraction on the 

conductive interfacial area is also investigated. Here the total volume fraction of 

nanoparticles, Φ𝑡𝑡𝑡𝑡𝑡𝑡, is fixed at 65%, and the volume ratio of conductive additive to 

binder remains 0.8:1. The volume fraction of active material, Φ𝑎𝑎, is changed from 35% 

to 55% with a step of 5%. Small sized cubical active material nanoparticles are used in 
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the followed computations because our previous results show that these particles produce 

largest interface area between the active material and the conductive additive. We choose 

a low attractive energy, 𝜖𝜖𝑛𝑛𝑙𝑙 = 1.2, because spontaneous aggregation is favorable for 

generating the desirable structure. Low evaporation rate (𝑁𝑁 = −2.2) is used to reduce the 

separation of the conductive additive and active material. Figure 10(a) shows that the 

conductive interface ratio continuously increases with Φ𝑎𝑎decreasing. However, reducing 

the Φ𝑎𝑎 means a decrease in the active material surface area so that a large 𝑅𝑅𝑎𝑎:𝑎𝑎 cannot 

represent a large conductive interface area. It is worth noting that the peak of the 

conductive interface area locates at Φ𝑎𝑎 = 40% (Figure 10(b)). Figure 10(c) shows the 

stable structure having the largest conductive interface area. It is clear that the conductive 

additive/binder composite forms the network attaching active material nanoparticles and 

makes the electrode integrated. Hereby, 40% volume fraction is the best choice to get a 

high conductivity for the electrode in the present simulation. The conductive additive 

coating can also protect the active material by stabilizing the SEI film,[41, 43, 44] so the 

capacity fade may be greatly suppressed when Φ𝑎𝑎 = 40% because the largest surface is 

coated by conductive nanoparticles in all cases considered in the present work. However, 

the density of the conductive additive or binder is always lower than the active material, 

so that increasing the conductivity leads to lowering the volumetric energy density. To 

avoid this problem and achieve high performance, Liu et al.[30] suggested that a 

decrease in the conductive additive/binder ratio will lower the impedance for electrodes 

with high active material loading. For instance, our study suggests that a decrease of 

active material volume fraction leads to an increase of conductive interfacial area, which 
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is beneficial for increasing the electronic conductivity. This corroborates with the 

experimental results reported in Ref. [14]. The experimental investigation of the 

influence of evaporation in the drying step of the electrode slurry preparation and the 

resultant implications on the microstructure formation is currently underway in our 

laboratory and will be reported in the forthcoming publications. 

 

Figure 2.10 Effect of the variation of the active material volume fraction, 𝜱𝜱𝜱𝜱, on 
conductive additive/active material connection: (a) the conductive interfacial area ratio 
vs. active material volume fraction, and (b) normalized conductive interfacial area vs. 
active material volume fraction. In the 2D model, the area is in the unit of nm.  The total 
volume fraction of nanoparticles is fixed at 65%, and the volume ratio of the conductive 
additive to binder is fixed at 0.8:1. The stable structure with largest conductive interface 
area is shown in (c).  
 

2.3 Conclusions 

A mesoscale computational model has been developed in order to investigate the 

influence of processing attributes on the microstructure evolution representative of a 
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typical lithium-ion battery electrode. In particular, the impact of active nanoparticle 

morphology, solvent evaporation and the nanoparticle/solvent interaction on the 

resultant electrode microstructure has been assessed. Based on our computational results, 

a morphology-evaporation rate phase map (Figure 2.11) is generated to help us 

understand which factors affect the performance of the electrode. The phase map 

suggests that the small-sized cubical active nanoparticle can be a preferred morphology 

to generate the large conductive interfacial area ratio owing. The dispersion of active 

nanoparticles depends significantly on the interaction with the conductive additives, 

which shows the formation of electrode microstructures with favorable conductive 

pathway and hence its influence on improved electronic conductivity.  The effect of the 

evaporation rate on the microstructure has been investigated which suggests the 

existence of distinct aggregation mechanisms. It is found that the spontaneous 

aggregation with a low evaporation rate is the optimum processing strategy to get the 

high quality microstructure, and this strategy requires a strong nanoparticle/solvent 

attractive force. If the nanoparticle/solvent attractive interaction is weak, nanoparticles 

tend to be isolated by solvents and the evaporation is the only driving force to make an 

integral conductive network in the electrode. In this case, the evaporation rate plays a 

subtle role of determining the microstructure because both high and low evaporation rate 

reduce the conductive interfacial area ratio. The volume fraction of the active material 

has been shown to affect the conductive pathway formation between the active material 

and conductive additive.  
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Figure 2.11 3D phase map describing the relationship of conductive interfacial area ratio 
with processing parameters. The solid hexagonal, circle and square represent the large-
sized polyhedral active nanoparticle, spherical active nanoparticle and cubical active 
nanoparticle, respectively. The hollow hexagonal, circle and square represent the small-
sized active nanoparticles.  For each point in the figure, the volume fraction of active 
material is 𝜱𝜱𝜱𝜱 = 𝟓𝟓𝟓𝟓%, and the conductive additive to binder ratio is 𝜱𝜱𝜱𝜱:𝜱𝜱𝜱𝜱 = 𝟓𝟓.𝟖𝟖:𝟏𝟏. 
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CHAPTER III                                                                                                                      

EFFECTS OF MIXING SEQUENCE ON ELECTRODE MICROSTRUCTURE IN 

LITHIUM-ION BATTERY∗ 

 

A point worth emphasizing is that the mixing sequence plays a critical role in 

determining the performance of an LIB electrode. Electrode slurries, prepared by 

different mixing sequences, show different dispersion states of solid particles, even 

though these slurries are composed of the same materials with the same fraction. Yang 

et al.[59] first reported that changing the mixing method in the negative electrode 

preparation tripled the cycle life of the LIB.  Kim et al.[60] designed four mixing 

sequences for processing LiCoO2 positive electrodes, and demonstrated that pre-mixing 

dry active material and conductive additive was beneficial for prolonging the life of the 

LIB. Li et al.[61] studied the electrochemical properties of aqueous LiFePO4 slurries, 

and found that dispersing active material nanoparticles first was beneficial to improve 

the discharge capacity. The sequence of adding solvent during the slurry preparation also 

affected the properties of the slurry. Compared with the slurry prepared by adding all 

solvents to mixed nanoparticles in one step, the slurry prepared by adding solvents in a 

stepwise manner had lower viscosity and more homogeneous nanoparticle 

distribution[62]. However, previous experiments focused on changing mixing sequence 

before the evaporation step. Recently, Huang et al.[63] reported a double carbon coating 

                                                 

∗ The chapter is reprinted with permission from “Mesoscale Elucidation of the Influence of Mixing 
Sequence in Electrode Processing” by Z. Liu, V. S. Battaglia, P. P. Mukherjee, 2014. Langmuir, 30, 
15102-15113, Copyright [2014] by American Chemical Society. 
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process to achieve excellent electrochemical performance of LiFe0.4Mn0.6PO4 electrode. 

In this experimental work, two different sequences about adding component for carbon 

coating were investigated during the drying process, and it was found that the step-wise 

addition is beneficial for coating carbon onto active material. Our present study focuses 

on elucidating the cooperation between active material and conductive additive during 

the slurry drying since evaporation critically governs nanoparticle aggregation behavior 

[46, 47]. In this study, we design different mixing sequences to fundamentally understand 

the interplay among evaporation, mixing sequence and active particle morphology.  

3.1 Computational Method 

The mesoscale model presented in CHAPTER II is employed to study the 

influence of mixing sequence on electrode microstructure during processing. In the 

present study, four different mixing sequences are designed (Figure 3.1). For all mixing 

sequences studied in the present work, the evaporation does not stop until 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 1. For 

the one-step mixing sequence, all constituents are mixed together at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0. For the 

two-step mixing sequence, active material nanoparticles and conductive additive 

nanoparticles are mixed in solvents at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0; then binders and solvents are added to 

the system at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.5. For the multi-step-1 mixing sequence, half of the active 

material nanoparticles and half of the conductive additive nanoparticles are mixed in 

solvents at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0; then solvents and the remaining half of the active material 

nanoparticles as well as conductive additive nanoparticles are added to the system at 

𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125; finally solvents and binders are added to the system at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.5. For 

the multi-step-2 mixing sequence, all active material nanoparticles and half of the 
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conductive additive nanoparticles are mixed in solvents at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0; then solvents and 

the remaining half of the conductive additive nanoparticles are added to the system at 

𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125; finally, solvents and binders are added to the system at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.5.  

 

Figure 3.1 Mixing sequences designed in the present study. The red arrow means drying 
the slurry.   
 

The binder distribution in the electrode also determines the performance of the 

electrode because a more inhomogeneous distribution causes a higher electrical 

resistance [85]. Experimentally, energy-dispersive X-ray spectroscopy (EDX) can detect 

the binder distribution (Figure 3.2(a)).In the present simulations, to characterize the 

quality of the binder distribution, a homogeneity index (𝐻𝐻𝑏𝑏) is defined as  

                                        𝐻𝐻𝑏𝑏 = � 1
𝑚𝑚×𝑛𝑛

∑ �𝜙𝜙𝑚𝑚,𝑛𝑛 − Φ𝑏𝑏�
2

𝑚𝑚,𝑛𝑛 �
1
2.                                      (3.1) 
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Figure 3.2 Binder distribution detected by Energy-dispersive X-ray spectroscopy (a) and 
present simulations (b & c). Figure (b) shows the binder distribution with the highest 
homogeneity (large-sized cubical active nanoparticles, two-step mixing sequence). 
Figure (c) shows the binder distribution with the lowest homogeneity index (small-sized 
spherical active nanoparticles, multi-step-2 mixing sequence). In Figure (b) and (c), the 
white represents the binder-rich region, and the black represents the binder-poor region. 
Figure (d) shows the 1-D the local binder distribution of left edge along X direction and 
top edge along Y direction. Figure (a) is adapted from Figure 9(g) in Ref. [32], G. Liu, 
H. Zheng, X. Song, and V. S. Battaglia, “Particles and Polymer Binder Interaction: A 
Controlling Factor in Lithium-Ion Electrode Performance”, Journal of Electrochemistry 
Society, 159, A214, 2012. 
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To calculate the 𝐻𝐻𝑏𝑏, the domain is uniformly divided into 𝑡𝑡 × 𝑛𝑛 subdomains, 

and 𝑡𝑡 = 50 and 𝑛𝑛 = 50 are used in the present study. In Eqn. (3.1), the 𝜙𝜙𝑚𝑚,𝑛𝑛 denotes 

the local binder volume fraction in the (m, n) subdomain. The local binder volume 

fraction can reflect the binder distribution (Figure 3.2(b) & (c)). A lower 𝐻𝐻𝑏𝑏 means a 

more homogenous binder distribution.  Figure 3.2(b) & (c) show the binder distribution 

maps with the highest homogeneity index (the most inhomogeneous binder distribution) 

and the lowest homogeneity index (the most homogeneous binder distribution), 

respectively. In the map with the highest index (Figure 3.2(b)), lots of white spots, which 

represent the high local binder volume fraction, are observed apparently. In the map with 

the lowest homogeneity index (Figure 3.2(c)), binder molecules distribute more 

uniformly and it is hard to observe the white region. Figure 3.2(d) shows the local binder 

volume fraction of left edge along X direction and top edge along Y direction. It is found 

that the oscillation of local binder distribution curve is weaker if binder molecules 

distribute more homogeneously.  

Two evaporation conditions, constant temperature condition, and temperature-

increasing condition are applied in the simulation of the drying process. In the constant 

temperature condition, the thermal energy term 𝜅𝜅𝑇𝑇 is fixed at 0.3 during the simulation. 

In the temperature-increasing condition, the thermal energy is defined as a linear function 

of the MC cycles as  

                                     𝜅𝜅𝑇𝑇(𝐷𝐷𝑡𝑡𝑒𝑒𝑖𝑖) = 0.2 + 𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖
8000

× 0.2,                                    (3.2) 
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where iter represents the MC cycle during the simulation. In the temperature-increasing 

condition, the averaged thermal energy, 𝜅𝜅𝑇𝑇���� = ∑ 𝜅𝜅𝜅𝜅(𝑖𝑖𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖)8000
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖=1

8000
, equals to 0.3. All 

computations stop at the 8000th MC cycle because the electrode structure does not 

change as simulated time increases after the 8000th MC cycle, even though solvents are 

not completely evaporated. 

3.2 Results and Discussion 

First, we will discuss the electrode microstructure evolution in the constant 

temperature condition. As mentioned above, electrode samples are prepared by four 

different mixing sequences. Figure 3.3 clearly shows that the stepwise mixing sequence 

is an effective method to widen the pathway for electrons transferring from conductive 

additive to active material. Compared with the one-step mixing, stepwise mixing 

sequences can increase the conductive interfacial area ratio by more than 30%. 

Compared with the two-step mixing sequence, multi-step mixing sequences do not 

apparently affect the conductive interfacial area ratio. Small-sized active material 

nanoparticles are always beneficial for increasing the conductive interfacial area ratio, 

no matter what the mixing sequence is. The cubic is the favored morphology to broaden 

the electron-transferring pathway, followed by the sphere and the polyhedral. 

 Experimentally, for spherical LiFe0.4Mn0.6PO4 particles, a stepwise carbon 

coating process during slurry evaporation can significantly improve the electrochemical 

performance of the electrode due to the increase in the electronic conductivity [63]. The 

experimental result coincides with our simulation predictions: stepwise adding 

conductive additive nanoparticles is beneficial for improving the electronic conductivity 
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of the electrode microstructure. Large conductive interfacial area ratio is beneficial for 

capacity remaining. The coated conductive additive nanoparticles can alleviate the 

consequences from SEI formation. Additionally, the conductive additive film can block 

the dissolution of transitional metal in cathode to electrolyte. Therefore, a large 

conductive area ratio is desired to avoid losing active material in LIBs. Experimentally, 

carbon black coating on the LiCoO2 particles can improve the capacity-voltage profile 

compared with bare LiCoO2 particles, so that the coating can enable producing high-

density LIBs [43]. Our previous theoretical study shows that a low evaporation rate is 

beneficial for achieving large conductive interfacial area ratio [115]. Furthermore, our 

recent experimental results demonstrate that active materials are better coated by 

conductive additive and binders when the cast slurry is processed with a low evaporation 

rate [129]. On the other hand, bare active materials are observed when a high evaporation 

rate is employed. The electrochemical performance test also shows that the electrode 

processed using low evaporation rate has lower impedance and retains higher capacity 

after several cycles. The experimental results prove our simulation prediction. The 

experimental work is currently being prepared for submission. 

Figure 3.4 and 3.5 show side-by-side details of electrode microstructures 

produced by the one-step mixing sequence and the multi-step-1 mixing sequence for 

large-sized and small-sized particles, respectively. In electrodes containing large-sized 

active material nanoparticles (Figure 3.4) and processed by the one-step mixing 

sequence, quantities of conductive additive nanoparticles are separated from active 

material nanoparticles and combine with binder molecules, so that the conductive 



 

50 

 

interfacial area ratio (𝑅𝑅𝑎𝑎:𝑎𝑎 ) is reduced. In electrodes processed by the multi-step-1 

mixing sequence, it is obvious that more conductive additive nanoparticles adhere to the 

surface of the active material nanoparticles and fewer conductive nanoparticles are 

trapped in the binder network. Fundamentally, the attractive force between nanoparticles 

is the key to determining the final electrode microstructure. In the one-step mixing 

sequence, binder molecules can cover the surface of active material due to the attractive 

force between these two species. In this case, the connection between active material and 

conductive additive is significantly reduced. In addition, in the one-step mixing 

sequence, due to the attractive force between conductive additive nanoparticles and 

binder molecules, these two components can aggregate to form binder/conductive 

additive composites. Conductive additive nanoparticles are trapped in the composites, 

which leads to a decrease of conductive interfacial area ratio.  However, in stepwise 

mixing sequences, active material nanoparticles, and conductive material nanoparticles 

are pre-mixed, so that the obstruction from binder is avoided. Thereby these 

nanoparticles can be mixed well to increase the conductive interfacial area ratio.  

Figure 3.5 shows the detailed microstructures of electrodes containing small-

sized active material nanoparticles.  Compared with electrodes containing large-sized 

active material nanoparticles, the number of conductive additive nanoparticles trapped 

by the binder network is smaller in electrodes containing small-sized active material 

nanoparticles. In these samples, small-sized active material nanoparticles provide a much 

larger active surface area, so that conductive additive nanoparticles have more chances 

to interact with active material nanoparticles. Comparing the electrode structures 



 

51 

 

produced by the one-step mixing sequence (left panels in Figure 3.5) with those produced 

by the multi-step-1 mixing sequence (right panels in Figure 3.5), it can be seen that the 

number of conductive additive nanoparticles trapped by the binder network is decreased 

by the multi-step-1mixing sequence and more conductive additive nanoparticles coat on 

the surface of active material. 

 
Figure 3.3 Effect of mixing sequence on the conductive interfacial area ratio in the 
constant temperature condition. The shape of the active material nanoparticle can be 
cubic, sphere and polyhedral. The size ratio of the large active material nanoparticle to 
the small one is 12:6. Each data point is the averaged value of the last 500 MC cycles. 
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Figure 3.4 Stable microstructure of electrode slurry composed by large sized active 
nanoparticles and processed by different mixing sequence: (i) one-step mixing in left 
panels and (ii) multi-step-1 mixing in right panels. All simulations are performed in the 
constant temperature condition.  
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Figure 3.5 Stable microstructure of electrode slurry composed by small sized active 
nanoparticles processed by different mixing sequence: (i) one-step mixing in left panels 
and (ii) multi-step-1 mixing in right panels. All simulations are performed in the 
constant temperature condition.  
 

The evolution of the conductive interfacial area ratios of electrodes processed by 

the multi-step-1 mixing sequence is shown in Figure 3.6. Here two electrode samples are 

shown: one is the electrode slurry containing small-sized cubical active material 
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nanoparticles (corresponding to high conductive interfacial area ratio) and the other one 

is the electrode slurry containing large-sized spherical active material nanoparticles 

(corresponding to low conductive interfacial area ratio). It is observed that the conductive 

interfacial area ratio (𝑅𝑅𝑎𝑎:𝑎𝑎) curves rise fast in the time duration (0, 0.0625] due to the 

aggregation between nanoparticles (Figure 3.7(b) and Figure 3.8(b)). Then the curves 

enter the first plateau, because most of solvents are evaporated (Figure 3.7(c) and Figure 

3.8(c)). 𝑅𝑅𝑎𝑎:𝑎𝑎 curves rise again after 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125 due to the supplementary 

nanoparticles and solvents, and then they enter the second plateau because of the fast 

solvent evaporation.  𝑅𝑅𝑎𝑎:𝑎𝑎 curves fall down a little from 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.5 because binder 

molecules are added to the system and they compete against active materials for 

capturing conductive additive nanoparticles. Although the attractive force between 

conductive additive and active material (𝜖𝜖𝑎𝑎𝑎𝑎) is much stronger than the force between 

conductive additive and binder (𝜖𝜖𝑏𝑏𝑎𝑎), conductive additive nanoparticles can still detach 

from the surface of active material, move to binder, and form conductive additive/binder 

composites finally. This deaggregation/reaggregation process is energy unfavorable 

because the conductive additive detachment from active material tends to increase the 

energy of local structure. Thereby, there is a transition barrier between initial state (a 

conductive additive nanoparticle adhering on the surface of active material) and final 

state (that conductive additive nanoparticle binding with the binder network). However 

this process can be accepted with a transition probability calculated by Eqn. (2.1). 

Finally, the transfer of conductive additive nanoparticles between active material and 
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binders reach an equilibrium state and conductive interfacial area ratios do not change 

significantly any longer, although solvents are not fully evaporated.   

 
Figure 3.6 Evolution of the conductive interfacial area ratio of electrodes processed by 
the multi-step-1 mixing sequence.  The simulated time is normalized by 8000 MC cycles.  
 

The microstructure evolutions of electrodes during the multi-step-1 mixing 

sequence processing are shown in Figure 3.7 (small-sized cubical nanoparticles) and 

Figure 3.8 (large-sized spherical cubical nanoparticles). When processing an electrode 

that contains small-sized cubical nanoparticles, most of randomly distributed conductive 

additive nanoparticles combine with active material nanoparticles in time duration (0, 

0.0125], and a small amount of conductive additive nanoparticles form clusters in the 

liquid environment (marked by black circles in Figure 3.7(b)). During the processing, 

these conductive additive clusters decompose and released nanoparticles that will 

combine with active material nanoparticles. Meantime, gas bubbles appear in the 

domain. These bubbles grow up and merge with each other before 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.0625. 

Because the domain is dominated by the gas phase, the diffusion of nanoparticles are 
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stopped, and the conductive interfacial area ratio does not change anymore until new 

solvents and nanoparticles are added to the domain. After 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125, the conductive 

interfacial area ratio rises again due to the supplement of solvents and nanoparticles. It 

is worth noting that the evaporation rate becomes lower after 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125. The 

supplement of nanoparticles generates more interaction pairs between solvents and 

nanoparticles, which can prevent solvents from evaporation because the nanoparticle-

solvent attractive force is stronger than the solvent-solvent attractive force.  

 
Figure 3.7 Microstructure evolution of electrode slurry under the multi-step-1 mixing 
sequence in the constant temperature condition. The simulated time is normalized by 
8000 MC cycles. The electrode slurry is composited by small-sized cubic active material 
(red), binder (black), conductive additive (green), solvent (light blue). The solvent can 
be converted to the vapor (white) by the evaporation. 
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For the electrode slurry containing large-sized spherical nanoparticles, the 

microstructure evolution behaves similarly as the electrode slurry containing small-sized 

cubical nanoparticles when the multi-step-1 mixing sequence is applied (Figure 3.9). In 

the time duration (0, 0.0625], some of the randomly distributed conductive nanoparticles 

move to the active material nanoparticles and adhere to them. However, it can be 

observed that more conductive additive nanoparticles suspend in the solvents at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 =

0.0125 (Figure 3.8(b)), compared with the electrode slurry containing the small-sized 

cubical active material nanoparticles (Figure 3.7(b)). At 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.0625, there are still 

lots of conductive additive clusters being separated from active material by the gas phase 

(Figure 3.8(c)), so that the conductive interfacial area ratio (𝑅𝑅𝑎𝑎:𝑎𝑎) is significantly 

reduced. Hence, we can clearly see that the first 𝑅𝑅𝑎𝑎:𝑎𝑎 plateau of large-sized spherical 

active nanoparticles is lower than that of small-sized cubical nanoparticles in Figure 3.6. 

The phenomenon we discussed above is attributed to the smaller specific surface area of 

the large-sized spherical nanoparticles. The smaller specific surface area of active 

material decreases the connection between active material and conductive additive, 

hence the aggregation between conductive additives increases. After 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125, the 

total surface area of the active material increases due to the supplement of nanoparticles, 

so that the free conductive additive nanoparticles from the decomposition of clusters can 

be adsorbed on the surface of active material much more easily. Thereby, there is a 

significant increase of conductive interfacial area ratio after 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125.  
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Figure 3.8 Microstructure evolution of electrode slurry under the multi-step-1 mixing 
sequence in the constant temperature condition. The simulated time is normalized by 
8000 MC cycles. The electrode slurry is composited by large-sized sphere active material 
(red), binder (black), conductive additive (green), solvent (light blue). The solvent can 
be converted to the vapor (white) by the evaporation. 

 

To lower the electronic resistance, a homogeneous binder distribution is 

desirable. Homogeneity indices of binder distribution are shown in Figure 3.9(a). Both 

the morphology and mixing sequence affect the homogeneity of the binder distribution. 

Generally, smaller sized active material nanoparticles are beneficial to produce a 

relatively higher quality of binder distribution. The one-step mixing can always make 

binders distribute homogeneously, although this mixing sequence produces low 
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conductive interfacial area ratios. Electrodes containing small-sized cubical active 

nanoparticles can achieve high conductive interfacial area ratios when stepwise mixing 

sequences are applied. In these three electrodes, only the one processed by two-step 

mixing sequence has a homogeneous binder distribution. As shown in Figure 3.9(a), one-

step mixing can achieve more homogeneous binder distribution than those in the step-

wise mixing sequences. In one-step sequence, all components, including binder 

molecules, are randomly and uniformly distributed in the initial structure before the 

evaporation. During the evaporation process, the combination between binder molecules 

and randomly distributed nanoparticles restricts the diffusion and maintains a higher 

level of homogeneity. In step-wise mixing sequences, binder molecules are added into 

the system after nanoparticles aggregation. In this case, binder molecules tend to diffuse 

into the heterogeneously distributed nanoparticle clusters due to the attraction force 

between binder molecules and nanoparticles. Therefore, binder distribution in step-wise 

mixing sequence shows lower homogeneity, as suggested by an increase in the 

distribution index. Furthermore, the present 2D model shows the binder distribution in 

an ideal horizontal plane, but not the distribution profile along the electrode thickness. A 

3D model is planned in our future work which will investigate the spatial distribution of 

components in the electrode thickness direction. A comprehensive consideration 

including both the conductive interfacial area ratio and the homogeneity index suggests 

that mixing small-sized cubical active nanoparticles with other components by the multi-

step-1 approach can produce an electrode structure that has high electronic conductivity.  
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Figure 3.9  Homogeneity index of binder distribution in the constant temperature 
condition (a). The electrode containing small-sized cubical active nanoparticles and 
processed by two-step mixing sequence has both high conductive interfacial area ratio 
and low homogeneity index. The microstructure of this electrode is shown in (b) and the 
binder distribution is shown in (c).   
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During the constant temperature condition, solvents are evaporated very fast in 

the first 4000 MC cycles and the gas phase suppresses the aggregation of active material 

and conductive additive, especially in the electrode slurry containing large sized 

nanoparticles. During the active material/conductive additive mixing steps, the fast 

growth of the gas phase destroys the cooperation between active material and conductive 

additive. However, after adding the binder, the fast growth of the gas phase may make 

the binder distribute uniformly. To control the growth of the gas phase, a temperature-

increasing condition is performed during the processing simulation. As shown in Eqn. 

(2.1), for the temperature-increasing condition, the thermal energy term 𝜅𝜅𝑇𝑇 is lower than 

0.3 in the time duration (0, 0.5], so that the growth of the gas phase is slower than the 

constant temperature condition; and the 𝜅𝜅𝑇𝑇 is higher than 0.3 in the time duration (0.5, 

1], so that the growth of gas phase is faster. The purpose of the following simulations is 

to investigate whether the temperature-increasing condition is practicable to process a 

better electrode structure than the constant temperature condition.  

Same as in the constant temperature condition, small-sized active material 

nanoparticles produce higher conductive interfacial area ratios than large-sized ones, and 

the cubic is the optimal morphology to broaden the electronic diffusion pathway, 

followed by the sphere and then the polyhedral (Figure 3.10). 

Compared with the constant temperature condition, the microstructure evolutions 

during the electrode processing are quite different in the temperature-increasing 

condition.  Figure 3.11 and 3.12 show detailed microstructure evolutions of electrodes 

containing small-sized cubical nanoparticles and large-sized spherical nanoparticles, 
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respectively. Both samples are prepared by the multi-step-1 mixing sequence in the 

temperature-increasing condition. For the electrode slurry containing small-sized cubical 

nanoparticles, evaporation does not happen in the time duration (0, 0.125]. In this 

duration, the solvent chemical potential is lower than the critical chemical potential for 

liquid/gas phase transition, which means the gas phase is thermodynamically more stable 

than the liquid phase. However, the 𝜅𝜅𝑇𝑇 in this duration is too low to activate the 

evaporation. Thereby, all solvents still remain in the liquid phase. The low 𝜅𝜅𝑇𝑇 also affects 

the behavior of nanoparticles. In the constant temperature condition, all conductive 

additive clusters have decomposed before the solvents have fully evaporated (𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 =

0.0625, Figure 3.7(c)). However, conductive additive clusters can still be observed at 

𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.0625 in the temperature-increasing condition (marked by white circles in 

Figure 3.11(c)).  The reason is that the probability of a conductive additive nanoparticle 

detached from the cluster is proportional to 𝑒𝑒−
1
𝜅𝜅𝜅𝜅, thereby a low 𝜅𝜅𝑇𝑇 is helpful to stabilize 

the conductive additive cluster and a high 𝜅𝜅𝑇𝑇 can break attractive interaction between 

conductive additive nanoparticles in the cluster. At 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.1875 (Figure 3.11(d)), 

conductive additive clusters disappear because the linear increase of 𝜅𝜅𝑇𝑇 makes clusters 

decompose, and the supplement of active materials enlarges the surface area for 

conductive additive/active material interaction.  Figure 3.12 shows the microstructure 

evolution of electrode slurry containing large-sized spherical nanoparticles and 

processed by the multi-step-1 mixing sequence. Similar to the microstructure evolution 

shown in the Figure 3.11, the evaporation is suppressed in the time duration (0, 0.5] due 

to the low 𝜅𝜅𝑇𝑇. Compared with the electrode containing small-sized cubical active 
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material nanoparticles, fewer conductive additive nanoparticles aggregate with active 

material nanoparticles, and lots of free conductive additive nanoparticles and conductive 

additive clusters suspend in the liquid (Figure 3.12 (b)&(c)) due to the low 𝜅𝜅𝑇𝑇 and small 

specific surface area of large-sized spherical nanoparticles. Even though the supplement 

of nanoparticles at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.125 enlarges the surface area of active materials, we can 

also observe some conductive additive clusters at 𝑡𝑡𝐷𝐷𝑡𝑡𝑒𝑒 = 0.1875. These clusters finally 

decompose due to the further increase of the temperature (𝜅𝜅𝑇𝑇).  

 
Figure 3.10 Effect of mixing sequence on the conductive interfacial area ratio in the 
temperature-increasing condition. The shape of the active material nanoparticle can be 
cubic, sphere and polyhedral. The size ratio of the large active material nanoparticle to 
the small one is 12:6. Each data point is the averaged value of the last 500 MC steps. 
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Figure 3.11 Microstructure evolution of electrode slurry under the multi-step-1 mixing 
sequence in the temperature-increasing condition. The simulated time is normalized by 
8000 MC cycles. The electrode slurry is composited by small-sized cubic active material 
(red), binder (black), conductive additive (green), solvent (light blue). The solvent can 
be converted to the vapor (white) by the evaporation. 
 

 

Figure 3.12 Microstructure evolution of electrode slurry under the multi-step-1 mixing 
sequence in the temperature-increasing condition. The simulated time is normalized by 
8000 MC cycles. The electrode slurry is composited by large-sized sphere active material 
(red), binder (black), conductive additive (green), solvent (light blue). The solvent can 
be converted to the vapor (white) by the evaporation. 
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The temperature-increasing condition affects the homogeneity of the binder 

distribution (Figure 3.13). For electrode samples containing small-sized cubical active 

nanoparticles, homogeneity indices of the binder distribution is increased by about 30% 

if samples are processed by two-step or multi-step-2 mixing sequence, and the index 

does not change obviously if the sample is processed by the multi-step-1 mixing 

sequence.  

 
Figure 3.13 Homogeneity index of binder distribution in the temperature-increasing 
condition  
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3.3 Conclusions 

A mesoscale computational model has been developed in order to investigate the 

influence of processing attributes on the microstructure evolution of a typical lithium-

ion battery electrode. Particularly, the impacts of the slurry mixing sequence, the 

morphology of active material nanoparticles, and the temperature condition on the 

resultant electrode microstructure have been assessed. The effects of mixing sequences 

and nanoparticle morphologies are concluded in the phase map (Figure 3.14). Small-

sized nanoparticles are preferred to produce the high conductive interfacial area ratio, 

and the cubic is the optimal morphology to form a desirable microstructure with a 

favorable electronic diffusion pathway. The effect of the mixing sequence on the 

electrode microstructure is investigated. Compared with one-step mixing sequence, 

stepwise sequences significantly increase the conductive interfacial area ratio. Both the 

constant temperature condition and temperature-increasing condition are performed in 

the electrode processing simulation. It is found that the temperature condition does not 

significantly affect the conductive interfacial area ratio. However, the temperature 

condition can subtly affect the homogeneity of the binder distribution. Taking conductive 

interfacial area ratio and binder distribution into consideration, in the constant 

temperature condition, the two-step mixing sequence is preferred to produce a high-

quality microstructure for an electrode slurry composed by small-sized cubical 

nanoparticles; while in the temperature-increasing condition, the multi-step-1 mixing 

sequence is preferred to produce a high-quality microstructure for an electrode slurry 

composed by small-sized cubical nanoparticles.  
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Figure 3.14 3D phase map describing the relationship of conductive interfacial area ratio 
with processing parameters. The solid hexagonal, circle and square symbols represent 
the large-sized polyhedral active nanoparticle, spherical active nanoparticle and cubical 
active nanoparticle, respectively. The hollow hexagonal, circle and square symbols 
represent the small-sized polyhedral active nanoparticle, spherical active nanoparticle 
and cubical active nanoparticle, respectively. 
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CHAPTER IV                                                                                                                

EFFECTS OF BINDER LENGTH AND DRYING TEMPERATURE ON 

ELECTRODE MICROSTRUCTURE IN LITHIUM-ION BATTERY 

 

Polymer-mediated nanoparticle assembly can be a promising method to control 

over the electrode microstructure [86-88]. However, there are only a few studies focusing 

on the effect of binder length (binder molecular weight) on electrode microstructure and 

the relative performance [89, 90]. Additionally, the distribution of components in LIB 

electrode significantly affects the electrochemical performance of LIB cathode. Our 

previous 2D LGCG simulations (presented in CHAPTER II and III) focused on 

nanoparticles and binder distribution in a plane, which cannot be used to study the 

components distribution and microstructure information along the thickness direction. 

In this particular study, a (1+1)D CGLG model is developed to illustrate the effect of 

solvent evaporation on the microstructure of electrode film. 

4.1 Computational Method 

4.1.1 Lattice-Gas Coarse-Grained Model 

Following our previous studies, the CGLG model is employed to describe 

multiphase electrode slurry. In our present (1+1)D CGLG model, the computational 

domain consists W×H lattice cells with L=200 and H=151. Here W is the width of the 

domain along the horizontal direction and H−1 is the initial thickness of the electrode 

slurry along the vertical direction. All lattice cells are identical and the magnitude of the 

cell size is around 1 nanometer (nm), which approximately equals to the correlation 
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length of a solvent molecule [51]. Electrode slurry consists of active materials 

nanoparticles, conductive additive nanoparticles, and binder and solvent molecules. It is 

worth pointing out that each lattice cell can only be occupied by only one component so 

that multiphase coexisting in one cell is not allowed. In the computational domain, the 

bottom layer represents the substrate and cells in this layer cannot move or be converted 

to another component during the simulation. In the present study, a solvent molecule in 

either liquid or gaseous phase only occupies one lattice cell. An active material 

nanoparticle occupies tens to hundreds of cells, and the total number of cells is dependent 

on the size and morphology of the nanoparticle, which are important geometric 

parameters affecting the microstructure of assembled particles [57, 117, 118, 130]. In the 

present study, we only consider isometric (cubical and spherical) nanoparticles because 

they can coordinate better with conductive additive nanoparticles than polyhedral 

nanoparticles [115, 131]. The half-length (R) of the nanoparticle is used to characterize 

the nanoparticle size. In this study, the size of both cubical and spherical active 

nanoparticles equals to 6 lattice units. The nanoparticle size in the present model is about 

tens nanometers and approaches to the size of LiFePO4 nanoparticle in LIB cathode [56, 

119] and that of Si or Sn nanoparticle in LIB anode [120, 132]. Given that the size of 

primary conductive additive nanoparticle is smaller than that of the active material 

nanoparticle, we neglect the morphological detail of conductive additive nanoparticle. 

To simplify the model, a conductive additive nanoparticle is represented by a cubic with 

R = 2 lattice units. Polyvinylidene fluoride (PVDF), which has a single chain structure, 
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is widely used as binder in LIB. In this study, the binder molecule is represented by a 

single chain with the length of L = 9, 13, 17, 21, 25 lattice units.  

4.1.2 Monte Carlo Dynamics 

A KMC method is employed to study the evaporation influenced microstructure 

evolution and components distribution of electrode film. Both particle/binder movement 

and solvent phase transition are implemented in each MC cycle. The nanoparticle 

diffusion should not break the following rules. A nanoparticle can only move to its 

neighbor cells with a randomly selected direction. The movement is not absolutely 

random because the nanoparticle diffusivity is zero in a dry local environment.[51] 

Following this restriction, a nanoparticle can only diffuse to neighbor cells all of which 

are covered by solvent in liquid phase. To keep the solvent mass conserved during the 

nanoparticle diffusion, cells behind a nanoparticle should be refilled by solvent 

molecules after the diffusion. The movement of a binder molecule is described by a 

slithering-snake algorithm.[133] When we attempt to move a binder molecule, an 

endpoint of the chain is randomly selected as the leader of the movement. The leader can 

randomly move to its neighbor cell occupied by liquid solvent, with other monomers in 

the chain moving ahead along previous conformation and leaving the old tail site being 

occupied by liquid solvent. The solvent phase transition is also considered in this model 

to mimic evaporation/condensation dynamics. During the simulation, a lattice cell will 

be selected randomly, if it is a liquid solvent cell and its top neighbor is a gas cell, the 

current cell can be evaporated. On the other hand, if the selected cell is occupied by gas 

and its bottom neighbor is occupied by non-gaseous component, the condensation can 
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happen. The motivation of this constrain is to avoid an unphysical situation in which 

nanoparticles suspend in gas.[134]  

The state of the computational domain is described by the structure-dependent 

Hamiltonian as  

𝐻𝐻 = −𝑛𝑛𝑙𝑙𝑙𝑙𝜖𝜖𝑙𝑙𝑙𝑙 − 𝑛𝑛𝑎𝑎𝑙𝑙𝜖𝜖𝑎𝑎𝑙𝑙 − 𝑛𝑛𝑏𝑏𝑙𝑙𝜖𝜖𝑏𝑏𝑙𝑙 − 𝑛𝑛𝑎𝑎𝑙𝑙𝜖𝜖𝑎𝑎𝑙𝑙 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑛𝑛𝑎𝑎𝑏𝑏𝜖𝜖𝑎𝑎𝑏𝑏 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑛𝑛𝑏𝑏𝑏𝑏𝜖𝜖𝑏𝑏𝑏𝑏 −

𝑛𝑛𝑏𝑏𝑎𝑎𝜖𝜖𝑏𝑏𝑎𝑎 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑛𝑛𝑏𝑏𝑎𝑎𝜖𝜖𝑏𝑏𝑎𝑎 − 𝑛𝑛𝑎𝑎𝑎𝑎𝜖𝜖𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁.                                                (4.1)           

In Eqn. (4.1), subscripts l, a, b, c and s denote solvent molecule in liquid phase, active 

material, binder, conductive additive and substrate, respectively. Symbol 𝜖𝜖 denotes 

interaction energy of two adjacent cells and n denotes the number of interaction pairs. In 

this study, only the first nearest neighbors are considered to count interactions pairs, and 

this is a good assumption for studying evaporation-influenced nanoparticles assembly 

via 2D and 3D lattice-gas models [51, 134]. For the last term 𝑁𝑁𝑁𝑁 in Eqn. (4.1), N is the 

total number of liquid cell in the computational domain and 𝑁𝑁 is the solvent chemical 

potential in liquid phase. The chemical potentials of nanoparticles and binder molecules 

can be safely neglected because they cannot be evaporated.   

Any state transition mentioned above (nanoparticle/binder diffusion and solvent 

evaporation/condensation) can cause structure change and corresponding Hamiltonian 

change. Thermodynamically, structure change with Hamiltonian decreasing is always 

energetically favored. However, structure change with Hamiltonian increasing can also 

be accepted with Metropolis probability  

                                                    𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎 = min �1, exp �− Δ𝐻𝐻
𝜅𝜅𝜅𝜅
��.                               (4.2)             
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Here Δ𝐻𝐻 is the Hamiltonian of candidate state minus that of the current state. 𝜅𝜅 is the 

Boltzmann constant and T is the operating temperature.  

4.1.3 Operating Conditions    

In this model, all energetic parameters (interaction energy, chemical potential 

and 𝜅𝜅𝑇𝑇) are in the unit of ϵ𝑙𝑙𝑙𝑙 which value is predefined to 1. To mix components well in 

the slurry and avoid phase separation, the interaction energy between a nanoparticle (or 

molecule) cell and a liquid cell should be larger than 1.[135] Nanoparticles tend to 

aggregate to get a more stable state in the absence of liquid, thereby the attractive 

interaction between two nanoparticles should be stronger that between a nanoparticle 

cell and a liquid cell. To make nanoparticles glued to the substrate, nanoparticles should 

also have strong attractive interactions with substrate. The value of solvent chemical 

potential determines the volume fraction of liquid phase at the equilibrium state. 

Dewetting is energetically favored with a negative 𝑁𝑁, while wetting is favored with a 

positive 𝑁𝑁 [136]. In the present model, the critical solvent chemical potential for liquid-

to-gas transition is -2 if the computational domain is completely filled by liquid solvent, 

and adding other components will shift the critical potential to a more negative value 

according to mean-field theory.[121] The values of input parameters follow the 

guidelines of our previous work.[115, 131]  The nondimensional solvent chemical 

potential (𝑁𝑁) is set to −2.4 in all simulations. The nondimensional interaction parameters 

are 𝜖𝜖𝑎𝑎𝑎𝑎 = 𝜖𝜖𝑎𝑎𝑎𝑎 = 1.7, 𝜖𝜖𝑎𝑎𝑏𝑏 = 1.8, 𝜖𝜖𝑏𝑏𝑎𝑎 = 1.9, 𝜖𝜖𝑎𝑎𝑎𝑎=2.0, 𝜖𝜖𝑎𝑎𝑙𝑙 = 𝜖𝜖𝑎𝑎𝑙𝑙 = 1.4, and 𝜖𝜖𝑎𝑎𝑎𝑎 = 𝜖𝜖𝑎𝑎𝑎𝑎 =

2.1. We assume that binder molecules are in good solvent so we predefine that 𝜖𝜖𝑏𝑏𝑏𝑏 = 1 

and 𝜖𝜖𝑏𝑏𝑙𝑙 = 1.4. All nondimensional interaction parameters are appropriately adjusted in 
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our simulations. In all simulations, the initial volume fractions of active material, binder 

and conductive additive are set to 27.0%, 9.3% and 7.3%, respectively.  

Simulation in the present study starts from an equilibrium initial structure rather 

than a nonequilibrium initial structure which is reported in Ref. 127.  Step-by-step 

procedure to create an equilibrium initial structure is listed in the following. At the first 

step, a W × H computational domain is created, in which all lattice cells above the 

substrate layer (bottom layer) are completely filled by liquid solvent. At the second step, 

the active material and conductive additive nanoparticles are randomly distributed in the 

domain and replace solvent cells. At the third step, binder molecules are added to space 

between nanoparticles and the nonequilibrium structure is generated. Then the 5000 MC 

cycles are conducted without considering Hamiltonian variation and solvent evaporation 

to get the equilibrium structure for the following evaporation induced aggregation. After 

generating the equilibrium structure, 3 × 105 MC cycles are performed with considering 

Hamiltonian variation and solvent evaporation to get the dehydrated film.  

4.2 Results and Discussion  

We would like to discuss the effects of operating temperature and binder length 

on the microstructure of electrode film with cubical active material nanoparticles firstly. 

The mean thickness variation of electrode film is plotted in Figure 4.1(a). The mean 

thickness is calculated as  

                                               𝛿𝛿̅ = ∑ 𝛿𝛿𝑖𝑖𝑊𝑊
𝑖𝑖=1
𝑊𝑊

,                                                               (4.3) 

 where 𝛿𝛿𝑖𝑖 is the thickness of the film at column i.  It is observed that the mean thickness 

of the electrode film increases linearly as the binder length L increases from 9 to 25 with 
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operating temperature term 𝜅𝜅𝑇𝑇 = 0.3. However, for the evaporation condition with a 

higher operating temperature 𝜅𝜅𝑇𝑇 = 0.6, the mean thickness tends to decrease as the 

binder length increases. For the dehydrated film which consists of the shortest binder as 

L = 9, the mean thickness is about 72.77 at the lower operating temperature (𝜅𝜅𝑇𝑇 = 0.3) 

and the thickness is about 73.97 at the higher operating temperature. It is obvious that 

the film processed by the lower operating temperature is thicker than that processed by 

the higher operating temperature when the shortest binder (L = 9) is compounded into 

electrode slurry. On the contrary, for dehydrated films with the longest binder (L = 25), 

the mean thickness of film with the higher operating temperature is 72.59, which is 

smaller than that of the film with the lower operating temperature. The crossover of 

thickness variation vs. binder length takes place around binder length equals to 17. Both 

binder length and operating temperature affect the surface topography of dehydrated 

electrode film. Figure 4.1(b) shows the surface roughness of electrode films processed 

in different conditions. The surface roughness is defined as  

                               𝑅𝑅𝑞𝑞 = � 1
𝑊𝑊

 ∑ �𝛿𝛿𝑖𝑖 − 𝛿𝛿̅�2𝑊𝑊
𝑖𝑖=1 �

0.5
 .                                                 (4.4) 

For the same binder length, it is found that the roughness of the film processed by a lower 

drying temperature is larger than that of the film processed by a higher drying 

temperature. Additionally, the binder length also affects the surface topography of 

electrode film according to Figure 4.1(b).  For the films processed by the lower operating 

temperature, it can be seen that the roughness increases as binder length increases from 

9 to 21. For the films processed by the higher operating temperature, the surface 

roughness does not change obviously when the binder length is below 17.  
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Figure 4.1 Geometric properties of electrode film processed by evaporation with 
different operating temperature. The mean thickness varies with binder length is shown 
in (a), and the roughness varies with binder length is shown in (b). The electrode film 
consists of cubical active material nanoparticles conductive additive nanoparticles and 
binder. 
 

Figure 4.2 clearly depicts the microstructures of the electrode with different 

binder length and processed by different drying temperature. According to Figure 4.1, it 

is learned that a lower drying temperature produces film with a rougher surface. The two 

topmost panels show the microstructures of films processed by 𝜅𝜅𝑇𝑇 = 0.3 (Figure 4.2(a)) 

and 𝜅𝜅𝑇𝑇 = 0.6 (Figure 4.2(f)) respectively, in both of which the binder length equals to 

9. Several micropores are observed on the surface of electrode film processed at the 

lower drying temperature as shown in Figure 4.2(a). Oppositely, the surface of electrode 

with the higher drying temperature is smoother and no holes are observed in Figure 

4.2(f). According to Figure 4.1(b), it is found that the surface roughness is proportional 

to the binder length when the lower drying temperature is operated. Figures 4.2(a)~2(e) 

clearly demonstrate the microstructure evolution of electrode film with different binder 

length. It is obvious that the surface is craggier when the longer polymer is used as binder 

in the slurry. The increase of the surface roughness is mainly attributed to the depth of 
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the surface hole in the electrode film. For instance, the depth of the surface hole is around 

two nanoparticles in the electrode with binder length equaling to 9 lattice units (Figure 

4.2(a)); while the depth of the surface is larger than five nanoparticles in the electrode 

with binder length equaling to 21 units (Figure 4.2(d)). As shown in Figure 4.1(b), the 

surface roughness varies inconspicuously with binder length L rising from 9 to 17 when 

a higher drying temperature (𝜅𝜅𝑇𝑇 = 0.6) is operated. Figures 4.2(f)~(h) clearly depict that 

the film surface is almost flat with Rq < 5 when the films consist of binder which length 

is shorter than 17 lattice cells. The surface becomes undulated when the binder length is 

longer than 17 lattice units. Although the microstructure which is shown in Figure 4.2(i) 

has the similar surface roughness Rq as the structure shown in Figure 4.2(b), topographies 

are quite different. Valleys in Figure 2(b) are deeper and narrower than those in Figure 

4.2(i).  

Snapshots in Figure 4.2 also depict that binder distribution is affected by 

operating temperature. It can be observed that more binder molecules appear in the 

surface region of electrode film. The on-surface binder distribution is plotted in Figure 

4.3 to quantitatively demonstrate binder distribution. The on-surface binder distribution 

is calculated by 

                                   𝐹𝐹𝑏𝑏 =
∑ ∑ 𝑙𝑙𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗

𝛿𝛿𝑖𝑖
𝑗𝑗=𝛿𝛿𝑖𝑖−8

𝑊𝑊
𝑖𝑖=1

𝑁𝑁𝑏𝑏
,                                                     (4.5) 

where latticei,j=1 if the (i, j) cell is a binder cell and latticei,j=0 if the (i, j) cell is occupied 

by another component and Nb is the total number of binder cells in the computational 

domain. As shown in Figure 4.3, more binder molecules migrate to the surface region 

when a higher drying temperature is applied. Additionally, the shorter binder is easier to 
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migrate to the surface region. According to Figure 4.3, it is found that the fraction of on-

surface binder tends to decrease with increasing binder length. A larger fraction of on-

surface binder means a more inhomogeneous binder distribution, which is harmful to the 

adhesive strength of the electrode. According to Figure 4.3, it can be inferred that the 

increase of binder length is helpful for achieve strong adhesion. Lee et al. evaluated the 

effect of carboxymethyl cellulose molecular weight on Li4Ti5O12 anodic performance, 

and found that the adhesive strength increased as molecular weight increased [89]. Li et 

al. investigated binder distribution along drying direction experimentally [85]. They also 

reported that the high fraction of binder in the surface region destroyed the uniform 

binder distribution in the electrode. The weak adhesion and high electrical were 

attributed to the inhomogeneous binder distribution according to the experiment. They 

found that the low evaporation rate generated the inhomogeneous binder distribution. 

However, the present simulations demonstrate that the nonuniform binder distribution is 

attributed to the high evaporation rate. The reason of this conflict can be that Li et al. 

tuned the evaporation rate by changing solvent. They used the water-based solvent to 

achieve high evaporation rate and organic-based solvent to achieve low evaporation rate. 

Thereby, the nanoparticle-solvent interaction, solvent-solvent interaction, and binder-

solvent interaction were more or less changed in their experiments. These interactions 

significantly affect the viscosity of electrode slurry and the final electrode microstructure 

[45]. In the present study, all interaction parameters are kept as constants to avoid 

changing the viscosity of the slurry, and the evaporation rate is tuned by changing the 

operating temperature.  
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Figure 4.2 Snapshots of electrode films processed by evaporation with (a) ~ (e) low 
temperature and (f) ~ (g) high temperature. The binder length is increased from 9 cells 
(top snapshots) to 25 cells (bottom) snapshots. The electrode slurry consists of cubical 
active material nanoparticles (red), conductive additive nanoparticles (black), semi-
flexible binder (green) and solvent molecule (dark blue). 
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Figure 4.3 Effects of operating temperature and binder length on binder distribution in 
the electrode film with cubical active material nanoparticles.  

 

The cooperation between active material nanoparticles and conductive additive 

nanoparticles is a key to improving the performance of electrode. The conductive 

additive coating on the active material surface can widen the pathway for electrons 

migrating into active materials. Additionally, the coating can prevent transition metal in 

active material dissolve into electrolyte and reduce harmful side reaction at the 

solid/electrolyte interface [41, 43, 44]. The effect of drying temperature on nanoparticle 

aggregation is investigated in this study. The fraction of interface area on active material 

is plotted in Figure 4.4. The fraction of active-conductive interface area is defined as the 

ratio of the interface area between active material and conductive additive to the total 

surface area of active materials, and the fraction of active-active interface area is defined 

as the ratio of the interface area between two active nanoparticles to the total surface area 

of active materials. According to Figure 4.4, it can be seen that the higher active-

conductive interface area is obtained when the lower drying temperature is operated. 
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This phenomenon is also observed in our previous 2D model[115] and experiment[129]. 

The large active-conductive interface area is beneficial for improving the electronic 

conductivity of electrode microstructure[115].  

 

Figure 4.4. The influence of binder length and temperature on nanoparticle aggregation 
in the electrode film with cubical active material nanoparticles.  

 

Figure 4.4 also demonstrate that aggregation between active material 

nanoparticles is facilitated by increasing drying temperature. A higher active-active 

interface area indicates more aggregation between active material nanoparticles. The 

aggregation is harmful to achieving high performance because the aggregation leads to 

reducing active surface area for electrochemical reactions. Additionally, the aggregation 

between active material nanoparticles increase Li diffusion length which leads to a slow 

kinetics [33]. Based on our simulations, we suggest using a low drying temperature (or 

evaporation rate) to process electrode with high performance. The nanoparticles 

aggregation in electrode slurry with different binder length is also studied in this study 

and demonstrated in Figure 4.4. It is found that the binder length does not significantly 

affect nanoparticles aggregation.   
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The conformation of binder in dried film is studied in the present work. The root 

mean square end-to-end distance <h2>0.5 is usually employed to characterize the 

conformation of single chain polymer. The end-to-end distance of binder in dried 

electrode microstructure is plotted in Figure 4.5. The relationship between end-to-end 

distance <h2>0.5 and binder length L follows the power law  

                                         < ℎ2 >0.5= 𝐶𝐶𝐷𝐷𝛼𝛼.                                                          (4.6)   

in which C is a numerical constant which depends on the local constrains of the polymer 

molecule. Fore hindered rotation chain, C is the function of bond angle and α equals to 

0.5. For a freely jointed chain, C equals to 1 and 𝛼𝛼 equals 0.5[137].  The values of C and 

𝛼𝛼 can be obtained in the present study by fitting Eqn. (4.6) according to end-to-end 

distance with different binder length. As shown in Figure 4.5, the fitting curve with 𝜅𝜅𝑇𝑇 =

0.3 almost coincides with the fitting curve with 𝜅𝜅𝑇𝑇 = 0.6. The numerical constant C 

approximates to 1.60 and the power 𝛼𝛼 approximates to 0.54 at κ𝑇𝑇 = 0.3. If the drying 

temperature is increased to 𝜅𝜅𝑇𝑇 = 0.6, C approximates to 1.54 and α approximates to 

0.57. Compared with freely jointed chain, the larger C in this study may be attributed to 

constrain of the LGCG model. In the present model, the bond angle of three consecutive 

monomers can only be 𝑛𝑛
2
π with 𝑛𝑛 = 1, 2, 3. However, for a freely jointed chain, the bond 

angle can be uniformly distributed in the range of (0, 2π) in a 2D space.  Additionally, 

the interaction between binder cell and adjacent nanoparticle cell can also affect the 

conformation variation of binder. The power 𝛼𝛼 in the present study is larger than 0.5, 

which indicates that the binder is straightened by nanoparticle due to the attractive force 

between a nanoparticle cell and a binder cell. Figure 4.5(b) depicts the end-to-end 
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distance normalized by the binder length L. It is found that the normalized end-to-end 

distance tends to decrease as binder length increase, which indicates that shorter binder 

is straighter than longer binder.  

 

Figure 4.5 Conformation of binder in the dried film with cubical active material 
nanoparticle: (a) end-to-end distance, and (b) end-to-end distance normalized by binder 
length.  
 

 

Figure 4.6 The slurry thickness evolution with normalized simulation time and 
corresponding microstructures. ①, ②, ③ and ④ stand for the normalized simulation 
time at 𝒕𝒕 = 𝟏𝟏.𝟏𝟏𝟏𝟏 × 𝟏𝟏𝟓𝟓−𝟓𝟓, 𝒕𝒕 = 𝟏𝟏.𝟔𝟔𝟔𝟔 × 𝟏𝟏𝟓𝟓−𝟐𝟐, 𝒕𝒕 = 𝟓𝟓.𝟏𝟏𝟏𝟏 and 𝒕𝒕 = 𝟏𝟏.𝟓𝟓𝟓𝟓. The slurry 
consist of cubical active material nanoparticles (red), semi-flexible binder with 𝑳𝑳 = 𝟏𝟏𝟔𝟔 
(green), conductive additive nanoparticles (black) and solvent molecules (dark blue).  

 

The slurry thickness evolution during the evaporation processing and 

corresponding microstructures are demonstrated in Figure 4.6. The thickness evolution 
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during the evaporation process can be divided into three stages. The slurry thickness 

decreases very fast in the first stage, which is relative to the higher plateau in the 

thickness-lg(t) space as shown in Figure 4.6. In the first stage, a solvent cell always 

coordinates with other solvent cells so that it is easy to be evaporated. With evaporation 

going on, the volume fraction of solvent in the slurry film decreases while the volume 

fraction of nanoparticles increases. In this case, more solvent cells coordinate with 

nanoparticle cells, and the strong interaction between nanoparticle and liquid tend to 

keep solvent in the liquid phase. Thereby, the slurry thickness decreases slower as 

evaporation time increase in the second stage, which is relative to the transition region 

between two plateaus in the thickness-lg(t) space. In the third stage, the thickness 

decreases very slow as shown in Figure 4.6. The reason is that the most of the on-surface 

solvent molecules are evaporated. In this stage, solvent molecules in the dense film 

should diffuse to the topmost surface first and then can be evaporated. The slow diffusion 

of solvent in the dense film limits the evaporation rate, so that the decrease of film 

thickness cannot be observed apparently.  

The influence of nanoparticle morphology on the film microstructure is 

investigated in the present study. The geometric properties of electrode film that consists 

of spherical active material nanoparticles are shown in Figure 4.7. Similar to electrode 

with cubical active material nanoparticles, the thickness of dried film increases as the 

binder length increases when the lower operating temperature (𝜅𝜅𝑇𝑇 = 0.3) is used as 

shown in Figure 4.7(a). For the higher operating temperature (𝜅𝜅𝑇𝑇 = 0.6), the thickness 

is not affected by binder length obviously when the binder length is less than 21 cells. 
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Generally, the electrode film with spherical active material nanoparticles is thicker than 

the film with cubical nanoparticles. For the lower operating temperature, the thickness 

range of films with cubical nanoparticles is from 72.8 to 74.9, while the thickness range 

of films with spherical nanoparticles is range from 74.7 to 78.2. Similarly, for the higher 

operating temperature, the thickness of film with cubical nanoparticles varies from 72.6 

to 74.0, and that of film with spherical nanoparticles varies from 75.4 to 76.4. The reason 

is that the cubical particles can form more compact pattern than the spherical particles 

with the same total volume of nanoparticles.  

 

Figure 4.7 Geometric properties of electrode film processed by evaporation with 
different operating temperature. The mean thickness varies with binder length is shown 
in (a), and the roughness varies with binder length is shown in (b). The electrode film 
consists of spherical active material nanoparticles conductive additive nanoparticles and 
binder. 

 

The surface roughness variation with binder length as well as operating 

temperature is demonstrated in Figure 4.7(b). It is found that the higher operating 

temperature processes flatter film that consists of spherical nanoparticles. Additionally, 

the surface roughness tends to increase as binder length increases at the lower operating 

temperature, and the surface roughness does not change obviously with L < 17 at the 
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higher operating temperature. All of these phenomena are also observed when the 

electrode consists of cubical nanoparticles.  

 

Figure 4.8 Snapshots of electrode films processed by evaporation with (a) ~ (e) low 
temperature and (f) ~ (g) high temperature. The binder length is increased from 9 cells 
(top snapshots) to 25 cells (bottom) snapshots. The electrode slurry consists of spherical 
active material nanoparticles (red), conductive additive nanoparticles (black), semi-
flexible binder (green) and solvent molecule (dark blue). 
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Microstructures of electrode films with spherical nanoparticles are depicted in 

Figure 4.8. Micropores are observed at the surface of dried film processed by the lower 

operating temperature (𝜅𝜅𝑇𝑇 = 0.3). Figures 4.8(a) ~ (e) clearly demonstrate that the pore 

depth tends to increases as binder becomes longer, which lead to the increase of surface 

roughness as shown in Figure 4.7(b). Additionally, the pore diameter in the film with the 

longer binder (as shown in Figure 4.8(e)) is smaller than that in the film with shorter 

binder (as shown in Figure 4.8(a)). For electrode processed by the higher operating 

temperature (𝜅𝜅𝑇𝑇 = 0.6), the surface becomes more and more rouged when the binder is 

longer than 17, which leads to the increase of surface roughness.  

 

Figure 4.9 Effects of operating temperature and binder length on binder distribution in 
the electrode film with spherical active material nanoparticles.  

 

The binder distribution along drying direction of electrode film containing 

spherical active nanoparticles is affected by operating temperature. Similarly to electrode 

film contacting cubical nanoparticle (Figure 4.3), it is found that fewer binder molecules 
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migrate to the surface of electrode film when the lower drying temperature is operated 

as shown in Figure 4.9. Hence, the lower operating temperature is beneficial for keeping 

more binder molecule in the electrode to improve the mechanical stability of the 

electrode structure.  

The binder conformation in the dried film with spherical nanoparticles is shown 

in Figure 4.10. It is found that the end-to-end distance vs. binder length still follows the 

power law as shown in Eqn. (4.6). We get 𝐶𝐶 = 1.67 and 𝛼𝛼 = 0.53 for 𝜅𝜅𝑇𝑇 = 0.3, and 

𝐶𝐶 = 1.51 and 𝛼𝛼 = 0.55 for 𝜅𝜅𝑇𝑇 = 0.6. The numerical constant C is always larger than 1 

because the binder conformation is affected by the nanoparticles in the local 

microstructure as mentioned above. For the dried film with cubical nanoparticles, the 

temperature does not affect the C constant obviously as shown in Figure 4.6(a). 

However, for the dried film with spherical temperature, the C constant is affected by the 

temperature more significantly. Thereby, it is observed that the curve with κT = 0.3 is 

higher than the curve with 𝜅𝜅𝑇𝑇 = 0.6, which indicates that the single chain binder is 

straighter in the electrode processed by the lower drying temperature. The end-to-end 

distance normalized by binder length is plotted in Figure 4.10(b). It clearly demonstrates 

that shorter binder is straighter in the dried film with spherical nanoparticles, which is 

also observed in the dried film with cubical nanoparticles.  

4.3 Conclusions 

A morphological-detailed mesoscale (1+1)D CGLG model accompanied by a 

KMC algorithm is developed to study the influence of processing attributes on 

microstructure representative of an electrode film in LIB. In particular, the electrode film 
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microstructure affected by drying temperature and the length of semi-flexible single 

chain binder is illustrated by the CGLG model. It is found that the geometric properties 

of the dried film are significantly affected by the operating temperature and the binder 

length. For electrode film with cubical active material nanoparticles, the mean thickness 

increases as binder length increases if the film is dried at the lower temperature, but the 

mean thickness decreases as binder length increases if the film is dried at the higher 

temperature. It is found that the topography of the film surface is significantly affected 

by drying temperature and binder length. The film with micropores can be achieved by 

using the lower drying temperature, and the depth of pores tends to increases as binder 

length increases. For film processed by the higher drying temperature, the roughness 

increase can also be obtained by increasing the binder length. However, there are no 

micropores on the surface of electrode film processed at the higher temperature. The 

conformation of binder in the dried film is investigated in the present study. The end-to-

end distance vs. binder length still follows the power law as single chain polymer without 

interaction with other species. However, the conformation of binder is straightened more 

or less due to the strong attractive interaction between the nanoparticle and the binder 

molecule. Additionally, the normalized end-to-end distance demonstrates that the shorter 

binder is straighter in the dried film. Present computations predict that drying 

temperature predominantly affects nanoparticle aggregation, and the lower temperature 

is beneficial for help conductive additive coat on active materials to reduce the electronic 

conductivity. Additionally, the low drying temperature can restrict binder molecules 

migrating to the surface of the electrode film, which is helpful for improving the 
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mechanical stability of the electrode microstructure. The effect of active nanoparticle 

shape on electrode microstructure is also assessed in the present study. Compared with 

cubical active nanoparticles, spherical active nanoparticles does not affect the geometric 

properties of electrode film significantly. For electrode film contacting spherical active 

nanoparticles, the lower drying temperature is preferred to keep binder molecules in the 

electrode microstructure to improve the mechanical stability.  
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CHAPTER V                                                                                                  

MECHANISM OF POLYSULFIDES LI2SX INTERACTION WITH ELECTRODE 

SURFACE OF LITHIUM-SULFUR BATTERY∗ 

 

Sustainable energy presents possibly the greatest challenge, but the greatest 

potential reward, of our time. The increasing shift towards renewable energy has brought 

about an urgent need to efficiently store this energy, a need primarily met by lithium-

based battery technologies. These batteries, lithium-ion batteries (LIBs) being the most 

common, benefit from a high energy storage potential compared to other options, due to 

lithium’s low weight and high oxidation potential. In particular, their light weight renders 

them the best option available for electric vehicles.[64] Lithium-ion batteries are, 

however, hampered by several drawbacks, such as poor thermal management, low power 

density, safety concerns, and inadequate stability to charge/discharge cycling, which 

limit their use. The most prominent issue for their use in electric vehicles is their 
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(1) “Adsorption of Insoluble Polysulfides Li2Sx (x= 1, 2) on Li2S surfaces” by Z. Liu, D. Hubble, P. B. 
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Copyright [2015] by The Royal Society of Chemisty. 
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intrinsically-limited energy density compared to gasoline. These limitations come 

primarily from the layered metal oxide cathodes utilized in these systems. 

One potential solution is to change the oxidative element from a metal ion to a 

non-metal, which results in an entirely new battery system.[65, 66] Sulfur (S) is an 

attractive option in this regard, as it is also low-weight and relatively abundant in the 

Earth’s crust,[67] meaning that Li-S batteries would be neither prohibitively expensive 

nor take a large toll on the environment. The Li-S system also has a high theoretical 

specific energy density, rendering it a good fit for implementation in transportation 

applications.[68, 69] However, Li-S batteries are far from being ready for commercial 

use. One of the reasons is that the discharge product lithium sulfide (Li2S) is an electronic 

and ionic insulator.[70] The theoretical indirect bandgap of Li2S is 3.297 eV,[71] and its 

electronic resistivity is larger than 1014 cm•Ω. The growth of the insulating product film 

can cause a sudden death during the discharge process before achieving the theoretical 

capacity.[72] In order to improve the electrochemical performance of the cathode, some 

kind of transition metals (TM), such as Fe, Co, Ni, and Cu may be added to the cathode 

materials to activate the insulating Li2S.[73-77] Luo et al. studied TM-doped Li2S by a 

first-principles approach, and it was found that the electronic conductivity can be 

increased by Li vacancies, and those dopants can lower the vacancy formation 

energy.[78] They also pointed out that metal-induced gap states (MIGS) are helpful for 

electronic conductivity.[78] The cathode architecture plays an important role in 

determining the performance of the Li-S battery.[79] A wide variety of microstructures 

has been synthesized to develop the performance of the battery.[80-83] A desirable 
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cathode microstructure should effectively obstruct the dissolution of polysulfide, supply 

a large conductive area for insulating Li2S deposition, and facilitate Li+ ion transport. 

Furthermore, special microstructure characteristics are required to tolerate the volume 

expansion induced by lithiation in order to keep the cathode integrity.[84] 

The understanding growth of the Li2S films is of a guiding significance for 

rational design of novel cathode architectures able to improve the performance of Li-S 

batteries. The deposition of Li2S on the substrate affects the porosity of the cathode 

microstructure, which increases the tortuosity and decreases the effective ionic 

conductivity and diffusivity.  

5.1 Adsorption of Insoluble Polysulfides Li2Sx (x = 1, 2) on Li2S Surfaces 

In this study, we theoretically investigate the chemical reactions related to the 

growth of the Li2S film. The chemical adsorption of insoluble short-chain polysulfide 

Li2Sx (x = 1, 2) on crystal Li2S surfaces and the formation of new Li2S layer are 

systematically studied. 

5.1.1 Computational Method 

In the present work, first-principles calculations are based on density functional 

theory (DFT)[138, 139] within the plane wave basis set approach [140, 141]. The Vienna 

Ab-initio Simulation Package (VASP)[142, 143] is employed to solve the Kohn-Sham 

equations, and the projector augmented wave (PAW) method[144, 145] is used to describe 

the electron-ion interactions. Generalized gradient approximations (GGA) of the 

Perdew-Burke-Ernzerhof (PBE) functional[146] are used to describe electron-electron 

exchange correlations. The k-point grid is generated by the Monkhorst-Pack (MP) 
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technique for the Brillouin zone (BZ) sampling[147]. The energy cut-off for the plane-

wave basis set is 500 eV for both the ionic relaxation and static computations, and the 

Hellman-Feynman forces are less than 0.02 eV/Å for the atomic structure calculation.  

The ground state of Li2S is the antifluorite structure, and the space group is 

Fm3�m.[71] In a unit cell, S atoms occupy corners and face-centered sites, and Li atoms 

occupy all tetrahedral sites of the S frame. The atomic structure of the Li2S unit cell is 

shown in Figure 5.1(a). All atomic structures are visualized using VESTA[148]. A slab 

model is used to represent the Li2S surface. The slab is placed in the middle of a super 

cell, and 12 Å vacuum is used to remove the influence from the neighbor slab arising 

from the periodic boundary conditions.  

 

Figure 5.1 (a) Geometric structure and (b) electronic structure of bulk Li2S. The Fermi 
level is set to 0 eV in the density of states. Magenta balls in the atomic structure represent 
Li atoms, and yellow balls represent S atoms.   

 

We calculate the surface Gibbs energy of low index surfaces. For the (001) 

surface, either a Li layer or an S layer can be the center layer of the slab, and in each 

case, the termination can also be a Li layer or an S layer. If the (001) surface is terminated 
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by a Li layer, the ratio of the Li atoms to the S atoms is larger than 2:1, making it a Li-

rich structure. If the (001) surface is terminated by an S layer, it is an S-rich structure. 

For the (110) surface, the ratio of Li to S is always 2:1, so there is only a stoichiometric 

structure. For the (111) surface, the Li:S ratio is determined by the sequence of the atomic 

layers, and three structures (stoichiometric structure, Li-rich structure, and S-rich 

structure) are considered. To find the most stable surface, the surface Gibbs free energy 

of the each surface structure is calculated. The surface Gibbs energy can be estimated by   

                                 𝛾𝛾 = 1
2𝐴𝐴

[𝐸𝐸slab − 𝑁𝑁𝑎𝑎𝑔𝑔Li2S
bulk − (𝑁𝑁Li − 2𝑁𝑁S) × 𝑁𝑁Li].                      (5.1) 

Here 𝐸𝐸𝑎𝑎𝑙𝑙𝑎𝑎𝑏𝑏 represents the total energy of a surface structure, 𝑔𝑔Li2S
bulk is the energy per Li2S 

formula unit in the bulk phase, and 𝑁𝑁𝐿𝐿𝑖𝑖 is the energy per Li atom in the fcc Li crystal. All 

of these energies are calculated by the first-principles DFT approach at 0K. In Eqn. (1), 

A represents the surface area of the model, NS is the number of S atoms in the model and 

NLi is the number of the Li atoms in the model, respectively. To include realistic battery 

operation conditions, the applied potential should be considered and Eqn. (1) is rewritten 

as[149]  

                             𝛾𝛾 = 1
2𝐴𝐴
�𝐸𝐸slab − 𝑁𝑁𝑎𝑎𝑔𝑔Li2S

bulk − (𝑁𝑁Li − 2𝑁𝑁S) × (𝑁𝑁Li − 𝑒𝑒𝑒𝑒)�.               (5.2) 

Here U is the applied potential referenced to the standard Li/Li+ potential.  

The reduction of sulfur is a multistep process during the discharge, and the final 

product is Li2S. Generally, solid sulfur (S8) is reduced to soluble long-chain polysulfides, 

and then soluble polysulfides are reduced to the insoluble short-chain polysulfides (Li2S2 

and Li2S) which deposit on the substrate finally [150]. Solid phase Li2S2, as an 

intermediate product, is converted to Li2S to lower the total energy of the system [151]. 
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From a thermodynamic aspect, the surface with lowest Gibbs energy per area represents 

the most stable surface structure. In order to understand the growth of the Li2S surface, 

the Gibbs energy difference (adsorption energy) induced by Li atoms and Li2Sx (x=1, 2) 

adsorption on stable surfaces is studied in the present work. The Gibbs energy difference 

is approximated by  

                                     𝛥𝛥𝛥𝛥 = 𝐸𝐸(𝑡𝑡Li,𝑛𝑛Li2S𝑥𝑥) −𝑡𝑡𝑁𝑁Li − 𝑛𝑛𝐸𝐸Li2S𝑥𝑥 − 𝐸𝐸slab.                  (3) 

Here 𝐸𝐸(𝑡𝑡Li,𝑛𝑛Li2S𝑥𝑥) is the total energy of the substrate with the adsorbate.  m and n 

represent the number of Li atoms and Li2Sx molecules which are deposited on the 

substrate, respectively. 𝐸𝐸Li2S𝑥𝑥 is the energy of the isolated molecule calculated in a 20 ×

20 × 20 Å3 cubic box. The negative Δ𝛥𝛥 indicates an exothermic process, which means 

the chemical reaction happens spontaneously.  

5.1.2 Results and Discussion  

In the present work, the optimized lattice parameter of crystal Li2S is 5.72 Å, 

which is in good agreement with the experimental value of 5.69 Å [152], and with a 

previous theoretical result 5.71 Å [78]. The single vacancy energy is 3.37 eV, which is 

the same as Luo’s result [78]. The formation energy of bulk Li2S in our DFT calculation 

is −8.52 kJ/g. This value is very close to the experimental formation enthalpy −9.40 

kJ/g at 298 K [153]. The difference may be in part due to the 0 K temperature used in 

the DFT calculation. It is well known that Li2S crystal is an insulator[70] and its indirect 

bandgap is 3.297 eV [71]. However, no experimental works have been reported related 

to electronic properties of alkali-metal sulfides. Figure 5.2(b) shows the density of states 

(DOS) calculated in the present model. It is clear that the difference between the 
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conduction band minimum (CBM) and valence band maximum (VBM) is about 3.4 eV. 

Compared to the experimental data and previous theoretical results, it is inferred that the 

present model is accurate enough to simulate the properties of Li2S material.  

 

Figure 5.2 . Li2S surface phase diagram in applied electronic field. The dotted lines 
represent insulating surfaces, the dashed lines represent p-type conductors, and the solid 
lines represent metallic-like structures. The vertical line represents the cell voltage of Li-
S battery.  

 

The Li2S surface phase diagram (Figure 5.2) is plotted according to Eqn. (5.2). 

The phase diagram shows that surface energies of stoichiometric structures are not 

affected by applied potential because the (𝑁𝑁𝐿𝐿𝑖𝑖 − 2𝑁𝑁𝑆𝑆) × (𝑁𝑁𝐿𝐿𝑖𝑖 − 𝑒𝑒𝑒𝑒) term is zero. It is 

worth noting that the theoretical cell voltage of the Li-S battery is 2.2 eV [154]. Around 

this potential, the two most stable surface structures are the stoichiometric (111) and 

(110) surfaces. This is in agreement with experimental observations. For example,  X-
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ray diffraction measurements also showed that Li2S (111) surface and (110) surface had 

higher intensities than surfaces with other Miller indices [155]. Zhang et al. synthesized 

Li2S nanoparticles by chemical lithiation, in which the (111) plane with a d-spacing of 

3.2 Å was observed using high-resolution transmission electron microscopy (HRTEM) 

[156].  

 

Figure 5.3 Schematic illustration of isolated (a) Li2S molecule and (b) Li2S2 molecule.  
Violet spheres and yellow spheres represent Li atoms S atoms, respectively.  

 

In order to fundamentally understand the Li2S growth, we evaluate adsorption of 

short polysulfide Li2Sx (x = 1, 2) molecules on the thermodynamically stable surfaces. 

The molecular structure of isolated Li2Sx is optimized in a 20 × 20 × 20 Å3 cubic box. 

The structure of the Li2S molecule is similar to that of the H2O molecule (Figure 5.3 (a)). 

The Li-S bond length of free Li2S molecule is 2.11 Å and the Li-S-Li bond angle 115.68°. 

The optimized Li2S2 molecule has a tridimensional monocyclic ring structure which 

point group symmetry is Cs(Figure 3(b)). For optimized Li2S2, the Li-S bond length is 

2.24 Å, and the S-S bond length is 2.19 Å. The Li-S-S angle is 60.69°, and the dihedral 

angle with S-S axis is 63.30°. Kao investigated the structures of Li2S2 molecule and 
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related energies by using Gaussian 70, and found that the tridimensional monocyclic ring 

structure was energetically more stable than other structures[157]. Geometric parameters 

of Li2S2 molecule in the present study agrees well with those in Kao’s report.  Wang et 

al. studied Li2S2 molecular structure with Gaussian 03 [158]. They also found that ground 

state of Li2S2 is a tridimensional monocyclic ring with 2.21 Å Li-S bond length. 

Geometric parameters of Li2S2 molecule in the present study agrees well with those in 

previous theoretical studies. 

First, we would like to discuss the geometric parameters of Li2S molecule 

adsorption on the stoichiometric (111) and (110) surfaces. Figure 5.4(a) depicts the 

optimized configuration of Li2S adsorption on the (111) surface. The adsorption energy 

is −1.78 eV. The S atom in the molecule interacts with a Li atom in the top layer of the 

substrate, and Li atoms in the molecule interact with S atoms in the substrate. The Li-S 

bond length in the molecule is stretched to 2.18 Å, and the Li-S-Li angle is decreased to 

97.55°. The bond length between S in the molecule and Li in the substrate is 2.31Å, 

which is 0.17 Å shorter than the Li-S bond in the Li2S crystal. The Li atom in the 

substrate coordinating with Li2S molecule is pulled out of the top surface due to the 

attraction between them. Li atoms in the molecule can also coordinate with S atoms in 

the substrate, and the related bond length is 2.42 Å. Figure 5.4(b) depicts the optimized 

configuration of Li2S molecule adsorption on (110) surface with -2.88 eV adsorption 

energy. The adsorbed molecule is parallel to the substrate with the Li-S-Li bisector along 

the [11�0] direction. The Li-S bond length of the adsorbed molecule is 2.22 Å, and the 

Li-S-Li bond angle slightly decreases to 107.18° compared to free Li2S molecule. The S 
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atom in the molecule coordinates with two Li atoms in the substrate and the related bond 

length is 2.38 Å. Li atoms in the molecule also coordinate with S atoms in the substrate 

with a bond length of 2.34 Å.  

 

Figure 5.4 Geometric structures of Li2S molecule adsorption on (a) (111) surface and (b) 
(110) surface. Violet spheres and yellow spheres represent Li atoms S atoms in the 
substrate, respectively. Blue spheres and green spheres represent Li atoms and S atoms 
in the adsorbate,  
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Figure 5.5 shows optimized geometric structures of Li2S2 molecule adsorption on 

stoichiometric (111) surface and (110) surface. Li2S2 molecule adsorption on (111) 

surface releases 1.44 eV per molecule.  The S-S bond is along [011�] direction, and the 

bond length is 2.16 Å, which approaches S-S bond length (2.19 Å) in free Li2S2. The Li 

atom in the molecule only coordinates with one S atom in the substrate is named Li1c 

(the blue atom on the left hand of the molecule in Figure 5.5(a), and the other Li atom in 

the molecule coordinates with two S atoms in the substrate is named Li2c (the blue atom 

on the right hand of the molecule in Figure 5.5(a)). In the adsorbed Li2S2 molecule, Li1c-

S bond length is 2.28 Å, and the Li2c-S bond length is 2.32 Å. It is also found that Li1c is 

much closer to its coordination S atom in the substrate than Li2c. The distance between 

Li1c and its coordination S atom in the substrate is 2.40 Å, which is shorter than the Li-S 

bond length 2.48 Å in the bulk phase; while the distance between Li2c and its 

coordination S atom is longer than 2.74 Å.  

For the Li2S2 molecule on (110) surface, the adsorption energy is -2.80 eV, which 

means the (110) surface is more active to accept Li2S2 molecule than (111) surface. The 

optimized configuration of Li2S2 adsorption on (110) surface is shown in Figure 5(b). It 

is interesting that the puckered Li2S2 is flattened by the (110) surface. The S-S bond of 

the adsorbed molecule is along [001] direction with a bond length of 2.17Å. The Li-S 

bond length in the molecule is stretched to 2.35 Å. Each S atom in the adsorbed molecule 

coordinates with two Li atoms in the substrate with a Li-S bond length of 2.59 Å, while 

each Li atom in the adsorbate coordinates with one S atom in the substrate with a Li-S 

bond length of 2.31 Å.  
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Figure 5.5 Geometric structures of Li2S2 molecule adsorption on (a) (111) surface and 
(b) (110) surface. Violet spheres and yellow spheres represent Li atoms S atoms in the 
substrate, respectively. Blue spheres and green spheres represent Li atoms and S atoms 
in the adsorbate, respectively. 

 

Electronic structures are analyzed in this study to deeply understand the 

interaction between Li2Sx and the substrate. Bader Charge Analysis[159] is employed to 

investigated the amount of charge transferring from the adsorbate to the substrate. 

Charge transfer induced by adsorption is not observed. The net charge (Q) on adsorbed 

Li2S molecules is only about +0.03 |e|, and the adsorbed Li2S2 molecules are even 
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neutral. The slight charge transfer indicates that the adsorbate interacts with the substrate 

via a strong covalent bond.  The charge density difference around adsorbed molecules 

and their coordination atoms is shown in Figure 5.6. It is obvious that there is an electron 

accumulation region between a Li (S) atom in the adsorbate and the coordinated S (Li) 

atom in the substrate, which indicates a typical covalent bond.  

 

Figure 5.6 Difference charge density of (a) Li2S molecule adsorption on (111) surface, 
(b) Li2S molecule adsorption on (110) surface, (c) Li2S2 molecule adsorption on (111) 
surface and (d) Li2S2 molecule adsorption on (111) surface. Violet spheres and yellow 
spheres represent Li atoms S atoms in the substrate, respectively. Blue spheres and green 
spheres represent Li atoms and S atoms in the adsorbate, respectively. The red isosurface 
(0.0035 e/Å3) represents charge accumulation. 

 

The growth process of the thermodynamically stable surfaces is studied in the 

present work. To model the growth process, an extra Li-S-Li tri-layer, which follows the 

layer sequence, is added onto the stoichiometric (111) surface, and a Li2S monolayer is 

added onto the stoichiometric (110) surface. For a (2 × 2) surface unit, both (111) tri-

layer and (110) monolayer consists of four Li2S units. From the initial state to the final 

state with a new layer, the reaction can be expressed as 

8Li+0.5S8+surface=4Li2S/surface+Δ𝐻𝐻. Here Δ𝐻𝐻 is the energy released during the 

reaction. Our present calculations predict that the theoretical discharge voltage according 



 

103 

 

to the reaction is 2.02 eV for both stoichiometric (111) and (110) surfaces. This voltage 

agrees very well with the lower plateau in the discharge profile of Li/S batteries.[160] 

Four reaction paths, shown in Figure 5.7, are designed to deeply understand the 

growth mechanism of thermodynamically stable surfaces. In Paths (I) and (II), Li2S2 

molecules and Li atoms are alternatively deposited on the surface. The difference is that 

Li2S2 is first deposited on the surface in Path (I), while Li is first deposited on the surface 

in Path (II). In Path (III), two Li2S2 molecules are deposited on the surface at the first 

two steps, and then Li2S2 deposition is reduced to Li2S by Li atoms. In Path (IV), Li2S 

molecules are deposited on the surface step by step. The Gibbs energy difference (Δ𝛥𝛥) 

of each intermediate state referencing to the initial state is calculated according to Eqn. 

(3) and shown in Figures 5.9 and 5.10. 

 

Figure 5.7 Reaction paths of Li2S surface growth.  
 

According to Figures 5.9(a) ~ (c), it can be known that Li2S2 deposition on the 

(111) surface at the first step produces a negative Gibbs energy difference, while Li 

atoms deposition at the first step produces a positive Gibbs energy difference. It is 

obvious that Path (II) is blocked because Li deposition on the stoichiometric (111) 
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surface is energetically disfavored. Oppositely, Li2S2 can spontaneously adsorb on the 

stoichiometric surface because of the negative Gibbs energy difference. The Gibbs 

energy difference between Step 2 and Step 1 in Path (I) is −3.74 eV, which is lower than 

the difference between Step 2 and Step 1 in Path (III) by 0.57 eV. According to this 

energy difference, it can be inferred that reducing Li2S2 deposition to Li2S (Path (I)) is 

energetically more favored than the Li2S2 deposition growth (Path (III)). Figure 8(d) 

shows the Gibbs energy profile of Li2S molecules deposition on the (111) surface with a 

stepwise manner (Path (IV)). For Li2S deposition, the Gibbs energy difference at the first 

step is −1.78 eV, which is 0.34 eV lower than that of Li2S2 deposition at the first step. 

Additionally, the Gibbs energy difference between the final state and initial state in Path 

(IV) is also 2 eV lower than that in Path (I).   

Figure 5.9 shows the atomic structure of each intermediate state for the (110) 

surface growth and the corresponding Gibbs energy difference. Similarly to the 

discussion of  (111) surface growth, Path (II) is blocked because Li atoms deposition on 

the clean (110) surface increases the Gibbs energy of the system as shown in Figure 

5.9(b). It is obvious that Li2S2 deposition on the clean surface at the first step is 

energetically favored, and the deposited Li2S2 tends to be reduced by Li atoms at the 

second step (Figure 5.9 (a)). Li2S deposition on the stoichiometric (110) surface releases 

2.88 eV at the first step, which is larger than the energy released by Li2S2 deposition at 

the first step. In addition, the Gibbs energy difference between the final state and initial 

state in Path (IV) is also 2.08 eV lower than that in Path (I).   
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Figure 5.8 Atomic structure of each intermediate state for stoichiometric (111) surface 
growth and the corresponding Gibbs energy difference referenced to the initial state. 
Violet spheres and yellow spheres represent Li atoms and S atoms in the substrate, 
respectively. Blue spheres and green spheres represent Li atoms and S atoms in the 
deposition.   
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Figure 5.9 Atomic structure of each intermediate state for stoichiometric (110) surface 
growth and the corresponding Gibbs energy difference referenced to the initial state. 
Violet spheres and yellow spheres represent Li atoms and S atoms in the substrate, 
respectively. Blue spheres and green spheres represent Li atoms and S atoms in the 
deposition.   

 

For the Li2S surface growing along both (111) direction (Figure 8) and (110) 

direction (Figure 5.9), the Gibbs energy difference Δ𝛥𝛥 between the final state (fully 
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covered structure) and initial state (clean surface and reactants) in Path IV is larger than 

that of the other three paths. According to Eqn. (5.3), the Gibbs energy difference 

between final state and initial state is calculated as  

                                      Δ𝛥𝛥 = 𝐸𝐸𝐶𝐶𝐶𝐶 − �𝐸𝐸𝐶𝐶𝐿𝐿 + 𝑡𝑡𝐸𝐸Li + 𝑛𝑛𝐸𝐸Li2S𝑥𝑥�.                            (5.4) 

Here 𝐸𝐸𝐶𝐶𝐶𝐶 is the total energy of the final state (fully covered structure). The summation 

of terms in the parentheses represents the total energy of initial state. 𝐸𝐸𝐶𝐶𝐿𝐿 stands for the 

energy of clean surface, 𝐸𝐸Li is the energy per atom in pure Li crystal, 𝐸𝐸Li2S𝑥𝑥 is the energy 

of isolated Li2Sx molecule. Although the final states of these four reaction paths are 

exactly the same, the initial state of Path IV is different from any other reaction path we 

considered in the present paper. The reactants in the initial state are four Li2S molecules 

in Path IV; while the reactants in other paths are four Li atoms and two Li2S molecules. 

Because the full reactions are started from different initial states, different Δ𝛥𝛥 values are 

obtained at the final states as shown in Figures 5.9 and 5.10.  

In general, our calculations predict that both stoichiometric (111) and (110) 

surfaces prefer to capture Li2Sx (x = 1, 2) rather than Li atoms at the first step during the 

growth. The adsorbed Li2S2 tend to be reduced to Li2S in the following Li adsorption 

step, because Li adsorption on the Li2S2 pre-adsorbed surface releases more energy than 

Li2S2 adsorption on the Li2S2 pre-adsorbed surface. In a Lithium sulfur battery, Li2S4 can 

be directly reduced to Li2S and deposit on the substrate, or it can be reduced to insoluble 

Li2S2  which is reduced to Li2S in the following reaction [150]. It is reported that direct 

Li2S deposition is the predominant reaction and Li2S2 deposition/reduction is kinetically 

slow [150]. This phenomenon is well explained by our theoretical simulation. Although 
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both Li2S adsorption and Li2S2 adsorption are exothermic reactions, the former one 

releases more energy. Additionally, the Gibbs energy difference between the final state 

and the initial state of the direct Li2S deposition process (Path (IV) in Figure 5.7) is larger 

than that of the Li2S2 deposition/reduction profess (Path (I) in Figure 5.7). From the 

thermodynamic aspect, the Gibbs energy difference between the products and reactants 

determines driving for a chemical reaction. Hence, the direct Li2S deposition is 

energetically favored due to the larger Gibbs energy difference.   

5.1.3 Conclusions 

The chemical reactions of insoluble lithium polysulfides on crystal Li2S surfaces 

are studied by a first-principles approach. Our simulations demonstrate that 

stoichiometric (111) and (110) surfaces are the most stable ones around the cell voltage 

of the Li-S battery. Geometric properties of Li2Sx molecules adsorption on crystal Li2S 

stable surfaces are predicted in this study. It is found that Li2Sx (x = 1, 2) adsorption on 

Li2S surfaces is an exothermic reaction, and Li2S molecule adsorption releases more 

energy than Li2S2 adsorption. Li2S (110) surface is more active to interact with Li2Sx 

molecules because of the stronger adsorption energy. Electronic structures demonstrate 

that adsorbates interact with substrates via strong covalent bonds, and the electron 

transfer from adsorbates to substrates is not observed. The growth mechanism of 

thermodynamically stable surfaces is investigated in this study. Our result predicts that 

Li2S direct deposition on the substrate is energetically more favorable than the Li2S2 

deposition/reduction process.  
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5.2 Formation of Li2S Film on Graphene  

5.2.1 Computational Method 

The growth of Li2S film on graphene is studied by a first-principle approach. All 

calculations ae based on density functional theory (DFT) [138, 139] within the plan wave 

basis set approach.[140, 141] The Kohn-Sham equations are solved by Vienna Ab-initio 

Simulation Package (VASP).[142, 143] The projector augmented wave (PAW) 

method[144, 145] is used to describe the electron-ion interactions, and generalized 

gradient approximations (GGA) of the Perdew-Burke-Ernzerhof (PBE) functional[146] 

are used to describe electron-electron exchange correlations. The energy cut-off of the 

plane wave basis set is set to 400 eV. A (3×3) graphene supercell with 16 Å vacuum is 

used to simulate Li2S/graphene interaction. The corresponding k-point grid is generated 

by Monkhorst-Pack (MP) technique for the Brillouin zone (BZ) sampling. The vdW-D3 

correction[161] is considered in the present study because van der Waals interaction 

plays an important role in the interaction between polysulfides molecules and (two-

dimensional) substrate.[162]  

5.2.2 Results and Discussions  

In order to fundamentally understand the Li2S growth on a carbon substrate, we 

study the adsorption of polysulfide Li2Sx (x = 1, 2) molecules on graphene. The 

adsorption energy (𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎) is calculated to evaluate the attractive interaction between 

adsorbate and substrate.  

                                     𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥@𝐺𝐺 − �𝐸𝐸𝐺𝐺 + 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥�.                                        (5.5) 
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Here 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥@𝐺𝐺 is the total energy of graphene with adsorbed Li2Sx molecule, 𝐸𝐸𝐺𝐺 is the 

energy of clean graphene monolayer and 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥 is the energy of an isolated Li2Sx 

molecule. The negative 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 indicates attractive interaction. Our DFT calculations 

demonstrate that Li2S molecule adsorption is energetically favored over Li2S2 adsorption. 

The Li2S adsorption energy is −0.80 eV with considering vdW-D3 correction and −0.55 

eV without considering vdW-D3 correction. The ratio of van der Waals interaction 

(𝑅𝑅𝑣𝑣𝑎𝑎𝑊𝑊) is used to estimate its contribution to adsorption energy.[162] 

                                            𝑅𝑅𝑣𝑣𝑎𝑎𝑊𝑊 = 𝐸𝐸𝑐𝑐𝑎𝑎𝑎𝑎
𝑣𝑣𝑎𝑎𝑊𝑊−𝐸𝐸𝑐𝑐𝑎𝑎𝑎𝑎

𝑛𝑛𝑛𝑛 𝑣𝑣𝑎𝑎𝑊𝑊

𝐸𝐸𝑐𝑐𝑎𝑎𝑎𝑎
𝑣𝑣𝑎𝑎𝑊𝑊 .                                                    (5.6)   

It is found that van der Waals contribution to Li2S molecule adsorption is about 31%. 

For Li2S2 molecule adsorption on graphene, 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎𝑣𝑣𝑎𝑎𝑊𝑊 is −0.76 eV and 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑡𝑡 𝑣𝑣𝑎𝑎𝑊𝑊 is −0.39 eV. 

It is obvious that graphene tends to accept Li2S molecule rather than Li2S2 molecule 

because Li2S adsorption releases more energy. The ratio 𝑅𝑅𝑣𝑣𝑎𝑎𝑊𝑊 for Li2S2 adsorption is 

49%. Thus, it can be inferred that van der Waals interaction makes more contribution to 

Li2S2 adsorption than Li2S adsorption. Physically this is because the van der Waals 

contribution is mainly due to S atoms.[162] This trend is also found in case of Lithium 

polysulfides adsorption on other two-dimensional materials.[162] Our previous study on 

insoluble polysulfides adsorption on crystalline Li2S (111) surface demonstrated that 

Li2S adsorption releases 1.78 eV,[163] which indicates that crystalline Li2S surface is 

more favorable for Li2S deposition than graphene as substrate.  
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Figure 5.10 Atomic structures of (a) Li2S molecule and (b) Li2S2 molecule adsorption 
on graphene. Green, violet and gray spheres represent S, Li and C atoms, respectively.  
 
Table 5.1 Geometric parameters of Li2Sx on graphene. 𝑫𝑫𝑳𝑳𝑫𝑫−𝑺𝑺 is the Li-S bond length in 
Li2Sx molecule. 𝑫𝑫𝑺𝑺−𝑺𝑺is the S-S distance in Li2S2 molecule. ϕ is the Li-S-Li bond angle, 
and θ is the Li-S-S bond angle. 𝑫𝑫𝑳𝑳𝑫𝑫−𝑪𝑪 is the averaged bond length between Li atoms and 
their coordinating C atoms. 

 
𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆 

(Å) 

𝐷𝐷𝑆𝑆−𝑆𝑆 

(Å) 

𝜙𝜙  

(°) 

𝜃𝜃  

(°) 

𝐷𝐷𝐿𝐿𝑖𝑖−𝐶𝐶 

(Å) 

Isolated Li2S 2.11 -- 115.7 -- -- 

Li2S@G(3×3) 2.18 -- 94.4 -- 2.63 

Isolated Li2S2 2.24 2.19 95.9 60.7 -- 

Li2S2@G(3×3) 2.28 2.11 86.2 62.5 2.68 

 

Atomic structures of Li2Sx adsorption on (3×3) graphene is depicted in Figure 1. 

For Li2S adsorption (Figure 5.10(a)), the Li-S bond length is stretched to 2.18 Å and Li-

S-Li bond angle (𝜙𝜙) is reduced to 94.4° as shown in Table 5.1. These geometric 

parameters agree well with the parameters of Li2S adsorption on crystal Li2S (111) 

surface.[163] According to the atomic structure in Figure 5.10(a), it is apparent that Li2S 

molecule interacts with graphene via Li-C bond, and the corresponding bond length is 

2.63 Å. For Li2S2 adsorption (Figure 5.10(b)), the Li-S bond length is stretched to 2.28 

Å and the S-S bond is decreased to 2.11 Å due to the interaction with graphene. Similarly 
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to Li2S adsorption on graphene, adsorbed Li2S2 molecule interacts with graphene via Li-

C bond and the corresponding bond length is 2.68 Å.  

As mentioned above, the ratio 𝑅𝑅𝑣𝑣𝑎𝑎𝑊𝑊 is less than 50% for Li2Sx adsorption on 

graphene. Hence, the chemical interaction is predominant in molecular Li2Sx-graphene 

interaction. The electronic structure of Li2Sx adsorption on graphene is investigated to 

deeply understand the Li2Sx-graphene interaction. The distribution of difference charge 

density induced by Li2Sx adsorption is demonstrated in Figure 5.11, which is calculated 

by the following equation  

                   Δ𝜌𝜌(𝑖𝑖) = 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥@𝐺𝐺(𝑖𝑖) − �𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥(𝑖𝑖) + 𝜌𝜌𝐺𝐺(𝑖𝑖)�,                              (5.7) 

where 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥@𝐺𝐺(𝑖𝑖) is the charge density in Li2Sx@graphene system, 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥(𝑖𝑖) is the 

charge density of isolated Li2Sx and 𝜌𝜌𝐺𝐺(𝑖𝑖) is the charged density of clean graphene with 

atoms at the same positions as in the in Li2Sx@graphene system. Electron accumulation 

regions appear between Li atoms in the adsorbate and C atoms in the substrate as shown 

in Figure 2. In addition, although interaction with graphene varies charge distribution 

around S atoms, the electron accumulation region is not observed between S atoms and 

C atoms. Thereby, it can be inferred that the adsorbate interacts with graphene via strong 

covalent bonds. The net charge on adsorbed Li2Sx molecule is estimated by Bader charge 

analysis.[159] It is found that Li2S is positively charged by 0.50 |e| after adsorption and 

Li2S2 is positively charged by 0.45 |e|. Hence, the stronger attractive interaction between 

Li2S molecule and graphene can also be attributed to the stronger coulomb attraction.  

The process of Li2S layer formation on (3× 3) graphene supercell is simulated by 

introducing more Li2S molecules onto the substrate. The Li2S coverage (Θ) on graphene 
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in this study is defined as the ratio of the total number of Li and S atoms to the total 

number of hollow sites in graphene. Hence, Θ = 1
3
 ML represents a single Li2S molecule 

adsorption as discussed in subsection A. Θ = 2
3
 ML means two Li2S molecules (or 

(Li2S)2) adsorb on graphene and Θ = 1 ML means three Li2S molecules (or (Li2S)3) 

adsorb on graphene.  

 

Figure 5.11 Difference charge density induced by (a) Li2S molecule and (b) Li2S2 
molecule adsorption. Green isosurface indicates electron depletion region and red 
isosurface indicates electron accumulation region. 

 

For Li2S adsorption with Θ = 2
3
, two different configurations are predicted by the 

present DFT simulations as shown in Figure 5.12, and corresponding energetic and 

geometric parameters are shown in Table 2. Multiple (3×3) supercells are shown in 

Figure 5.12(a) to clearly demonstrate the atomic arrangement and periodicity of the 

resulting structure. It can be seen that S atoms form periodically repeated rectangles, and 

each S atom is located at the center of small rectangle formed of four Li atoms. From the 

side view of Structure-I it can be seen that all Li and S atoms are in the same plane, 

parallel to the graphene monolayer. It is obvious that the atomic structure of Li2S layer 
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formed by adsorption with Θ = 2
3
 is similar to the typical Li2S (110) layer in Li2S crystal 

with anti-fluorite structure (Figure 3(c)). In Structure-I, The Li-S bond length is 2.21 Å, 

which is 0.27 Å shorter than the Li-S bond in Li2S crystal according to our previous 

study.[163] The length of short S-S bridge (𝐷𝐷𝑆𝑆−𝑆𝑆) in Structure-I is 3.70 Å, which is 0.90 

Å longer than the S-S distance in typical Li2S (110) layer. The variation of these 

geometric parameters is attributed to the lattice parameter mismatch between graphene 

and Li2S (110) layer. Multiple (3×3) supercells are shown in Figure 5.12(b) to clearly 

demonstrate the atomic arrangement and periodicity of the resulting structure. It is 

interesting that S atoms arrangement in Structure-II is hexagonal, which is similar to S 

atoms arrangement in typical Li2S (111) layer (Figure 5.12(d)). In Structure-II, each S 

atom coordinates with four Li atoms, and the S atom at the center of the S hexagonal 

disappears compared to the typical Li2S (111) surface. Hence, Structure-II is a defective 

Li2S (111) surface with Li2S vacancies. The side view of Structure-II also demonstrates 

that all Li and S atoms are in the same plane parallel to graphene monolayer. In Structure-

II, Li-S bond length is 2.24 Å, which is longer than the Li-S bond length in Structure-I, 

but still shorter than the Li-S bond length in Li2S crystal. The distance between two 

neighboring S atoms is about 4.28 Å, which is close to the S-S distance 4.05 Å in typical 

Li2S (111) layer. 
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Figure 5.12 Atomic structures of (Li2S)2 (figures (a) and (b)) on (3×3) graphene supercell  
and typical Li2S (110) surface (figure (c)) as well as Li2S(111) surface (figure (d)). Two 
structures are observed from computational results. In Structure-I, the arrangement of S 
atoms is rectangle-like, which is similar to the arrangement of typical Li2S (110) surface. 
In Structure-II, the arrangement of S atoms is hexagonal-like, which is similar to the 
arrangement of typical Li2S (111) surface.  
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The thermal stability of Structures-I and II are investigated in the present study. 

The temperature-dependent Gibbs free energy of a system is calculated by 

                                   𝛥𝛥(𝑇𝑇) = 𝐻𝐻(𝑇𝑇) − 𝑇𝑇𝑆𝑆𝑣𝑣𝑖𝑖𝑏𝑏(𝑇𝑇),                                            (5.8) 

in which H(T) is the enthalpy and 𝑆𝑆𝑣𝑣𝑖𝑖𝑏𝑏 is the vibration entropy which can be estimated 

by harmonic approximation[164] 

                𝑆𝑆𝑣𝑣𝑖𝑖𝑏𝑏(𝑇𝑇) = ∑ � ℏ𝜔𝜔𝑖𝑖

𝜅𝜅𝜅𝜅⋅𝑖𝑖𝑥𝑥𝑒𝑒�
ℏ𝜔𝜔𝑖𝑖
𝜅𝜅𝜅𝜅 �

− 𝑙𝑙𝑛𝑛 �1 − 𝑒𝑒𝑒𝑒𝑝𝑝 �−ℏ𝜔𝜔𝑖𝑖
𝜅𝜅𝜅𝜅

���3𝑁𝑁−3
𝑖𝑖 .                           (5.9) 

Here ℏ is the Planck constant normalized by 2𝜋𝜋, 𝜅𝜅 is Boltzmann constant, and 𝜔𝜔is the 

vibration frequency at Gamma point. The temperature-dependent enthalpy is composed 

by two components as  

                                           𝐻𝐻(𝑇𝑇) = 𝐸𝐸 + 𝐻𝐻𝑣𝑣𝑖𝑖𝑏𝑏(𝑇𝑇).                                                    (5.10) 

In Eqn. (1.6), E is the total energy of the system calculated by DFT simulation, and 𝐻𝐻𝑣𝑣𝑖𝑖𝑏𝑏 

is expressed as  

                         𝐻𝐻𝑣𝑣𝑖𝑖𝑏𝑏(𝑇𝑇) = ∑ �1
2
ℏ𝜔𝜔𝑖𝑖 + ℏ𝜔𝜔𝑖𝑖 �exp �ℏ𝜔𝜔𝑖𝑖

𝜅𝜅𝜅𝜅
� − 1�

−1
�3𝑁𝑁−3

𝑖𝑖 .                    (5.11) 

The Gibbs free energy per unit area is plotted in Figure 5.13. It is can be seen that the 

Gibbs free energy of Structure-II is lower than that of Structure-I around room 

temperature (300 K). The energy difference (Δ𝛥𝛥 = 𝛥𝛥𝐼𝐼𝐼𝐼 − 𝛥𝛥𝐼𝐼) apparently increases as 

temperature increases. The Structure-I is only stable at an extremely low temperature 

(below 100 K).  
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Figure 5.13 Temperature-dependent surface Gibbs free energy of Structure-I and 
Structure-II.  

 

According to Table 5.2, it is found that the interlayer space between Li2S layer and 

graphene in Structure-I is 3.95 Å without considering vdW-D3 correction and 3.49 Å 

with considering vdW-D3 correction. In Structure-II, the interlayer space is 4.04 Å and 

with considering vdW-D3 and 3.53 Å without considering vdW-D3. It is obvious that 

the vdW-D3 correction significant affects the interaction between Li2S layer and 

graphene. Interaction energy (𝐸𝐸𝑖𝑖𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖) between Li2S layer and graphene is calculated in 

the present study to estimate the contribution of van der Waals interaction. The 

interaction energy is expressed as  

                              𝐸𝐸𝑖𝑖𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖 = 𝐸𝐸(𝐿𝐿𝑖𝑖2𝑆𝑆)𝑛𝑛@𝐺𝐺 − (𝐸𝐸𝐺𝐺 + 𝐸𝐸(𝐿𝐿𝑖𝑖2𝑆𝑆)𝑛𝑛),                            (5.12) 

where 𝐸𝐸(𝐿𝐿𝑖𝑖2𝑆𝑆)𝑛𝑛@𝐺𝐺 is the total energy of  the system, 𝐸𝐸𝐺𝐺 is the energy of the substrate and 

𝐸𝐸(𝐿𝐿𝑖𝑖2𝑆𝑆)𝑛𝑛is the energy of the Li2S layer. According to Table 3, it can be seen that the 

interaction energy without considering vdW-D3 correction is only −0.03 eV in both 

Structure-I and Structure-II, which indicates that the chemical interaction between Li2S 

layer and graphene is quite weak. However, the interaction energy with vdW-D3 
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correction is about −0.5 eV, and the ratio of 𝑅𝑅𝑣𝑣𝑎𝑎𝑊𝑊 is about 94%, which indicates that the 

interaction between Li2S layer and graphene is dominated by van der Waals interaction.  

 

Figure 5.14 Atomic structure of (Li2S)3 adsorption on (3×3) graphene supercell. 
 

When the Li2S coverage Θ increases to 1 ML, the complete Li2S (111) layer named 

Structure-III appears on graphene as shown in Figure 5.14. It can be seen that the atomic 

arrangement is exactly the same as the typical Li2S (111) layer in crystal, and Li atoms 

are outside S plane. Li-S bond length in Structure-III is about 2.54 Å, which agrees well 

with Li-S bond length in Li2S crystal 2.48 Å. The S-S distance in Structure-III is 4.27 Å, 

which is 0.22 Å longer than that in Li2S crystal due to the lattice parameter mismatch 

between graphene and Li2S (111) layer. According to Table 5.2, it is found that vdW-D3 

correction does not affect the geometric parameters, e.g. 𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆 and 𝐷𝐷𝑆𝑆−𝑆𝑆, in Li2S layer. 

However, the distance between Li2S layer and graphene in Structure-III is reduced by 
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0.71 Å with considering vdW-D3 correction. The interaction energy between Li2S layer 

and graphene is −0.04 eV without considering van der Waals interaction, which 

indicates a very weak chemical interaction between the two. However, the interaction 

energy with considering vdW-D3 correction is −0.66 eV, and the ratio 𝑅𝑅𝑣𝑣𝑎𝑎𝑊𝑊 is 94%.  

 

Table 5.2. Geometric parameters of Li2S layer on graphene. 𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆 is the Li-S bond length 
in the Li2S layer. 𝐷𝐷𝑆𝑆−𝑆𝑆 is the distance between two neighbor S atoms. H is the interlayer 
space between graphene and Li2S layer. 

Configuration 
𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆 (Å) 𝐷𝐷𝑆𝑆−𝑆𝑆 (Å) 𝐻𝐻(Å) 

No vdW vdW-D3 No vdW vdW-D3 No vdW vdW-D3 

Structure-I 2.21 2.22 3.70 3.70 3.95 3.49 

Structure-II 2.24 2.25 4.28 4.28 4.04 3.53 

Structure-III 2.54 2.53 4.27 4.27 4.41 3.70 

a 𝐻𝐻 = ∑ 𝑧𝑧𝑖𝑖𝑀𝑀
𝑖𝑖=1
𝑀𝑀

−
∑ 𝑧𝑧𝑗𝑗𝑁𝑁
𝑗𝑗=1

𝑁𝑁
. 𝑧𝑧𝑖𝑖 is the position of the atom in Li2S layer, and 𝑧𝑧𝑖𝑖is the position of 

the atom in graphene. M is the total number of atoms in Li2S layer. N is the total number 
of carbon atoms.  

 

The process of Li2S (111) formation on graphene is summarized in Figure 5.15 

and the corresponding energy profile is plotted. It can be seen that a single Li2S molecule 

adsorbs on graphene first with a relative small adsorption energy. The adsorbed Li2S 

molecule interacts with graphene via strong covalent Li-C bonds. When introduced one 

more Li2S molecule to pre-adsorbed graphene, two configurations, Structure-I and 

Structure-II, are observed. Structure-I is similar to Li2S (110) layer and Structure-II is an 

incomplete Li2S (111) layer. The thermal stability of Structures-I and II are examined, 

and it is found that Structure-II is more stable at room temperature. According to Figure 
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6, it is found that the adsorption energy of introducing one more Li2S to graphene with 

pre-adsorbed single Li2S molecule is more negative than −4 eV. Hence, it can be inferred 

that the pre-adsorbed single Li2S molecule is the seed for the formation of Li2S layer on 

graphene.  

 

Table 5.3. Interaction energy between Li2S layer and graphene and the ratio of van der 
Waals interaction 

Configuration 𝐸𝐸𝑖𝑖𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖𝑛𝑛𝑡𝑡 𝑣𝑣𝑎𝑎𝑊𝑊 𝐸𝐸𝑖𝑖𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖𝑣𝑣𝑎𝑎𝑊𝑊  R 

Structure-I -0.03 -0.52 94% 

Structure-II -0.03 -0.49 94% 

Structure-III -0.04 -0.66 94% 

a 𝑅𝑅 = 𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖
𝑣𝑣𝑎𝑎𝑊𝑊 −𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛 𝑣𝑣𝑎𝑎𝑊𝑊

𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖
𝑣𝑣𝑎𝑎𝑊𝑊 . 

 

 

Figure 5.15 Energy profile of Li2S (111) layer formation on graphene.  
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5.2.3 Conclusions  

The interaction mechanism between Li2Sx (x = 1,2) and graphene substrate is 

studied by first-principles calculations. It is found that the adsorption energy of Li2S 

molecule on graphene is smaller than that on crystalline Li2S surface. It can be inferred 

that Li2S prefers to adsorb on the pre-deposited Li2S film in the Li-S battery cathode 

during the discharge. However, Li2S adsorption on fresh graphene is still energetically 

favored. The formation of Li2S film on the graphene is also studied and the energy profile 

is calculated. It is found that the formation of Li2S film is an exothermic process. 

Defected Li2S (111) layer will form on the graphene first, and then it will be converted 

to a perfect Li2S (111) layer with introducing more Li2S molecules to the deposited Li2S 

layer.  

5.3 Silicene as a Promising Host Material in the Cathode of Li-S Battery  

In this section, silicone is evaluated as a next generation of cathode host material. 

In order to improve the performance of Li-S battery, a variety of methods have been 

developed to inhibit the shuttle effect. In the anode side, alternative anodes are used to 

replace the metallic Li anode. Zheng et al. fabricated a Li-S battery with graphite-based 

all-carbon anode which achieved 90%  Coulombic efficiency for more than 550 cycles, 

but the discharge voltage was only 1.6 V [165]. Aurbach et al. first reported a Li-S 

battery with Si anode, which achieved a high discharge voltage with poor cycling 

stability [166]. In addition, Si anode always suffers from extreme volume variation 

which leads to mechanical degradation. This issue can be mitigated by using 

nanostructured Si materials as Cui et al. suggested [167]. Using electrolyte additives is 
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an effective way to protect Li metal anode to improve the practical capacity. LiNO3 is a 

popular additive [168, 169]. It can be reduced to insoluble LixNOy on Li anode surface 

and oxidize PSs to insoluble LixSOy, both of which serve as protection films to cut off 

the reactions between Li anode and PSs [170]. However, the protection films grow 

endlessly with the consumption of the LiNO3 additive, which can increase the electrical 

resistance [171]. Recently, Wang and his colleagues found that the shuttle effect can be 

reduced by using fluorinated electrolyte and fluorinated ether as co-solvent [172, 173]. 

The low solubility of PSs in the fluorinated electrolyte can limit the PSs diffusion from 

the cathode to the anode, and the fluorinated ether is helpful for a robust protective film 

formation on electrode surfaces.  

In the cathode side, a variety of cathode microstructures has been developed to 

trap PSs [79, 93-95, 174]. Recently, developing new materials to anchor PSs greatly 

attracts attentions. A lot of carbon-based materials (e.g. porous carbon, graphene 

nanosheets, and carbon nanotubes) with dopants have been employed to alleviate the 

shuttle effect because dopant atoms can strongly attract PSs [175-194]. Wang and his 

colleagues also found that N dopants can activate other functional groups to bind PSs 

[188, 192-194]. Graphene-based materials are widely used because their two-

dimensional (2D) structure can provide large specific surface area for electrochemical 

reactions. Beyond graphene, 2D polar materials, which have higher PSs affinities, are 

also applied in Li-S batteries. Nazar and her colleagues used conductive Ti2C nanosheets 

as cathode material and achieved high cycling stability [195]. They proposed that the 

initially adsorbed PSs can be converted to Li2S with the assistance of electrons 
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transferred from Ti2C. Cui and his colleagues achieved a high specific capacity under 

high rate conditions by using 2D transition metal disulfides as cathode materials  [196]. 

They theoretically investigated the interaction mechanisms between PSs and these 2D 

substrates by using atomistic simulations, and found that these metal disulfides can 

strongly attract PSs via chemical bonds [162].  

As discussed above, searching materials which have a high specific surface area 

and strong binding forces with PSs is an effective way to improve the performance of 

Li-S battery. In the present study, we focus on evaluating silicene as a promising cathode 

material for Li-S battery. Silicene has a graphene-like 2D structure which has a high 

specific surface area and zero band gap [197]. A previous theoretical study reported that 

silicene can facilitate the dissociation of adsorbed O2 [198]. If silicene can facilitate the 

dissociation and reduction of PSs, it will be helpful to improve the performance of Li-S 

battery.  

5.3.1 Computational Method 

In the present study, all atomistic simulations were performed using Vienna ab-

initio Simulation Package (VASP) [142, 143] based on density functional theory (DFT) 

[138, 139] within the plane wave basis set approach [140, 141]. The cut-off energy for 

the plane wave basis set was set to 400 eV to achieve both the computational accuracy 

and efficiency. The projector augmented wave (PAW) method [144, 145] was used to 

describe the electron-ion interactions, and the Perdew–Burke–Ernzerhof (PBE) 

functional [146] was employed to describe the electron-electron exchange correlations. 

The k-point grids in the Brillouin zone (BZ) were generated by Monkhorst-Pack (MP) 
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technique [147] with 𝛤𝛤 point as the origin. In this study, the silicene (4 × 4) unit cell 

with a vacuum of 16 Å thickness was used to study molecular polysulfides Li2Sx (x = 1, 

2, 4) adsorption. The computational experiments to study Li2S film formation on silicene 

were conducted on a silicene (2 × 2) unit cell with 16 Å thickness. The 3 × 3 × 1 k-

point grid was generated for (4 × 4) unit cell and the 6 × 6 × 1 grid was generated for 

(2 × 2) unit cell.  

 Li2Sx molecules (with x = 1, 2, 4) were considered to study the interaction 

mechanisms between lithium polysulfides and the silicene substrate. Li2S is the final 

discharge product which is insoluble in the electrolyte. Li2S2 is an intermediate product 

which has a low solubility in the electrolyte. Li2S4 is a predominant intermediate product 

with high solubility in the electrolyte. In order to evaluate the strength of interaction 

between adsorbed PS molecules and silicene, the surface energy was calculated as  

𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 =
𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥/𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠−𝑁𝑁×𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥−𝐸𝐸𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠

𝑁𝑁
,                                             (5.13) 

where 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥/𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠 was the total energy of Li2Sx adsorption on silicene, 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆𝑥𝑥 was the 

energy of an isolated Li2Sx molecule calculated in a 20 × 20 × 20 Å3 cubic box, and 

𝐸𝐸𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠 was the energy of the clean silicene. According to Eqn. (5.13), a negative 

adsorption energy 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 indicates an exothermic reaction, and a more negative (or lower) 

adsorption energy indicates a stronger attractive interaction between the adsorbed Li2Sx 

molecule and silicene. The atomistic structure evolution of Li2S film formation on the 

silicene was simulated by introducing Li2S molecules onto silicene (2 × 2) unit cell with 

pre-adsorbed Li2S molecules. 

 



 

125 

 

5.3.2 Results and Discussions  

Silicene has a honeycomb-like structure which is similar to graphene as shown 

in Figure 16(a). In the present study, the silicene structure is obtained by optimizing a 

crystalline silicon (111) monolayer with residual forces less than 0.02 eV/Å on each 

atom. The optimized lattice parameter for silicene is 3.87 Å and Si-Si bond length is 2.35 

Å, which agrees well with previous theoretical results [199, 200]. Figure 5.16(a) depicts 

that the silicene is buckled because the Si-Si bond is formed by sp3/sp2-like hybridization 

[201]. The silicene lattice can be divided into two sublattices. The sublattice can be 

identified by Si positions in the z direction. Si atoms with higher positions are in 

sublattice A and atoms with lower positions are in sublattice B. The vertical distance 

between sublattices A and B is 0.45 Å, which also exactly agrees with previous 

theoretical results. The conformations of free PSs considered in the present study are 

shown in Figure 1(b). Geometric properties of these molecules, e.g. Li-S bond length 

and S-S bond length, are also labeled in Figure 5.16(b). These values agree well with 

results calculated by Gaussian 03 [158].  

The effect of dopants on PS-silicene interaction is also studied in this work. Three 

dopant atoms, nitrogen (N), boron (B) and tin (Sn), are used to substitute Si atoms for 

generating doped silicene as shown in Figure 5.17. Several experimental studies proved 

that the performance of Li-S batteries can be improved by N dopants in carbon-based 

cathodes [184-189]. Recently, experimental studies also found that B-doped graphene as 

cathode can reduce capacity loss and improve cycling stability because the dopant can 
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strongly bind with Li2S [190, 191]. The formation energy for the dopant atom 

substituting a Si atom is calculated by  

𝐸𝐸𝑠𝑠𝑡𝑡𝑖𝑖𝑚𝑚 = �𝐸𝐸𝑎𝑎𝑒𝑒−𝑆𝑆𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖 + 𝑁𝑁𝑆𝑆𝑖𝑖� − (𝐸𝐸𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖 + 𝑁𝑁𝑎𝑎𝑒𝑒).                                       (5.14) 

Here 𝐸𝐸𝑎𝑎𝑒𝑒−𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖 and 𝐸𝐸𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖 are the energies of doped silicene and pristine silicene. 

𝑁𝑁𝑆𝑆𝑖𝑖 is the energy per Si atom in the perfect silicene. 𝑁𝑁𝑎𝑎𝑒𝑒 is the energy per dopant atom 

in the stable phase.  The formation energies for N, B and Sn substituting are 0.66 eV, 

0.71 eV and 1.02 eV, respectively. The positive formation energy indicates a 

relatively weaker bond between the dopant atom and the adjacent Si atom than the Si-

Si bond.  The density of states (DOS) of doped silicene is also shown in Figure 5.17. 

Dopants can induce new peak bridging conduction band and valence band. Hence 

dopants considered in the present study can increase the electronic conductivity of the 

substrate. 

The energetic and geometric properties of insoluble Li2Sx (x =1, 2) molecules 

adsorption on silicene are listed in Table 5.4. Figure 5.18 demonstrates atomistic 

structures of Li2S molecule adsorption on pristine and doped silicene sheets. The 

adsorption energy of Li2S molecule on pristine silicene is -3.14 eV, which indicates that 

Li2S adsorption on silicene releases more energy than adsorption on the crystalline Li2S 

surface [98] and graphene [162, 189, 190, 202]. The corresponding atomistic structure 

demonstrates that the S atom is located at the top of a Si atom in the sublattice A, and 

two Li atoms are located at the top of two Si atoms in the sublattice B. The Li-S bond is 

slightly stretched to 2.30 Å. Lin et al. studied metal atoms adsorption on silicene, and 

they found that the single alkaline atom prefers to adsorb at the hollow site [200]. In this 
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study, we also calculated the adsorption energy with S covering a Si atom in sublattice 

A and Li covering hollow sites. It is found that the adsorption energy is only 0.1 eV 

higher than that of the configuration shown in Figure 5.18(a).  

 

Figure 5.16 Atomistic structures of (a) silicene from top view as well as side view, and 
(b) free Li2Sx molecules. Blue balls, violet balls and yellow balls represent silicon atoms, 
lithium atoms and sulfur atoms, respectively. All atomistic structures in the present paper 
follow the same color code.  
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Figure 5.17 Density of states and the atomistic structures of  (a) N-doped silicene, (b) B-
doped silicene and (c) Sn-doped silicene. The cyan ball, dark green ball and gray ball 
represent N atom, B atom and Sn atom, respectively. Atomistic structures in the present 
paper follow the same color code. 
 

 

Figure 5.18 Atomistic structures of Li2S molecule adsorption on (a) pristine silicene, (b) 
N-doped silicene, (c) B-doped silicecne and (d) Sn-doped silicene. The cyan ball, dark 
green ball and gray ball represent N atom, B atom and Sn atom, respectively. Atomistic 
structures in the present paper follow the same color code.   
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Table 5.4 Energetic and geometric properties of dissoluble Li2Sx (x=1, 2) adsorption on 
silicene.   

 Eads  
(eV) 

𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆  
(Å) 

𝐷𝐷𝑆𝑆−𝑆𝑆  
(Å) 

𝐷𝐷𝑆𝑆−𝑆𝑆𝑖𝑖 
 (Å) 

𝐷𝐷𝑆𝑆−𝑎𝑎𝑒𝑒 
 (Å) 

Isolated Li2S -- 2.11 -- -- -- 

Li2S/Silicene -3.14 
(-3.31) 2.30 -- 2.15 -- 

Li2S/N-Silicene -0.93 
(-1.14) 2.32 -- -- 1.84 

Li2S/B-Silicene -2.63 
(-2.92) 2.33 -- -- 2.06 

Li2S/Sn-Silicene -2.82 
(-3.02) 2.26 -- -- 2.47 

Isolated Li2S2 -- 2.24 2.19 -- -- 

Li2S2/Silicene -3.09 
(-3.45) 2.37 3.80 2.12 -- 

Li2S2/N-Silicene -4.06 
(-4.38) 2.35 4.01 2.12 2.28 

Li2S2/B-Silicene -3.32 
(-3.49) 2.38 3.76 2.23 2.04 

Li2S2/Sn-Silicene -2.69 
(-3.06) 2.32 3.84 2.16 2.43 

𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 represents the adsorption energy. Numbers in parentheses are the adsorption 
energies calculated by DFT-D3 approach. 𝐷𝐷𝑖𝑖−𝑖𝑖 represents the shortest distance between 
atom i and atom j. Here i and j can be either Li, S, Si or dopant atom. 

 

In order to study the effect of dopant on Li2S adsorption, the Si atom coordinated 

with S atom is substituted by a dopant atom (N, B or Sn). According to Table 5.4, it is 

found that substitution atoms weaken the attraction between Li2S and substrate. For N-

doped silicene, the adsorption energy is significantly increased to -0.93 eV. For B-doped 

silicene and Sn-doped silicene, the adsorption energies are -2.63 eV and -2.82 eV, 

respectively. The variation of the adsorption energy is dependent on the electronegativity 

of the dopant. The electronegativity of N is 3.04, followed by B (2.04), Sn (1.96) and Si 
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(1.90). A higher electronegativity corresponds to a less negative adsorption energy. The 

dopant atom competes with Li2S molecule for capturing electron and N can gain more 

negative charge than other dopant atoms due to its high electronegativity. The Bader 

charge analysis [203-205] demonstrates that the Li2S molecule on N-doped silicene is 

positively charged by 1.33 |e|, followed by Li2S adsorption on B-doped silicene 

(positively charged by 0.50 |e|) and Sn-doped silicene (positively charged by 0.08 |e|). It 

was interesting that there is no obvious electron migration from Li2S to pristine silicene. 

The same phenomenon is also observed when Li2S molecule is adsorbed on crystalline 

Li2S surfaces [98].  

In order to further understand the interaction between Li2S molecule and silicene, 

the charge density difference is calculated to show the adsorption-induced electron 

redistribution (Figure 5.19). For Li2S adsorption on pristine silicene, it is clearly 

observed that an electron accumulation region appears between the S atom and its 

coordinating Si atom. This electron accumulation indicates a strong S-Si bond. For Li2S 

adsorption on Sn-doped silicene, the electron accumulation regions are also observed 

between S and Sn atoms. However, the volume of the region between S and Sn (Figure 

5.19(d)) is smaller than that between S and Si (Figure 5.19(a)). Therefore, the covalent 

S-Sn bond is weaker than S-Si bond, leading to an increase in adsorption energy. For 

Li2S adsorption on N-doped silicene, the electron depletion region is observed between 

S and N atoms, which indicates a repulsion between S and N atoms (Figure 5.19(b)). 

Hence Li2S on N-doped silicene has the highest adsorption energy (-0.93 eV). Electron 

accumulation regions are observed between Li atoms and Si atoms. Hence Li-Si bonds 



 

131 

 

also make a contribution for binding Li2S molecule with silicene. In addition, electron 

depletion regions appear between Li and S atoms, which indicate that Li-S bond is 

weakened by the adsorption. Therefor the Li-S bond is stretched after adsorption.  

 

Figure 5.19 Charge density difference of Li2S molecule adsorption on (a) pristine 
silicene, (b) N-doped silicene, (c) B-doped silicecne and (d) Sn-doped silicene. The red 
isosurface (0.003 |e| Å-3) indicates the electron accumulation region and the green 
isosurface (0.003 |e| Å-3) indicates the electron depletion region.  
 

The energetic and geometric properties of insoluble Li2S2 molecule adsorption 

on silicene are also listed in Table 5.4. The adsorption energy of Li2S2 on pristine silicene 

is -3.09 eV. The adsorption energy is much lower than Li2S2 adsorption on pristine 

graphene (-0.88 eV) [202]. Li2S2 adsorption energy on pristine silicene is slightly higher 

than Li2S adsorption on pristine silicene. This trend was also observed when insoluble 

Li2Sx (x = 1, 2) adsorbing on pristine graphene [202] and crystalline Li2S surfaces [98]. 
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The atomistic structure of Li2S2 on pristine silicene is depicted in Figure 5(a). Two S 

atoms are located on the top of two Si atoms in sublattice A. One Li atoms is located on 

the top of Si in sublatice B, and the other one occupies the hollow site. Li-S bonds are 

stretched 2.37 Å. As shown in Table 5.4, the S-S distance is 3.80 Å, which is much 

longer than the S-S bond in a free Li2S2 molecule (2.19 Å). It is inferred that S-S bond 

is broken after Li2S2 adsorbing on pristine silicene. Each S atom is negatively charged 

by 1.9 |e| according to Bader charge analysis. The ion state indicates that S22− anion is 

reduced to two S2- anions by interacting with silicene.  

The effect of dopant atoms on Li2S2 adsorption is also studied. According to 

Table 5.4, the N dopant can greatly strengthen the attraction between Li2S2 molecule and 

silicene due to the lowest adsorption energy 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 = -4.06 eV. It is worth noting that the 

free Li2S2 molecule is a closed ring. After Li2S2 adsorption on N-doped silicene, the ring 

is opened as shown in Figure 5.20(b). Li-S bonds are stretched to 2.35 Å ~ 2.43 Å in the 

adsorbed Li2S2 molecule. The distance between the non-connected Li and S atoms is 

4.25 Å, which is two times as long as Li-S bond length in a free Li2S2 molecule. The S-

S distance is 4.04 Å, which indicates that S-S interaction is cut off. It is worth pointing 

out that there is no S atom directly adsorbed on the top of N-dopant. As show in Figure 

5.20(b), one S atom coordinates with two Si atoms and the other S atom coordinate with 

one Si atom. In this configuration, three Si-S bonds form between the adsorbate and the 

substrate, which make a major contribution to the significant decrease in adsorption 

energy. Bader charge analysis shows that S atoms are electron acceptors. The S atom 

coordinated with two Si atoms is negatively charged by 2.0 |e|, and the S atom 
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coordinated with one Si atom is negatively charged by 1.9 |e|. According to Table 5.4, it 

is learned that the B dopant can also decrease the adsorption energy to -3.32 eV. B dopant 

is also helpful for Li2S2 decomposition. As shown in Figure 5.20(c), B dopant can also 

open the Li2S2 ring and cut off the S-S bond. The S atom coordinated with the B dopant 

is negatively charged by 1.4 |e|. The other S atom coordinated with two Si atoms is 

negatively charged by -1.9 |e|, which indicates that this S atom capture one electron from 

the substrate. Similarly with pristine silicene, Sn-doped silicene cannot open Li2S2 ring. 

The S-S interaction is also broken after adsorption, and S atoms accept electrons and are 

negatively charged by 1.8 |e| ~ 2.0 |e|, which indicates the reduction of S22− anion to S2- 

anions.  

Based on the above discussions, we can conclude that silicene is more favorable 

for binding Li2S2 molecules than graphene. In addition, silicene-based material can break 

the S-S bond and facilitate the reduction of S22− to S2-. Among pristine silicene and doped 

silicene sheets, N-doped silicene is the most attractive candidate for trapping Li2S2 

because it has the lowest adsorption energy. Additionally, N(or B)-doped silicene can 

open the Li2S2 ring, and facilitate converting Li2S2 to Li2S. The charge density difference 

is calculated to further understand the interaction mechanism between Li2S2 molecule 

and silicene as shown in Figure 5.21. It can be seen that a significant electron 

redistribution appears between S atoms and their coordinating Si atoms as well as B/Sn 

dopants. Electron accumulation regions are observed between S atoms and the substrate. 

Additionally, electron accumulation regions also appear between Li atoms and Si atoms. 

Therefore, Li2S2 molecules interact with silicene via strong chemical bonds.  
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Figure 5.20 Atomistic structures of Li2S2 adsorption on (a) pristine silicene, (b) N-doped 
silicene, (c) B-doped silicene and (d) Sn-doped silicene.  
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Figure 5.21 Charge density difference of Li2S2 molecule adsorption on (a) pristine 
silicene, (b) N-doped silicene, (c) B-doped silicecne and (d) Sn-doped silicene. The red 
isosurface (0.003 |e| Å-3) indicates the electron accumulation region and the green 
isosurface (0.003 |e| Å-3) indicates the electron depletion region.  
 

The energetic and geometric properties of soluble Li2S4 adsorption on silicene 

are listed in Table 5.5. The adsorption energy of Li2S4 on pristine silicene is -1.20 eV. 

The present simulations demonstrate that the adsorption energy of pristine silicene 

increases as the number of S atoms in PSs increases. Previous theoretical calculation 

reported that the adsorption energy of Li2S4 on graphene was higher than -1 eV [162]. 

Hence the silicene can supply stronger attractive force to trap soluble Li2S4 in the 

cathode, which can mitigate the shuttle effect. The atomistic structure of Li2S4 adsorption 

on pristine silicene is shown in Figure 5.22(a). It is interesting that the distance between 

SII and SIII is 3.84 Å, which indicates that the S4 chain decomposes into two shorter S2 

chains. Li atoms are shared by these two S2 chains. Bader charge analysis shows that 
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these two S2 chains are negatively charged by 1.8 |e|, which indicates the formation of 

S22− anions.  

 

Figure 5.22 Atomistic structures of Li2S4 adsorption on (a) pristine silicene, (b) N-doped 
silicene, (c) B-doped silicene and (d) Sn-doped silicene. S atoms are numbered by 
Roman numerals from the bottom left one to the top left one in the order of 
counterclockwise.  
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Table 5.5 Energetic and geometric properties of dissoluble Li2S4 adsorption on silicone. 

 Eads  
(eV) 

𝐷𝐷𝑆𝑆𝐼𝐼−𝑆𝑆𝐼𝐼𝐼𝐼 (Å) 
𝐷𝐷𝑆𝑆𝐼𝐼𝐼𝐼−𝑆𝑆𝐼𝐼𝐼𝐼𝐼𝐼 (Å) 

𝐷𝐷𝑆𝑆𝐼𝐼𝐼𝐼𝐼𝐼−𝑆𝑆𝐼𝐼𝐼𝐼 
(Å) 

Isolated Li2S4 -- 2.09 2.11 2.09 

Li2S4/Silicene 
-1.20 

(-
1.81) 

2.07 3.84 2.07 

Li2S4/N-Silicene 
-2.42 

(-
4.92) 

2.11 3.98 2.10 

Li2S4/B-Silicene 
-1.34 

(-
1.85) 

2.07 2.04 2.18 

Li2S4/Sn-
Silicene 

-1.92 
(-

2.59) 
2.12 4.12 2.08 

𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 represents the adsorption energy. Numbers in parentheses are the adsorption 
energies calculated by DFT-D3 approach. 𝐷𝐷𝑖𝑖−𝑖𝑖 represents the shortest distance between 
atom i and atom j. Here i and j can be either Li, S, Si or dopant atom.  
 

Compared with pristine silicene, N-doped silicene doubles the Li2S4 adsorption 

energy. Hence N dopant can further increase the ability to trap the soluble PS. The S4 

chain also decomposes on N-doped silicene because the SII-SIII distance rises to 3.98 Å.   

The SISII chain is negatively charged by 2.1 |e|, and the other chain is negatively charged 

by 2.0 |e|. Sn dopant can decrease the Li2S4 adsorption energy to -1.92 eV. On Sn-doped 

silicene, the S4 chain also decomposed into two S2 chains and each of short chains is 

negatively charged by about 2 |e|. The B dopant can only decrease the Li2S4 adsorption 

to -1.32 eV, and the decomposition of S4 chain is not observed. Bader charge analysis 

shows that the sulfur chain still remains as S42− anion.  

Zhang et al. found that van der Waals interaction makes a predominant 

contribution to the adsorption energies of lithium polysulfides on graphene [162]. In this 

study, the adsorption energy with the contribution of van der Waals is also calculated by 
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DFT-D3 method reported by Grimme et al [161]. It is found that chemical interactions 

dominate insoluble polysulfides adsorption on silicene. For Li2S4 on N-doped silicene, 

the adsorption energy with considering van der Waals potential is -4.92 eV. In this case, 

the chemical interaction and the van der Waals interaction make almost equivalent 

contributions to the adsorption energy.  

The atomistic structure evolution of Li2S layer formation on pristine silicene is 

also studied in the present work. The structure evolution is modeled by Li2S molecules 

co-adsorption on silicene (2 × 2) unit cell. Multiple unit cells shown in Figure 8 clearly 

demonstrate the atom arrangement and periodicity of the resulting structures. Figure 

5.23(a) demonstrates the atomistic structure of two Li2S molecules co-adsorption on 

silicene (2 × 2) unit cell and the structure is named Structure-I. In Structure-I, S atoms 

form periodically repeated rectangles, and each S atom is located at the center of a small 

rectangle formed of four Li atoms. From the side view of Structure-I, it can be seen that 

all Li and S atoms are in the same plane which is parallel to the silicene monolayer. It is 

obvious that the Li2S layer in Structure-I is similar to the typical Li2S (110) layer in Li2S 

crystal with anti-fluorite structure (Figure 5.23(d)). In Structure-I, the shortest S-S 

distance is 3.87 Å, which is 0.18 Å shorter than the S-S distance in crystalline Li2S. The 

shortest Li-S bond in Structure-I is 2.44 Å, which is also slightly shorter than Li-S bond 

in crystalline Li2S. The interfacial energy between Li2S layer and silicene layer is 

calculated by 

𝐸𝐸𝑖𝑖𝑛𝑛𝑡𝑡𝑠𝑠 = 1
𝐴𝐴

(𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆/𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖 − 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆
𝑙𝑙𝑎𝑎𝑙𝑙𝑖𝑖𝑖𝑖 − 𝐸𝐸𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖

𝑙𝑙𝑎𝑎𝑙𝑙𝑖𝑖𝑖𝑖 ).                                       (5.15) 
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Here A is the interfacial area. 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆/𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖 is the total energy of the interface structure. 

𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆
𝑙𝑙𝑎𝑎𝑙𝑙𝑖𝑖𝑖𝑖 is energy of the Li2S layer, and 𝐸𝐸𝑎𝑎𝑖𝑖𝑙𝑙𝑖𝑖𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖

𝑙𝑙𝑎𝑎𝑙𝑙𝑖𝑖𝑖𝑖  is the energy of silicene layer. When 

calculating the energies of Li2S layer and silicene layer, atoms are in the same positions 

as in the complete interface structure. The interfacial energy of Structure-I is -77 meV 

Å-2, which indicates that the chemical interaction between Li2S layer and silicene is much 

stronger than that between Li2S layer and graphene [202]. Figure 5.23(b) depicts the 

atomistic structure of three Li2S molecules co-adsorption on silicene (2 × 2) unit cell, 

which is named Structure-II. It is interesting that S atoms form hexagonal rings which 

are similar to the arrangement of S atoms in the crystalline Li2S (111) plane (Figure 8(e)). 

Compared with a typical Li2S (111) layer, the Li2S layer in Structure-II misses a Li2S 

unit at the center of the hexagon. Hence the Li2S layer in Structure-II is a defective Li2S 

(111) layer. In this defective layer, the shortest S-S distance is 3.83 Å and the Li-S bond 

length is about 2.26 Å. The interfacial energy of Structure-II is -74 meV Å-2, which is 

slightly higher than that of Structure-I. Figure 5.23(c) depicts the atomistic structure of 

four Li2S molecules adsorption on silicene (2 × 2) unit cell, which is named Structure-

III. In this structure, silicene is completely covered by a Li2S layer. The arrangement of 

Li and S atoms in the Li2S layer exactly follows the arrangement in the crystalline Li2S 

(111) layer. The S-S distance in Structure-III is 3.87 Å and the Li-S bond length is 2.35 

Å. The interfacial energy of Structure-III is -29 meV Å, which indicates a weaker 

attractive force between Li2S (111) layer and silicene than that between Li2S (110) layer 

and silicene. The interlayer space between Li2S layer and silicene layer is also listed in 

Table 3. It can be found that the interlayer space increases as the interfacial energy 



 

140 

 

increases. The charge density difference is calculated to analyze the interaction 

mechanism. Figures 5.25(a) and (b) demonstrate that the Li2S (110) layer and the 

defective Li2S (111) layer chemically interact with silicene via Li-Si bonds and S-Si 

bonds. However, for the perfect Li2S (111) layer deposition on silicene, only Li-Si bonds 

appear in the interlayer space and S-Si bonds disappear. Hence the interfacial energy of 

Structure-III is higher than the other two cases.   

 
Figure 5.23 Atomistic structure variation of Li2S layer formation on pristine silicene. (a) 
Structure-I is modeled by two Li2S molecules co-adsorption on silicene (𝟐𝟐 × 𝟐𝟐) unit cell. 
(b) Structure-II is modeled by three Li2S molecules co-adsorption on silicene (𝟐𝟐 × 𝟐𝟐) 
unit cell. (c) Structure-III is modeled by four Li2S molecules co-adsorption on silicene 
(𝟐𝟐 × 𝟐𝟐) unit cell. The arrangement of Li and S atoms in Structure-I is similar to that in 
(d) crystalline Li2S (110) plane. The arrangement of Li and S atoms in Structure-III is 
similar to that in (e) crystalline Li2S (111) plane.  
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Figure 5.24 Charge density difference of (a) Structure-I (Li2S (110) layer on silicene), 
(b) Structure-II (defective Li2S (111) layer on silicen) and (c) Structure-III (perfect Li2S 
(111) layer on silicene).The red isosurface (0.005 |e| Å-3) represents the electron 
accumulation region and the green isosurface (0.005 |e| Å-3) represents the electron 
depletion region.  
 

Table 5.6 Energetic and geometric properties of Li2S/silicene interface.  

 Eintf  
(meV Å2) 

𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆 
(Å) 

𝐷𝐷𝑆𝑆−𝑆𝑆 
(Å) 

𝐻𝐻 
(Å) 

Structure-I -77 2.44 3.87 2.41 

Structure-II -74 2.26 3.83 2.65 

Structure-III -29 2.35 3.87 3.22 

𝐸𝐸𝑖𝑖𝑛𝑛𝑡𝑡𝑠𝑠 represents the interfacial energy. Numbers in parentheses are the interfacial 
energies calculated by DFT-D3 approach. 𝐷𝐷𝑖𝑖−𝑖𝑖 represents the shortest distance between 
atom i and atom j. Here i and j can be either Li, S, Si or dopant atom.  
 

According to Figure 5.23, it can be inferred that the Li2S (110) layer will appear 

on silicene first. With introducing more Li2S molecules to the substrate, the Li2S (110) 

layer will be converted to the Li2S (111) layer with the defective Li2S (111) layer as the 

intermediate state. In Figure 5.24, the energy profile of Li2S layer formation on silicene 

is calculated to confirm that the procedure shown in Figures 5.24(a) ~ (c) is energetically 

favored. The clean silicene is preset as the reference state, and the energy difference Δ𝐸𝐸 

induced by Li2S deposition is calculated by  

Δ𝐸𝐸𝑛𝑛 = 𝐸𝐸𝑛𝑛 − 𝐸𝐸0 − 𝑛𝑛𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆,                                                     (5.16) 
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where n is the number of Li2S molecules on silicene (2 × 2) unit cell, 𝐸𝐸0 is the energy 

of the clean silicene, and 𝐸𝐸𝑛𝑛 the energy of silicene with adsorbates. Here n = 1 represents 

a single Li2S molecule adsorption on silicene, n = 2 represents the Li2S (110) layer 

formation on silicene, n = 3 represents the defective Li2S (111) layer formation on 

silicene, and n = 4 represents the perfect Li2S (111) layer formation on silicene. Figure 

5.24 demonstrates that the energy decreases as the number of adsorbed Li2S molecules 

increases until the silicene is fully covered. This trend indicates that the formation of 

Li2S layer on silicene is an exothermic and thermodynamically favorable process.  

5.3.3 Conclusions 

In this study, a first-principles approach is used to evaluate silicene as promising 

cathode material to immobilize discharge products in Li-S batteries. Computational 

results show that silicene can strongly attract Li2Sx (x = 1, 2, 4) molecules via chemical 

bonds. Geometric structures and electronic structures demonstrate that silicene can 

facilitate the dissociation of PSs and the reduction from S42− to S22− and S22− to S2−. The 

effect of dopants on PSs adsorption is investigated. It is found that N-doped silicene can 

further facilitate the adsorption and reduction of intermediate products Li2S4 as well as 

Li2S2. Hence silicne-based cathode is an attractive candidate for trapping PSs and 

mitigating shuttle effect. The atomistic structure evolution of Li2S layer formation on 

silicene is also studied. It is found that Li2S (110) plane first forms on silicene, and then 

the L2S (110) layer is converted to Li2S (111) layer with introducing more Li2S 

molecules to the pre-deposited Li2S layer. The Li2S layer interacts with silicene via 
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strong chemical bonds. The energy profile demonstrates that the formation of Li2S layer 

on silicene is energetically favorable. 

5.4 Li2S Formation on the Surface of Li Metal Anode 

Developing electrolyte additives to protect the Li metal anode surface is another 

way to improve specific capacity.[206]  The most popular additive, LiNO3,[168, 169] is 

reduced on the Li metal surface to insoluble LixNOy and oxidizes the PSs to insoluble 

LixSOy, all of which passivate Li anode surface and prevent electron transfer from the Li 

metal to PSs.[170] However, Zhang reported that the passivation film grows endlessly 

with the consumption of LiNO3,[171]. In addition LiNO3, can also be irreversibly 

reduced on the carbon cathode surface, with the products adversely affecting the 

reversibility and capacity of the battery.  

Here we focus on the understanding of Li2S precipitation on the Li anode surface. 

We employ a first-principles approach including density functional theory (DFT) to 

investigate the interaction mechanisms between the insoluble Li2S molecule and the Li 

metal surface and the atomic structure evolution during the formation of a Li2S film on 

the Li surface.  

5.4.1 Computational Method 

First-principles calculations are performed using the Vienna ab initio Simulation 

Package (VASP) [142, 143] based on DFT[138, 139] within the plane wave basis set 

approach.[140, 141] The electron-ion interactions are described by the projector 

augmented wave (PAW) method,[144, 145] and the electron-electron exchange 

correlations are described by the Perdew-Burke-Ernzerhof (PBE) functional.[146] The 
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Monkhorst-Pack (MP) technique[147] is employed to generate k-point grids for the 

Brillouin zone (BZ) sampling. A 400 eV energy cut-off for the plane-wave basis set is 

used to achieve both computational accuracy and efficiency. The Hellman-Feynman 

forces are less than 0.02 eV/Å when optimizing the atomic positions.  

For the evaluation of Li2S adsorption and film formation on the anode surface, 

slab models with Li (110)-(2×2) surface unit cell (SUC) and Li (111)-(2×2) SUC are 

employed to represent the Li anode surface. The (110) surface is the close-packed plane 

of Li crystal with body centered cubic (bcc) structure. The (111) surface has a two 

dimensional hexagonal structure which is similar to the structure of crystalline Li2S (111) 

surface. To avoid interactions between consecutive slabs, two adjacent slabs are 

separated by 16 Å of vacuum. The Li (110) surface model consists of 5 atom layers and 

the (111) surface model consists of 7 atom layers. The upper three layers are relaxed and 

the bottom layers are fixed as in the bulk-like positions. Li2S molecules are placed on 

the relaxed side of the Li slab where the effect of the induced dipole moment is taken 

into account by applying a dipole correction.[207]  

To evaluate the interaction strength between an adsorbed Li2S molecule and the 

Li surface, the surface energy is calculated as  

                   𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆@𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠 − 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆 − 𝐸𝐸𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠,                                          (5.17) 

where 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆@𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠 is the total energy of the Li2S on Li surface, 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆 is the energy of an 

isolated Li2S molecule calculated in a 20×20×20 Å3 box, and 𝐸𝐸𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠 is the energy of the 

clean surface. A negative 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 represents an exothermic reaction and attractive 

interaction between the Li2S molecule and the Li metal surface. 
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5.4.2 Results and Discussion 

Figure 5.25 shows the stable atomic configuration of a Li2S molecule adsorbed 

on the Li (110)-(2×2) surface. The atomic structure is visualized by Visualization for 

Electronic and Structural Analysis (VESTA).[148] Figure 1(a) clearly demonstrates that 

the Li2S molecule adsorbs almost parallel to the Li (110) plane. Due to the strong 

interaction between the Li2S molecule and the Li substrate, an obvious relaxation of the 

topmost atom layer of Li (110) surface is observed and the originally flat Li (110) plane 

is bent. Figure 5.25(b) shows the atom positions projected to the Li (110) surface. It is 

found that the S atom is located at the bridge site of two adjacent Li atoms in the topmost 

layer. The bond length between S and Li in the substrate is 2.47 Å (Table 5.7), which 

agrees well with the 2.48 Å Li-S bond length in crystalline Li2S.[163] Table 1 also shows 

the geometric parameters of adsorbed Li2S on Li (110) surface. It is found that the Li-S 

bond length of the molecule is stretched to 2.33 Å, and the Li-S-Li bond angle decreases 

to 86.4°. The adsorption energy of Li2S on Li (110) surface is -3.22 eV, which is more 

negative than the adsorption energy of single Li2S on crystalline Li2S surface. It can be 

inferred that the attractive interaction between the Li2S molecule and the Li (110) surface 

is stronger than that between the Li2S molecule and a pre-deposited Li2S film. This strong 

attraction between the adsorbate and substrate weakens intramolecular interactions; 

hence the Li-S bond is stretched.  
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Figure 5.25 (a) Side view and (b) top view of a single Li2S molecule adsorbed on the Li 
(110) surface. Yellow spheres represent S atoms. Violet spheres and blue spheres 
represent Li atoms in the Li metal substrate and adsorbed Li2S molecules, respectively.  
 

The atomic structure of a Li2S molecule adsorbed on the Li (111) surface is 

shown in Figure 5.26. From the side view of the structure it can be seen that the molecule 

parallels to the substrate (Figure 5.26(a)). Due to the open structure of Li (111) plane, 

the S atom cannot only interact with Li atoms from the topmost layer but also with a Li 

atom from the second layer. Figure 5.26(b) clearly shows the positions of atoms in Li2S 

projected to Li (111) surface. The S atom is located at the hcp hollow site and Li atoms 

in Li2S are located at the fcc hollow sites.  Similarly with Li2S adsorption on the Li (110) 

surface, the interaction from the Li (111) surface weakens the intramolecular Li-S bond 

and stretches the bond to 2.38 Å. The adsorption energy of Li2S on the Li (111) surface 

is -3.56 eV, which indicates that the attraction between the Li2S molecule and the Li 
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(111) surface is stronger than that on the Li (110) surface. The reason is that the Li (111) 

plane is not the close-packed plane; hence the Li (111) surface has more dangling bonds 

which can accept the Li2S molecule.  

It is interesting to compare the adsorption of Li2S to that of H2O. Michaelides et 

al. systematically studied single water molecule adsorption on transition and noble metal 

surfaces, and found that parallel H2O is the most stable configuration for adsorption on 

metal surfaces.[208] Since both Li and H are in the first group of the periodic table, and 

S as well as O belong to the chalcogen group, Li2S molecule, and H2O molecule should 

follow the same mechanism when interacting with metal surfaces. It was found that the 

molecular orbitals of the adsorbate optimize their mixing with the substrate and become 

greatly stabilized when the adsorbate lies flat on the metal surface.[208] 

 

Figure 5.26 (a) Side view and (b) top view of a single Li2S molecule adsorbed on the Li 
(111) surface. Yellow spheres represent S atoms.  
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Table 5.7 Energetic and geometric properties of Li2S adsorption on Li (110) and (111) 
surfaces. 𝑬𝑬𝜱𝜱𝑬𝑬𝑬𝑬 is the adsorption energy. 𝜽𝜽 is the LiSLi bond angle, 𝑫𝑫𝑳𝑳𝑫𝑫−𝑺𝑺

𝑺𝑺  is the Li-S bond 
length in the molecule and 𝑫𝑫(𝑳𝑳𝑫𝑫−𝑺𝑺)

𝑬𝑬  is the distance between S and Li atoms of the anode 
substrate.  

Configuration 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 (eV) 𝜃𝜃 (°) 𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆𝑚𝑚  (Å) 𝐷𝐷𝐿𝐿𝑖𝑖−𝑆𝑆𝑎𝑎  (Å) 

Li2S@Li(110) -3.22 85.4 2.33 2.47 

Li2S@Li(111) -3.57 134.0 2.38 2.47 

Li2S@Li2S(110)[163] -2.88 107.2 2.22 2.38 

Li2S@Li2S(111)[163] -1.78 97.6 2.18 2.31 

Isolated Li2S[163] -- 115.7 2.11 -- 

 

Further analysis of the electronic structures of Li2S molecule adsorption on the 

Li metal surface allows a better understanding of the interaction mechanisms. Figure 

5.27 depicts the charge density difference of Li2S adsorption on Li metal surfaces. The 

charge density difference is calculated by   

          Δ𝜌𝜌(𝑖𝑖) = 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆@𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠(𝑖𝑖) − 𝜌𝜌𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠(𝑖𝑖) − 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆(𝑖𝑖).                                 (5.18) 

Here 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆@𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠(𝑖𝑖) is the total charge density of the entire system,  𝜌𝜌𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠(𝑖𝑖) is the charge 

density of the substrate and 𝜌𝜌𝐿𝐿𝑖𝑖2𝑆𝑆(𝑖𝑖) is the charge density of the substrate. When 

calculating the charge density of the substrate or adsorbate, atoms are in the same 

positions as in the complete system. The charge density difference clearly demonstrates 

that electron accumulation regions appear between S atoms and Li atoms from the 

substrate. Electron depletion regions also appear between S atom and Li atoms in the 

adsorbed molecule, which indicate that the intramolecular Li-S bonds are weakened by 

the Li metal substrate. Electron accumulation indicating strong chemical interactions is 
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observed between substrate Li atoms and adsorbate Li atoms. According to what we 

discussed above, it is obvious that both Li and S atoms in the adsorbed Li2S molecule 

make contributions to interact with the Li anode surface. In contrast, for the single Li2S 

adsorption on graphene, Li2S only interacts with the substrate via S-C bond, and electron 

redistribution between Li and C cannot be observed.[209] Bader charge analysis is 

performed to calculate the net charge of the adsorbate. It is found that the Li2S molecule 

acts as the electron donor and the Li metal substrate as the acceptor. For Li2S adsorption 

on the Li (110) surface, the adsorbate is negatively charged with 0.39 |e|. On the Li (111) 

surface, a significant electron migration from the substrate to the adsorbate is observed. 

The 2s orbitals of Li atoms in the adsorbate are fully occupied. This is in contrast with 

the Li2S molecule acting as an electron donor when adsorbing on graphene.[209] The 

different behavior is attributed to the activity of the substrate. The Pauling 

electronegativity of Li is 0.98 and C is 2.55. Hence, the Li metal is more active to give 

electrons to the adsorbate than graphene.  

 

Figure 5.27 Difference charge density of Li2S molecule adsorption on (a) Li(110) surface 
and (b) Li(111) surface.  The red isosurface (𝟏𝟏.𝟓𝟓 × 𝟏𝟏𝟓𝟓−𝟏𝟏 𝒆𝒆/Å𝟏𝟏) represents electron 
accumulation and the green isosurface (𝟏𝟏.𝟓𝟓 × 𝟏𝟏𝟓𝟓−𝟏𝟏 𝒆𝒆/Å𝟏𝟏) represents electron depletion.  
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The atomic structure evolution of Li2S film formation on the Li (110)-(2×2) SUC 

(shown in Figure 5.28) and on the Li (111)-(2×2) SUC (shown in Figure 5.29) are 

studied by DFT simulations. The different states during the formation of Li2S film are 

represented by co-adsorption of Li2S molecules. The formation of a Li2S film on Li (110) 

surface is discussed first. The stable atomic structure of two Li2S molecules co-

adsorption on the (2×2) SUC is shown in Figure 5.28(a). It can be seen that Li2S columns 

appear along the [001] orientation. By periodically extending the atomic structure along 

the [001] and [11�0] orientations, we can see that the arrangement of Li and S atoms in 

the adsorbates is similar to that of a typical Li2S (110) plane. The Li-S bond length in the 

Li2S film is 2.37 Å, and the S-S distance is 3.44 Å, both of which are close to the 

corresponding values in the crystalline Li2S (110) plane. However, the distance between 

two Li2S columns in Figure 5.19(a) is 9.73 Å, which is 1.7 times of that in a typical Li2S 

(110) plane. This significant difference is attributed to the lattice mismatch between the 

Li (110) and Li2S (110) planes.  

Based on the atomic structure shown in Figure 5.28(a), one more Li2S molecule 

is placed on the surface, which means that three Li2S molecules co-adsorb on the Li 

(110)-(2×2) SUC. The atom positions after structure optimization are depicted in Figure 

4(b). It is interesting that the hexagon consisting of 6 S atoms linked by green lines shown 

in Figure 5.28(b) appears in the deposited Li2S film. An S hexagon with an S atom at the 

center is the feature of the typical crystalline Li2S (111) plane. The atomic structure 

shown in Figure 5.28(b) can be an intermediate state during the formation of the Li2S 

(111) film. In this intermediate state, the distance between two adjacent S atoms of the 
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hexagon varies from 3.91 Å to 5.20 Å, and the S-S distance in a perfect crystalline Li2S 

(111) plane is 4.05 Å.[209]  

Figure 5.28(c) depicts the top view of the stable atomic structure in which four 

Li2S molecules are placed on the Li (110)-(2×2) SUC.   It is obvious that the S positions 

projected on to the substrate follow the pattern of S arrangement in the crystalline Li2S 

(111) plane as discussed above. In the atomic structure shown in Figure 5.28(c), each S 

atom is surrounded by six Li atoms and the Li-S distance varies from 2.53 Å to 4.25 Å. 

The side view of this fully covered Li (110) surface is shown in Figure 5.31. The 

arrangement of atoms along the normal direction in the deposited Li2S film is different 

from crystalline Li2S (111) plane. In the perfect Li2S (111) plane, all S atoms are in one 

layer. However, in the Li2S film on Li (110) surface, S atoms are distributed into two 

layers. This Li2S film can be treated as a Li2S (111) plane distorted along the normal 

direction. Previous theoretical and experimental studies demonstrated that the facets of 

solid Li2S are dominated by the (111) surface which has the lowest Gibbs free 

energy.[155, 156, 163, 210] Hence, the distorted Li2S (111) film formed on the Li (110) 

surface can be the base for the precipitation of solid Li2S.  

 

Figure 5.28 Top view of (a) two , (b) three, and (c) four Li2S molecules adsorption on 
Li2S(110)-(2×2) surface unit cell which is marked by a black dash square.  
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Snapshots in Figure 5.29 demonstrate the mechanism of Li2S film formation on 

the Li (111)-(2×2) SUC. Figure 5.20(a) depicts the stable atomic structure of two Li2S 

molecules co-adsorption on the surface. It is found that a (Li2S)2 cluster forms on the Li 

(111) surface. In the cluster, each Li2S unit shares one Li atom with its partner, hence 

each S atom coordinates with 3 Li atoms. The Li-S bond length in the adsorbed (Li2S)2 

varies from 2.30 Å to 2.51Å, which is longer than the Li-S bond length of free Li2Sx (x 

= 1, 2) molecule. Figure 5.29(b) depicts the optimized configuration of three Li2S 

molecules co-adsorption on Li (111)-(2×2) SUC. In this case, a (Li2S)3 cluster forms on 

the anode surface. There are two kinds of S atoms in the cluster: the one coordinated 

with three Li atoms is named S3Li, and the one coordinated with four Li atoms is named 

S4Li. Li2S3Li molecule shares both of its Li atoms with partners, and Li2S4Li molecules 

share only one Li with partners. The length of Li-S3Li bonds varies from 2.38 Å to 2.48 

Å, and the length of Li-S4Li bonds varies from 2.31 Å to 2.41 Å. Figure 5.29(c) depicts 

the atomic structure of a fully covered Li (111) surface, which is represented by four 

Li2S molecules co-adsorption on the Li (111)-(2×2) SUC. It is clearly shown that the 

atom positions projected to the surface exactly follow the atomic arrangement in the 

crystalline Li2S (111) plane. As evident from Figure 5.29(c), the hexagon consisting of 

six S atoms can be identified, and the center of the hexagon is occupied by another S 

atom. Each S atom is surrounded by six Li atoms and the averaged Li-S bond length is 

around 2.93 Å, which is 0.45 Å longer than the Li-S bond in the Li2S crystal. The 

averaged distance between two adjacent S atoms is around 4.86 Å, which is also longer 

than the S-S distance in the Li2S crystal by 0.8 Å. These slight differences are attributed 
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to the lattice mismatch between the Li (111) surface and the Li2S (111) surface. The 

atomic positions in the Li2S film along the normal direction are shown in Figure 5.31(b), 

which is the side view of Li2S film/Li (111) interface. It is obvious that the S atoms are 

in the same layer and the coordinating Li atoms are above and below the S layer 

alternatively.  

  

 

Figure 5.29 Top view of (a) two Li2S molecules, (b) three molecules, and (c) four Li2S 
molecules adsorption on Li2S(111)-(2×2) surface unit cell which is marked by a black 
dash parallelogram.  

 

The energy profile of the Li2S film formation on Li anode is calculated to confirm 

that the mechanisms shown in Figures 5.28 and 5.29 are thermodynamically favorable. 

Here the clean surface is preset as the reference state, and the energy difference Δ𝐸𝐸 

induced by Li2S adsorption is estimated by  

                         Δ𝐸𝐸𝑛𝑛 = 𝐸𝐸𝑛𝑛 − �𝐸𝐸0 + 𝑛𝑛𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆�.                                                (5.19) 

In Eqn. (5.19), 𝐸𝐸0 is the energy of the clean surface, 𝐸𝐸𝑛𝑛 is the energy of Li surface with 

Li2S adsorbate, and n is the number of adsorbed Li2S molecules. Here n = 4 represents 

that the surface is fully covered by the Li2S film. Figure 5.30 demonstrates that the 

energy decreases as the number of adsorbed Li2S molecules increases until the Li surface 
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is fully covered. This trend indicates that the formation of Li2S film on Li metal is an 

exothermic and thermodynamically favorable process. The probability of a Li2S 

molecule detachment from the substrate can be estimated by Arrhenius equation 

                                   𝑃𝑃 = exp �− (Δ𝐸𝐸𝑛𝑛−Δ𝐸𝐸𝑛𝑛+1)
𝜅𝜅𝜅𝜅

�,                                                      (5.19) 

in which 𝜅𝜅 is Boltzmann constant and T is the temperature. According to the data 

provided by Figure 5.30, it is found that the detachment probability approaches 10-17 at 

room temperature. This extremely low probability indicates that it is hard to decompose 

a Li2S film precipitated on the Li anode surface.  

 In this study, the interaction between Li2S film and Li surface is also evaluated 

by calculating the interfacial binding energy  

                                  𝐸𝐸𝑏𝑏𝑖𝑖𝑛𝑛𝑎𝑎 = 𝐸𝐸𝑛𝑛=4 − 𝐸𝐸0 − 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆
𝑠𝑠𝑖𝑖𝑙𝑙𝑚𝑚,                                                  (5.20) 

where 𝐸𝐸𝐿𝐿𝑖𝑖2𝑆𝑆
𝑠𝑠𝑖𝑖𝑙𝑙𝑚𝑚 is the energy of the Li2S film. The interfacial binding energy of the distorted 

Li2S (111) film on Li (110)-(2×2) SUC is -5.22 eV and that of the Li2S (111) film on Li 

(111)-(2×2) SUC is -4.06 eV. These binding energies indicate strong chemical 

interactions between the Li2S film and the anode surface. To verify this argument, the 

difference charge density of Li2S film/Li anode interface is generated as shown in Figure 

5.31. Apparently, electron accumulation regions (red isosurface) appear between Li 

surface and Li2S film, and the bonds formed by S atoms and Li atoms in the substrate 

(violet sphere) penetrate electron accumulation regions. The electronic structures 

demonstrate that the Li2S film interacts with the Li anode surface via strong chemical 
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bonds. 

 

Figure 5.30  Energy profile of Li2S film formation on Li (110)-(2×2) SUC and Li (111)-
(2×2) SUC. The clean surface is set as the reference state with 𝚫𝚫E = 0 eV.  
 

 

Figure 5.31 Difference charge density of Li2S film adsorption on (a) Li(110) surface and 
(b) Li(111) surface.  The red isosurface (𝟏𝟏.𝟓𝟓 × 𝟏𝟏𝟓𝟓−𝟏𝟏 𝒆𝒆/Å𝟏𝟏) represents electron 
accumulation and the green isosurface (𝟏𝟏.𝟓𝟓 × 𝟏𝟏𝟓𝟓−𝟏𝟏 𝒆𝒆/Å𝟏𝟏) represents electron depletion. 



 

156 

 

5.4.3 Conclusions 

DFT simulations reveal new insights regarding the formation of a Li2S film on 

Li anode surfaces of Li-S batteries. DFT analyses  shows details of Li2S molecular 

adsorption on Li (110) and Li (111) surfaces with energies of  -3.22 eV and -3.57 eV 

respectively, which denote the strong interaction between adsorbate and substrate also 

confirmed by the difference charge density that shows chemical bonds formation 

between S atoms and Li atoms from the anode surface. For the Li (110) surface, a Li2S 

film with a Li2S (110)-like structure is predicted to form first and then the structure of 

the Li2S film is converted to a distorted Li2S (111) plane until the Li (110) surface is 

fully covered. For the Li (111) surface, (Li2S)n clusters form on the surface first and a 

perfect Li2S (111) plane appears finally. Both the interaction energy analysis and 

electronic structure analysis suggest that the Li2S film interact with the Li anode surface 

via strong chemical bonds, and the decomposition of Li2S film is difficult.   
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CHAPTER VI                                                                                                                                   

A MESOSCALE INTERFACIAL MODEL TO STUDY CATHODE SURFACE 

PASSIVATION OF LI-S BATTERY 

 

It is known that crystalline Li2S is an electronic insulator,[70, 98] hence the 

electrochemical reactions for PSs reduction are difficult to happen at the electrolyte/Li2S 

interface. The lateral growth of Li2S precipitation can reduce the fresh cathode surface 

which supplies electrons for electrochemical reactions. Gerber et al. reported a method 

to inhibit the lateral growth of Li2S film  by using benzo[ghi]peryleneimide (BPI) as the 

redox mediator, and the specific capacity is doubled by using the mediator.[99]  

 In this regard, it is necessary to control the precipitation morphology during the 

discharge process. In the presented study, a mesoscale interfacial model is developed to 

study how species concentration and temperature affect the Li2S film growth. This model 

is expected to provide strategies to defer surface passivation in Li-S battery cathode. 

6.1 Computational Method 

The formation of Li2S during discharge undergoes multistep reactions including: 

[211, 212] 

(i)      S8(s) = S8(𝑙𝑙),  

(ii)     S8 + 2e− = S82−, 

(iii)    S82− + 2e− = 2S42e
−, 

(iv)     S42− + 2e− = 2S22−, 

(v)      S22− + 2e− = 2S2−. 



 

158 

 

Reaction (i) represents the dissolution of 𝛼𝛼-S into electrolyte. Reactions (ii)~(v) 

represent electrochemical reactions, in which long-chain polysulfides (PSs) are gradually 

reduced into short-chain PSs. The short-chain PSs are insoluble in the electrolyte, hence 

they will precipitate onto the substrate when combining with Li+ ions:  

(vi)      2Li+ + S22− = Li2S2(↓), 

(vii)     2Li+ + S2− = Li2S(↓). 

The solid Li2S2 can be furtherly reduced to solid Li2S  

(viii)     Li2S2 + 2Li+ + 2e− = 2Li2S. 

There is a controversy about the composition of the discharge products in Li-S batteries. 

Barghamadi et al. reported that the direct formation of solid Li2S is the predominant 

reaction and the Reaction (viii) is kinetically slow.[150] Xiao et al. detected Li2S2 by 

using an in-situ nuclear magnetic resonance (NMR) technique.[213] However, Li2S2 is 

not a thermodynamically stable phase according to experimental observations[214] and 

the first-principles calculations,[215] and the XRD pattern of the final product matches 

the crystal structure of Li2S rather than the structure of Li2S2 predicted by the first-

principles calculations.[215]  Cuisinier et al. and Dominko et al. independently analyzed 

products during the discharge/charge cycling by operando X-ray absorption 

spectroscopy, and they found that Li2S is the only detectable crystalline phase among 

discharge products.[211, 216] Cuininier et al. also tracked the PSs evolution during 

discharge with NMR, but they did not detect solid Li2S2 as reported by Xiao et al.[213] 

Cañas et al. analyzed discharge products by in-situ XRD technique and they did not find 
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solid Li2S2.[217] Cañas et al. also found that (111) surface dominates the facets of 

crystalline Li2S, which is also confirmed by first-principle calculations.[163, 210, 218]  

 Based on findings discussed above, a coarse-grained lattice model is developed 

to represent the Li2S film structure with the following assumptions.  

(1)  Li2S is the only discharge product. 

(2) The film grows along the normal direction of Li2S (111) surface.  

(3) The film growth is only attributed to the direct deposition of Li2S molecules 

rather than Li2S2 deposition and reduction. 

(4) The structure of the Li2S is represented by a coarse-grained model. Each triatomic 

Li2S unit is simplified to a lattice site, and the position of a Li2S unit in the solid 

phase is represented by the position of the S atom. Hence the antifluorite structure 

of crystalline Li2S is converted to a face-centered cubic (fcc) structure. The 

coarse-grained model neglects the geometric parameters (i.e. bond length, bond 

angle and molecule orientation) at the atomic scale. 

(5) The adsorption and diffusion of a Li2S unit on the solid substrate is restricted by 

a solid-on-solid model,[219] in which an empty cell cannot accept a Li2S site 

unless this site coordinates with three occupied sites in the sublayer.  

A Kinetic Monte Carlo algorithm is employed to implement transition events taking 

place at the electrolyte/solid substrate interface. Three transition events are considered 

in the present model, which are Li2S adsorption, desorption, and diffusion on the surface. 

As discussed above, Li2S adsorption can only happen in an empty site cooperating with 
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three occupied sites in the sublayer. The adsorption rate of an available site is calculated 

by  

                                 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑘𝑘0𝑁𝑁𝑎𝑎𝑉𝑉
𝑆𝑆𝑐𝑐
𝑆𝑆
�𝐶𝐶𝐿𝐿𝑖𝑖+

2 𝐶𝐶𝑆𝑆2− − Θ�.                                (6.1) 

In Eqn. (6.11), k0 is the reaction rate constant, and Na is the Avogadro constant. V and S 

are the pore volume and cathode surface area in the porous cathode framework, 

respectively. Sa is the area of a lattice site projected to Li2S (111) surface. Ci is the 

reactant concentration and Θ is the Li2S solubility term.  

                                              𝑅𝑅𝑎𝑎𝑖𝑖𝑠𝑠 = 𝐷𝐷0
𝑎𝑎2

exp �− 𝐸𝐸𝑏𝑏
𝜅𝜅𝜅𝜅
�.                                             (6.2) 

In Eqn. (6.2), 𝑅𝑅𝑎𝑎𝑖𝑖𝑠𝑠 is the number of diffusion attempts per second. The term “d” is the 

distance between two adjacent sites. T is the temperature and κ is the Boltzmann 

constant. Previous first-principle calculation demonstrated that the chemical adsorption 

energy (Eads) of a single Li2S molecule on graphene is only -0.55 eV,[220] hence the 

desorption of a Li2S from the cathode surface should be considered and the desorption 

rate is calculated by  

                                            𝑅𝑅𝑎𝑎𝑖𝑖𝑎𝑎 = 2𝜅𝜅𝜅𝜅
ℎ

exp �𝐸𝐸𝑐𝑐𝑎𝑎𝑎𝑎
𝜅𝜅𝜅𝜅
�,                                              (6.3) 

where h represents the Planck constant.  Table 6.1 lists the values of input parameters in 

Eqn. (6.1) ~ (6.3). Previous first-principles calculation showed that there is a strong 

attractive interaction between a Li2S molecule and pre-adsorbed Li2S.[163, 220] 

Thereby, the adsorbed Li2S molecule will not implement desorption or diffusion once it 

coordinates with other Li2S sites. In KMC simulation, the procedure of Li2S film growth 

undergoes the following steps:  
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(a) Calculate the total transition rate. The total adsorption rate (Ω𝑎𝑎𝑎𝑎𝑎𝑎), diffusion rate 

(Ω𝑎𝑎𝑖𝑖𝑠𝑠) and desorption rate (Ω𝑎𝑎𝑖𝑖𝑎𝑎) are calculated based on Eqns (6.4) ~ (6.6). 

                                          Ω𝑎𝑎𝑎𝑎𝑎𝑎 = ∑ 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑁𝑁
𝑖𝑖=1 ,                                          (6.4) 

                                          Ω𝑎𝑎𝑖𝑖𝑠𝑠 = ∑ 𝑅𝑅𝑎𝑎𝑖𝑖𝑠𝑠𝑖𝑖𝑁𝑁
𝑖𝑖=1 ,                                           (6.5) 

                                          Ω𝑎𝑎𝑖𝑖𝑎𝑎 = ∑ 𝑅𝑅𝑎𝑎𝑖𝑖𝑎𝑎𝑖𝑖𝑁𝑁
𝑖𝑖=1 ,                                           (6.6) 

                                          Ω𝑡𝑡𝑡𝑡𝑡𝑡 = Ω𝑎𝑎𝑎𝑎𝑎𝑎 + Ω𝑎𝑎𝑖𝑖𝑠𝑠 + Ω𝑎𝑎𝑖𝑖𝑎𝑎.                          (6.7) 

The total transition event rate is the summation of Ω𝑎𝑎𝑎𝑎𝑎𝑎, Ω𝑎𝑎𝑖𝑖𝑠𝑠, and Ω𝑎𝑎𝑖𝑖𝑒𝑒. Here N 

is the total number of lattice site in the simulation domain, and i is the ith lattice 

site.  

(b) Select a transition event. A random number 𝛾𝛾1 uniformly distributed in (0, 1) is 

generated. In the condition of 𝛾𝛾1Ω𝑡𝑡𝑡𝑡𝑡𝑡 < Ω𝑎𝑎𝑎𝑎𝑎𝑎, adsorption event will happen; in 

the case of Ω𝑎𝑎𝑎𝑎𝑎𝑎 ≤ 𝛾𝛾1Ω𝑡𝑡𝑡𝑡𝑡𝑡 < Ω𝑎𝑎𝑎𝑎𝑎𝑎 + Ω𝑎𝑎𝑖𝑖𝑠𝑠, the diffusion event will happen; and 

in the case of Ω𝑎𝑎𝑎𝑎𝑎𝑎 + Ω𝑎𝑎𝑖𝑖𝑠𝑠 ≤ 𝛾𝛾1Ω𝑡𝑡𝑡𝑡𝑡𝑡 < Ω𝑡𝑡𝑡𝑡𝑡𝑡, the desorption event will happen. 

After determining the transition event, the position where the event will happen 

is determined by another random number 𝛾𝛾2. For adsorption event, the position 

is selected by  

                          ∑ 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑘𝑘−1
𝑖𝑖=1 < γ2Ω𝑎𝑎𝑎𝑎𝑎𝑎 ≤ ∑ 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑘𝑘

𝑖𝑖=1 .                                (6.8) 

 For diffusion event, the position is selected by   

                           ∑ 𝑅𝑅𝑎𝑎𝑖𝑖𝑠𝑠𝑖𝑖𝑘𝑘−1
𝑖𝑖=1 < γ2Ω𝑎𝑎𝑖𝑖𝑠𝑠 ≤ ∑ 𝑅𝑅𝑎𝑎𝑖𝑖𝑠𝑠𝑖𝑖𝑘𝑘

𝑖𝑖=1 .                                 (6.9) 

For desorption event, the position is selected by  

                           ∑ 𝑅𝑅𝑎𝑎𝑖𝑖𝑎𝑎𝑖𝑖𝑘𝑘−1
𝑖𝑖=1 < γ2Ω𝑎𝑎𝑖𝑖𝑎𝑎 ≤ ∑ 𝑅𝑅𝑎𝑎𝑖𝑖𝑎𝑎𝑖𝑖𝑘𝑘

𝑖𝑖=1 .                              (6.10) 
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Here k indicates the kth lattice site where the transition event happens. 

(c) Update structure and time. The film structure is updated according to the 

transition event selected in Step-(c). The time step of the selected event is 

evaluated by a random number 𝛾𝛾3 

                                        𝛿𝛿𝑡𝑡 = − 1
Ω𝑖𝑖𝑛𝑛𝑖𝑖

ln 𝛾𝛾3.                                            (6.11) 

 

Table 6.1. Input parameters and values of Eqns. (6.1) ~ (6.3) in CG-KMC model. 

Symbol  Value  

𝑘𝑘0 † Li2S deposition rate 
constant 

6.875 × 10−5  m6 mol2 

sec-1  

𝑁𝑁𝑎𝑎 Avogadro constant 6.02 × 1023 mol-1 

𝑉𝑉 ‡ Total pore volume of 
cathode microstructure 1.57 × 10−7 m3 

𝑆𝑆 ‡ Total cathode/electrolyte 
interfacial area 5.51 × 10−2 m2 

𝑆𝑆𝑎𝑎 Area per lattice site 1.41 × 10−19 m2 

𝐸𝐸𝑏𝑏 
Diffusion barrier of Li2S 

molecule on cathode 
surface 

0.01 eV 

𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 
Chemical adsorption 
energy of  Li2S on 

graphene 
-0.55 eV 

𝐶𝐶𝐿𝐿𝑖𝑖+ ‡ Concentration of Li+ 103 mol m-3 

𝐶𝐶𝑆𝑆2− ‡ Concentration of S2- 10−5~10−3 mol m-3 

𝑇𝑇 Operation temperature −40 °C ~ 80°C  

𝜅𝜅 Boltzmann constant 8.617 × 10−5 eV K-1 

ℎ Planck constant 4.136 × 10−15 eV sec-1 
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In the current CG-KMC model, a period boundary condition is applied along X 

and Y direction. In this case, an appropriate computational domain size should be 

selected because the simulation results show significant fluctuation if the domain size is 

too small to avoid the noise.[221, 222] A set of matrix size (from 50 × 50 to 250 × 250) 

are tested to optimize the simulation domain. In the optimization test, the time for the 

cathode surface getting 0.3 ML coverage is calculated as shown in Figure 6.1. For each 

domain size, the simulation is conducted 5 times to get the average value, and the 

standard deviation is calculated to show the stability of the simulation. Figure 6.1 clearly 

shows that the average time is converged when the matrix size is larger than 150 × 150. 

In addition, the standard deviation decreases significantly after the 150 × 150 matrix, 

which indicates a good stability. According to this test, it could be inferred that the 175 ×

175 domain (ca. 4300 nm2) is accurate enough to study the Li2S deposition on cathode 

surface with using KMC simulation.  

 

 

Figure 6.1 Effect of domain size on the time for the substrate getting 0.3 ML coverage. 
All test simulations are performed with 𝐓𝐓 = 𝟐𝟐𝟓𝟓 °𝐂𝐂, 𝐂𝐂𝐂𝐂𝐂𝐂+ = 𝟏𝟏𝟓𝟓𝟏𝟏 mol m-3, 𝐂𝐂𝐂𝐂𝟐𝟐− = 𝟏𝟏𝟓𝟓−𝟏𝟏 
mol m-3  
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6.2 Results and Discussion 

Three stages during the Li2S film formation are identified by the present 

mesoscale interfacial model. Figure 6.2(a) shows the Li2S film coverage variation and 

thickness variation as a function of time. The simulation in Figure 6.2 is performed with 

𝑇𝑇 = 20 °C, 𝐶𝐶𝐿𝐿𝑖𝑖+ = 103 mol m-3 and 𝐶𝐶𝑆𝑆2− = 10−4 mol m-3. The formation of Li2S film 

cannot be observed in the first duration (the green region in Figure 6.2(a)). In this stage, 

Li2S desorption prohibits other transition events (adsorption and diffusion). The 

desorption rate dominates the total transition rates. Once a Li2S molecule is adsorbed on 

the cathode surface, it does not have enough time to collide with other Li2S molecules 

before the desorption happening. When some adsorbed Li2S get a chance to collide with 

others, small (Li2S)n cluster will form and be stabilized on the electrode surface because 

the formation of a cluster can significantly increase the adsorption energy according to 

first-principle calculations.[163, 220] These nuclei act as seeds for Li2S film growth. As 

shown in Figure 6.2(a), the coverage keeps increasing in the second stage (pink region) 

and the third stage (yellow region). The slope of the coverage curve increases in the 

second stage, which indicates that isolated Li2S island growth happens at this stage. In 

the third stage, the slope of the coverage curve, which represent the coverage growth 

rate, gradually approaches to zero till the substrate is fully covered by the Li2S film. The 

decrease of the coverage growth rate is attributed to the coalescence of Li2S islands. It is 

worth noting that film thickness growth rate in the second stage is slower than that in the 

third stage. The reason is that the most of adsorbed Li2S molecules participate in the 

lateral growth in the isolated island growth stage. After island coalescence happening, 



 

165 

 

more Li2S molecules will precipitate on the pre-deposited solid Li2S surface. Hence the 

thickness grows faster and coverage grows slower in the third stage than the second 

stage. The film thickness grows linearly after the cathode surface being fully covered by 

the discharge product.  

 

 

Figure 6.2 (a) Surface coverage as a function of time with constant reaction 
concentrations (𝐂𝐂𝐂𝐂𝐂𝐂+ = 𝟏𝟏𝟓𝟓𝟏𝟏 mol m-3 and 𝐂𝐂𝐂𝐂𝟐𝟐− = 𝟏𝟏𝟓𝟓−𝟒𝟒 mol m-3 and constant operation 
temperature T = 20 °C. SEM images depict the morphology of precipitated solid Li2S 
on carbon fiber cathode after (b) 2.5 h and (c) 6 h with potentiostatic discharge at 2.02 
V. Snapshots depict the computational results of Li2S 
 

The nucleation-island growth-island coalescence process has been observed in 

the experiment. Fan et al. discharged a Li-S battery at constant voltage 2.02 V.[223] The 

carbon fiber cathode is sparsely covered by Li2S islands at the time of 2.5 hours (Figure 

6.2(b)).  At the time of 4 hours, island coalescence happened and thin 2D film is observed 



 

166 

 

(Figure 6.2(c)). After 6 hours, the completely covering could be observed according to 

Fan’s experiment. Snapshots in Figures 6.2(d) ~ (f) demonstrate the film formation 

process from the simulation. It is also found that small Li2S islands form on the cathode 

surface first (Figure 6.2(d)), then the lateral growth of islands make them coalesce 

(Figure 6.2(e)) and continuum Li2S film appears (Figure 6.2(f)).  

It is known that Li2S is insulator and its electronic resistivity is larger than 1014 

Ω cm.[224] Fan et al. believe that the electrochemical reduction of PSs mainly happens 

at the precipitation-electrolyte-cathode three-phase boundary.[223] In the duration of 

Li2S nucleation and isolated island growth (the pink region in Figure 6.2(a)), the three-

phase boundary length reaches a maximum and then the boundary disappears due to the 

island coalescence (the yellow region in Figure 6.2(a)). A recent theoretical study 

revealed that the Li vacancy (𝑉𝑉𝐿𝐿𝑖𝑖−) is the main charge carrier in crystalline Li2S,[225] and 

transition metal doping can increase 𝑉𝑉𝐿𝐿𝑖𝑖− concentration.[226] It was also found that 

transition metal dopant can generate gap states between fully occupied valence band 

bellow Fermi level and empty conduction band above Fermi level.[226] Fermi level 

crosses gap states hence transition metal dopants can also facilitate electron migration. 

The final discharge product Li2O2 in Li-air battery is also an electrical insulator, which 

is similar with discharge product Li2S in Li-S battery. Theoretical studies also 

demonstrated that vacancies and dopants can increase the electrical conductivity of 

crystalline Li2O2.[227-229] Beyond point defects, grain boundaries can also increase the 

electronic conductivity of  Li2O2.[230] Although there has been no report talking about 

the role of grain boundaries in Li2S conductivity, we believe that electrochemical 
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reductions can happen on the outer surface of Li2S film because defects in crystal lattice 

can transport electrons from Li2S/cathode interface to Li2S/electrolyte interface. 

However, the spread of and growth of Li2S film will generate voltage drop due to Ohm’s 

law. Hence, it is necessary to defer the cathode surface passivation due to Li2S 

precipitation.  

 

 

Figure 6.3 Effect of S2- concentration and temperature on surface passivation. The 
saturation time (𝛕𝛕𝐂𝐂) represent the time for the cathode surface getting completely 
covered by Li2S film.  

 

The effects of S2- concentration and temperature on surface passivation are 

studied by the present mesoscale model. Figure 6.3 shows the saturation time (𝜏𝜏𝑆𝑆), which 
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is the time for the cathode surface getting completely covered by Li2S film. It is clear 

that the saturation time monotonically decreases as S2- decreases. At room temperature 

(20 °C), the cathode surface will be passivated fast with a high relatively high S2- 

concentration. Figure 6.4 shows the coverage variation as a function of time. With a high 

S2- concentration 𝐶𝐶𝑆𝑆2− = 5 × 10−3, the surface coverage almost linearly grows to 1 ML 

with a large slope. In this case, the zero-coverage stage is not observed, which means 

that the nucleation happens very fast. A higher S2- concentration indicates that more 

adsorption events happen per second. Hence, a single adsorbed Li2S molecule can easily 

form a stable cluster with another adsorbed Li2S molecule before desorption event 

happening. The zero-coverage time duration appears when the concentration is 

decreased to 1×10-3 mol m-3. Since the concentration is reduced, the adsorbed single Li2S 

molecule will desorb from the cathode surface before it gets another Li2S molecule to 

form a stable cluster. The further decrease in S2- concentration can elongate the zero-

coverage duration. Snapshots in Figure 6.5 depict the evolution of precipitation 

morphology with different S2- concentration at room temperature (T = 20 °C). It can be 

clearly seen that many small Li2S islands appear on the cathode surface at 0.1 ML 

coverage when S2- concentration is 5×103 mol m-3.  For the lower S2- concentration, only 

a few large Li2S islands are observed at 0.1 ML coverage. At the same surface coverage, 

smaller islands have more lateral sites than larger islands. Thereby, smaller islands are 

more beneficial for prohibiting Li2S desorption and facilitating surface passivation than 

larger island.  
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Figure 6.4 Coverage variation vs. time with different S2- concentration at room 
temperature 20 °C. 
 

 

Figure 6.5 Snapshots of Li2S island formation and growth with different S2- 
concentration at room temperature 20 °C. 
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As shown in Figure 6.3, decreasing S2- concentration is a way to defer the surface 

passivation. One method to reduce S2- concentration is to discharge the battery with a 

low current density to limit the electrochemical reduction reactions from S8 to S2-. 

However, the low discharge current density cannot supply high power density. Another 

way to reduce S2- concentration is to facilitate the backward reaction of the 

disproportionation reaction such as  

𝑆𝑆𝑛𝑛2− ⟺ 𝑆𝑆2− + 𝑆𝑆8. 

A macroscale model is developed to investigate the effect of disproportionation reaction 

on battery performance.[231] It is found that the decrease in forward reaction rate (or the 

increase in backward reaction rate) can lower discharge voltage plateau at the condition 

of constant discharge density. The reason is that the backward disproportionation 

reaction consumes active material S8 and produces long chain PSs 𝑆𝑆𝑛𝑛2− without making 

a contribution to electron transfer, hence a large overpotential is required to keep the 

constant discharge current. In addition, the long chain PSs produced by backward 

disproportionation reaction can facilitate the shuttle effect, which corrodes Li metal 

anode and leads to capacity loss. In conclusion, reducing S2- concentration is not a 

preferred method to defer surface passivation because it will sacrifice discharge voltage.  

 Another method to defer the surface passivation is discharging the battery at an 

appropriate temperature. Figure 6.3 shows that the low temperature (𝑇𝑇 < −20 °C) leads 

to a fast surface passivation (𝜏𝜏𝑆𝑆 < 3 hours) even though the S2- concentration is as low 

as 1×10-4 mol m-3. It is found that the saturation time 𝜏𝜏𝑆𝑆 increases as the temperature 

increases to T = 60 °C, which means that the surface passivation will be alleviated by 
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increasing the temperature in an appropriate range. Over this critical temperature point, 

the further increase in temperature contrarily decreases the saturation time as shown in 

Figure 6.3.   

 

Figure 6.6 Coverage variation vs. time with 𝐂𝐂𝐂𝐂𝟐𝟐− = 𝟏𝟏 × 𝟏𝟏𝟓𝟓−𝟒𝟒 mol m-3 at different 
temperatures. 
 

 Figure 6.6 shows the coverage variation vs. time at different temperatures. It is 

found that the zero-coverage duration is very short at T = -20 °C. The reason is that the 

adsorbed Li2S molecules will be frozen on the cathode surface. These molecules are 

difficult to desorb back into the ambient environment due to low desorption rate at a low-

temperature condition. For a given S2- concentration, the adsorption rate is a constant in 

the present model, and the desorption rate is proportional to e−
1
𝜅𝜅. More desorption event 

can happen at a relative higher temperature condition, which slows down Li2S cluster 

formation. Hence the zero-coverage duration with T = 40 °C is longer than that with T = 
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-20 °C. However, the further increase in temperature also shortens the zero-coverage 

duration as shown in Figure 6.6. It is worth noting that the adsorbed Li2S molecule is 

more active to diffuse at a higher temperature. Thereby Li2S molecules have more 

chances to collide to form clusters at T = 80°C, thus the zero-coverage duration is 

reduced.  

 

Figure 6.7 Snapshots of Li2S island formation and growthwith 𝐂𝐂𝐂𝐂𝟐𝟐− = 𝟏𝟏 × 𝟏𝟏𝟓𝟓−𝟒𝟒 mol m-

3 at different temperatures. 
 

 Snapshots in Figure 6.7 depict morphology evolution during deposition at 

different temperatures. Snapshots in the first column show the temperature effect on the 
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Li2S island distribution at 0.1 ML coverage. It is found that some small Li2S nanoislands 

appear on the cathode surface at T = -20 °C, and fewer nanoislands are observed at T = 

20 °C. Only one nanoisland is found in the computational domain when the temperature 

is larger than 40 °C.  At low temperature, adsorbed Li2S molecules can be easily 

stabilized on the cathode surface due to the low desorption rate. As temperature 

increases, more pre-adsorbed Li2S molecules will desorb from the cathode surface to the 

ambient electrolyte environment, hence the number of island decreases. As shown in 

Figure 6.7, the temperature affects the morphology variation of the precipitation film. At 

T = -20 °C and 20 °C, the island coalescence happens at 0.5 ML. When the temperature 

is above 40 °C, the island coalescence happens after 0.7 ML. 

 The density of the lateral sites of Li2S islands is calculated to quantitatively show 

the morphology evolution of the precipitation. The increase of density corresponds to 

the isolated island growth and the decrease of density corresponds to the island 

coalescence. Figure 6.8 clearly shows the island coalescence happens earlier at a lower 

temperature. For a given coverage in the isolated island growth region, the total perimeter 

of smaller islands is always larger than that of larger islands. Once a Li2S molecule is 

located at a lateral site, it is stabilized on the surface and desorption will not happen. 

Hence, the cathode surface with smaller islands (larger density of lateral sites) always 

has a higher coverage growth rate, which leads to a faster surface passivation.  

 Since the surface passivation is harmful to the electrochemical reactions due to 

the nature of the solid Li2S, the Li-S battery need avoid working at a low-temperature 

condition in order to achieve high performance. Mikhaylik and Akridge firstly studied 
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the effect of temperature on the discharge performance of Li-S battery with graphite 

cathode.[232] They found that the discharge capacity and voltage plateau decreased as 

the temperature decreased from 25 °C to -40 °C, and the Li-S battery working at the 

higher temperature had a better cycling stability. They also analyzed the discharge 

profiles at different rates and temperatures, and they proposed that it was cell battery 

design limited rate capacity rather than chemistry.[233] Huang et al. fabricated a cathode 

with hierarchical porous graphene and tested the high rate performance in the 

temperature range from -40 °C to 60 °C.[234] They also found that the battery working 

at 25 °C had the best performance, and the discharge capacity decreased as the 

temperature decreased. It is interesting that the capacity also decreased if the temperature 

rose to 60 °C in Huang’s experimental study. This phenomenon coincides with our 

modeling results. Hence, it can be inferred that the temperature-controlled surface 

passivation affects the battery performance.  

 Our simulations show that a more heterogeneous film growth taking place at an 

appropriate temperature is beneficial to defer the surface passivation, and the more 

homogeneous film growth at a low temperature always facilitates the surface passivation. 

Recently, Gerber et al. reported a method to control Li2S growth by using 

benzo[ghi]peryleneimide (BPI) as the redox mediator.[99] They found that the discharge 

capacity was doubled by using BPI to control the morphology of Li2S precipitation. SEM 

images demonstrate that BPI can facilitate the Li2S thickness growth and reduce the 

lateral growth. Thereby, the surface passivation is alleviated.  
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Beyond surface passivation, there are other temperature-dependent 

physicochemical interplays (i.e. electrochemical reaction rate and species diffusivity) 

potentially affect the battery performance. The present mesoscale interfacial model can 

be coupled with a macroscale performance model and cathode microstructure analysis 

to identify which are main physical factors determining the battery performance.  

6.3 Conclusions  

In this work, a mesoscale interfacial model is developed to study the cathode 

surface passivation due to Li2S precipitation. The KMC algorithm is employed to 

implement the Li2S adsorption, diffusion, and desorption. The effects S2- concentration 

and temperature on surface passivation are investigated. It is found that the relatively 

low S2- concentration can differ the surface passivation. The surface passivation can also 

be deferred by controlling the temperature. At the low-temperature condition, adsorbed 

Li2S molecules will be frozen on the cathode surface and desorption events are difficult 

to happen, in which case the cathode surface will be passivated very fast. As the 

temperature increases, pre-adsorbed Li2S molecules are more active to desorb from the 

surface hence only a few stable nucleation seeds can form on the cathode surface. 

Compared with the low temperature, the coverage growth rate is slower at a higher 

temperature. However, if the temperature is over 60 °C, the fast diffusion of Li2S on 

cathode surface also speeds up the lateral growth of Li2S film. Thereby, the cathode 

surface also suffers from fast surface passivation when the temperature is higher than 60 

°C.   
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CHAPTER VII                                                                                                   

CONCLUSIONS AND FUTURE WORK 

 

The modern society urgently demands the development of the techniques of 

electrochemical energy storage to address energy risks caused by the combustion of 

fossil fuels. The performance of energy storage devices greatly relies on the 

microstructures of electrodes [235, 236]. In the present thesis, the mesoscale interactions 

in the electrode are studied to elucidate their impacts on the electrode microstructure 

evolution.  

7.1 Effects of Mesoscale Interactions on LIB Electrode Processing    

A 2D mesoscale computational model has been developed in order to investigate 

the influence of processing attributes on the microstructure evolution representative of a 

typical lithium-ion battery electrode. In particular, the impact of active nanoparticle 

morphology, solvent evaporation and the nanoparticle/solvent interaction on the 

resultant electrode microstructure has been assessed. Based on our computational results, 

a morphology-evaporation rate phase map is generated to help us understand which 

factors affect the performance of the electrode. The phase map suggests that the small-

sized cubical active nanoparticle can be a preferred morphology to generate the large 

conductive interfacial area ratio owing. The dispersion of active nanoparticles depends 

significantly on the interaction with the conductive additives, which shows the formation 

of electrode microstructures with favorable conductive pathway and hence its influence 

on improved electronic conductivity.  The effect of the evaporation rate on the 
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microstructure has been investigated which suggests the existence of distinct aggregation 

mechanisms. It is found that the spontaneous aggregation with a low evaporation rate is 

the optimum processing strategy to get the high quality microstructure, and this strategy 

requires a strong nanoparticle/solvent attractive force. If the nanoparticle/solvent 

attractive interaction is weak, nanoparticles tend to be isolated by solvents and the 

evaporation is the only driving force to make an integral conductive network in the 

electrode. In this case, the evaporation rate plays a subtle rule of determining the 

microstructure because both high and low evaporation rate reduce the conductive 

interfacial area ratio. The volume fraction of the active material has been shown to affect 

the conductive pathway formation between the active material and conductive additive.  

The 2D computational model has been used to investigate the influence of 

processing attributes on the microstructure evolution of a typical lithium-ion battery 

electrode. Particularly, the impacts of the slurry mixing sequence, the morphology of 

active material nanoparticles, and the temperature condition on the resultant electrode 

microstructure have been assessed. The effects of mixing sequences and nanoparticle 

morphologies are concluded in the phase map. Small-sized nanoparticles are preferred 

to produce the high conductive interfacial area ratio, and the cubic is the optimal 

morphology to form a desirable microstructure with a favorable electronic diffusion 

pathway. The effect of the mixing sequence on the electrode microstructure is 

investigated. Compared with one-step mixing sequence, stepwise sequences 

significantly increase the conductive interfacial area ratio. Both the constant temperature 

condition and temperature-increasing condition are performed in the electrode 
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processing simulation. It is found that the temperature condition does not significantly 

affect the conductive interfacial area ratio. However, the temperature condition can 

subtly affect the homogeneity of the binder distribution. Taking conductive interfacial 

area ratio and binder distribution into consideration, in the constant temperature 

condition, the two-step mixing sequence is preferred to produce a high-quality 

microstructure for an electrode slurry composed by small-sized cubical nanoparticles; 

while in the temperature-increasing condition, the multi-step-1 mixing sequence is 

preferred to produce a high-quality microstructure for an electrode slurry composed by 

small-sized cubical nanoparticles. 

The CGKMC model is extended to a pseudo (1+1)D model to study the influence 

of processing attributes on microstructure representative of an electrode film in LIB. In 

particular, the electrode film microstructure affected by drying temperature and the 

length of semi-flexible single chain binder is illustrated by the CGLG model. It is found 

that the geometric properties of the dried film are significantly affected by the operating 

temperature and the binder length. For electrode film with cubical active material 

nanoparticles, the mean thickness increases as binder length increases if the film is dried 

by the lower temperature, but the mean thickness decreases as binder length increases if 

the film is dried by the higher temperature. It is found that the topography of the film 

surface is significantly affected by drying temperature and binder length. The film with 

micropores can be achieved by using the lower drying temperature, and the depth of 

pores tends to increases as binder length increases. For film processed by the higher 

drying temperature, the roughness increase can also be obtained by increasing the binder 
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length. However, there are no micropores on the surface of electrode film processed by 

the higher temperature. The conformation of binder in the dried film is investigated in 

the present study. The end-to-end distance vs. binder length still follows the power law 

as single chain polymer without interaction with other species. However, the 

conformation of binder is straightened more or less due to the strong attractive interaction 

between the nanoparticle and the binder molecule. Additionally, the normalized end-to-

end distance demonstrates that the shorter binder is straighter in the dried film. Present 

computations predict that drying temperature predominantly affects nanoparticle 

aggregation, and the lower temperature is beneficial for help conductive additive coat on 

active materials to reduce the electronic conductivity. Additionally, the low drying 

temperature can restrict binder molecules migrating to the surface of the electrode film, 

which is helpful for improving the mechanical stability of the electrode microstructure. 

The effect of active nanoparticle shape on electrode microstructure is also assessed in 

the present study. Compared with cubical active nanoparticles, spherical active 

nanoparticles does not affect the geometric properties of electrode film significantly. For 

electrode film contacting spherical active nanoparticles, the lower drying temperature is 

preferred to keep binder molecules in the electrode microstructure to improve the 

mechanical stability.  

Although the present 2D and pseudo (1+1)D mesoscale models have been 

successfully applied to elucidate interparticle interactions and drying conditions on the 

microstructure evolution during LIB electrode processing, and the findings of the model 

is validated by experimental observations. However, there still some limitations in the 
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present model. The present model should be extended to a 3D model to more accurately 

represent the drying process. In addition, the current 2D model neglects the variation of 

the particle size and assume that the particle size is constant. However, the particle size 

distribution also affects the aggregation behavior. Furthermore, the gas bubble can form 

in the bulk phase during the drying process, and the current (1+1)D model neglect this 

phenomenon. The present model uses dimensionless energies to describe the solvent 

chemical potential and interactions between particles, hence the physical time cannot be 

derived from the KMC method. Atomistic simulation is a possible tool to obtain the 

interaction energies and solvent chemical potential. The extended mesoscale model is 

expected to combine with first-principle calculations or molecular dynamics to observe 

new physics during the electrode processing.  

7.2 Polysulfide Adsorption and Li2S Film Formation on Electrode Surface  

The chemical reactions of insoluble lithium polysulfides on crystal Li2S surfaces 

are studied by a first-principles approach. Our simulations demonstrate that 

stoichiometric (111) and (110) surfaces are the most stable ones around the cell voltage 

of the Li-S battery. Geometric properties of Li2Sx molecules adsorption on crystal Li2S 

stable surfaces are predicted in this study. It is found that Li2Sx (x = 1, 2) adsorption on 

Li2S surfaces is an exothermic reaction, and Li2S molecule adsorption releases more 

energy than Li2S2 adsorption. Li2S (110) surface is more active to interact with Li2Sx 

molecules because of the stronger adsorption energy. Electronic structures demonstrate 

that adsorbates interact with substrates via strong covalent bonds, and the electron 

transfer from adsorbates to substrates is not observed. The growth mechanism of 
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thermodynamically stable surfaces is investigated in this study. The result predicts that 

Li2S direct deposition on the substrate is energetically more favorable than the Li2S2 

deposition/reduction process.  

The interaction mechanism between Li2Sx (x = 1,2) and graphene substrate is 

studied by first-principles calculations. It is found that the adsorption energy of Li2S 

molecule on graphene is smaller than that on crystalline Li2S surface. It can be inferred 

that Li2S prefers to adsorb on the pre-deposited Li2S film in the Li-S battery cathode 

during the discharge. However, Li2S adsorption on fresh graphene is still energetically 

favored. The formation of Li2S film on the graphene is also studied and the energy profile 

is calculated. It is found that the formation of Li2S film is an exothermic process. 

Defected Li2S (111) layer will form on the graphene first, and then it will be converted 

to a perfect Li2S (111) layer with introducing more Li2S molecules to the deposited Li2S 

layer.  

The first-principles approach is used to evaluate silicene as promising cathode 

material to immobilize discharge products in Li-S batteries. Computational results show 

that silicene can strongly attract Li2Sx (x = 1, 2, 4) molecules via chemical bonds. 

Geometric structures and electronic structures demonstrate that silicene can facilitate the 

dissociation of PSs and the reduction from S42− to S22− and S22− to S2−. The effect of 

dopants on PSs adsorption is investigated. It is found that N-doped silicene can further 

facilitate the adsorption and reduction of intermediate products Li2S4 as well as Li2S2. 

Hence silicne-based cathode is an attractive candidate for trapping PSs and mitigating 

shuttle effect. The atomistic structure evolution of Li2S layer formation on silicene is 
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also studied. It is found that Li2S (110) plane first forms on silicene, and then the L2S 

(110) layer is converted to Li2S (111) layer with introducing more Li2S molecules to the 

pre-deposited Li2S layer. The Li2S layer interacts with silicene via strong chemical 

bonds. The energy profile demonstrates that the formation of Li2S layer on silicene is 

energetically favorable. 

DFT simulations reveal new insights regarding the formation of a Li2S film on 

Li anode surfaces of Li-S batteries. DFT analyses  shows details of Li2S molecular 

adsorption on Li (110) and Li (111) surfaces with energies of  -3.22 eV and -3.57 eV 

respectively, which denote the strong interaction between adsorbate and substrate also 

confirmed by the difference charge density that shows chemical bonds formation 

between S atoms and Li atoms from the anode surface. For the Li (110) surface, a Li2S 

film with a Li2S (110)-like structure is predicted to form first and then the structure of 

the Li2S film is converted to a distorted Li2S (111) plane until the Li (110) surface is 

fully covered. For the Li (111) surface, (Li2S)n clusters form on the surface first and a 

perfect Li2S (111) plane appears finally. Both the interaction energy analysis and 

electronic structure analysis suggest that the Li2S film interact with the Li anode surface 

via strong chemical bonds and the decomposition of Li2S film is difficult.   

Based on mechanism of Li2S film formation, a mesoscale interfacial model is 

developed to study the Li-S cathode surface passivation caused by Li2S precipitation. 

The effects S2- concentration and temperature on surface passivation are investigated. It 

is found that the relatively low S2- concentration can slower the surface passivation. The 

surface passivation can also be deferred by controlling the temperature. At low-
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temperature condition, adsorbed Li2S molecules will be frozen on the cathode surface 

and desorption events are difficult to happen, in which case the cathode surface will be 

passivated very fast. As the temperature increases, pre-adsorbed Li2S molecules are more 

active to desorb from the surface hence only a few stable nucleation seeds can form on 

the cathode surface. Compared with the low temperature, the coverage growth rate is 

slower at a higher temperature. However, if the temperature is over 60 °C, the fast 

diffusion of Li2S on cathode surface also speeds up the lateral growth of Li2S film. 

Thereby, the cathode surface also suffers from fast surface passivation when the 

temperature is higher than 60 °C.   

The current mesoscale interfacial model only explicitly considers the chemical 

reactions (i. e. Li2S adsorption and desorption). However, as discussed in Chapter VI, 

Li-S battery experience complicate multistep electrochemical reactions (from S8 to S2- 

with PSs as intermediate products) during the discharge process. The kinetic rates of 

these electrochemical reactions determines the concentration of S2- in the electrolyte and 

they also directly affect the discharge performance (i.e. discharge voltage and capacity). 

The current model should be extended to explicitly consider these multistep 

electrochemical reactions to study how the morphology evolution of Li2S film growth 

affects the performance of the Li-S battery. The outcomes of the advanced model are 

expected to point out guidelines for achieving high performance by controlling 

electrochemical reactions, PS-cathode interactions and operating temperature.  

 In addition, the present mesoscale interfacial model assumed that the cathode 

substrate is ideally flat and the surface passivation is the only reason that can stop the 
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discharge process. It is worth pointing out that the Li-S battery cathode is always a 

porous structure. The growth of Li2S film near the inlet of pores can close these pores, 

therefore electrochemical reactions will stop due to the consumption of Li+. In this case, 

the active material cannot be completely utilized, which leads to a capacity loss. The 

mesoscale model need be developed to simulate the Li2S film formation and growth at a 

single pore level to identify which is the predominant effect (surface passivation or pore 

blockage) on the capacity loss.  
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