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ABSTRACT 

 

 

Recent years have witnessed a phenomenal increase in research efforts in energy 

storage for vehicle electrification. Lithium batteries, such as lithium-ion and lithium-sulfur 

batteries are leading the race towards meeting the energy and power requirements for the 

next generation of hybrid and electric vehicles. Majority of the research focused on the 

performance improvement and degradation analysis of lithium batteries. Since the 

electrode microstructure affects the electrode properties, such as effective ionic 

conductivity and solid-phase diffusion, the cell performance and degradation phenomena 

(i.e. formation microcrack and solid electrolyte interphase) vary with the microstructure 

design. The objective of this dissertation is to develop a microstructure-aware 

electrochemical model to conduct a fundament study of microstructural effects on cell 

performance and degradation. The influence of microstructure was observed from the cell 

performance and electrochemical impedance spectroscopy (EIS). 

In the study of lithium-ion batteries, the proposed model successfully captures the 

influence of active particle morphology on the SEI formation and corresponding 

impedance characteristics. Different electrode realizations with microstructural and 

compositional variations have been considered. The critical influence of active material 

morphology, mean particle size, binder and electrolyte volume fractions on the SEI 

formation and impedance behavior reveals the underlying interdependences of the 

interfacial and transport resistance modes.    Moreover, a systematic investigation of the 

influence of mechanical degradation on the resistance to diffusion and charge transport is 
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provided. In this regard, a modeling approach combining fracture formation and 

electrochemical impedance is presented, which predicts the mechanical damage induced 

impedance response and resistance evolution in the electrode. Besides the degradation 

phenomena, the microstructure-aware electrochemical model also captures the 

microstructural effects on the heat generation and electrode optimization design. With this 

model, the electrode microstructure has been proven to have an influence on the cell 

temperature under different discharge rate and ambient temperature. The variation of cell 

temperature has been analyzed and discussed by the time evolution and spatial distribution 

of different heating sources (i.e. joule heating, reaction heating, and reversible heating).  

In the study of lithium-sulfur batteries, due to the influence on precipitation, the 

degradation of lithium-sulfur batteries can be controlled by the electrode microstructure 

fabrication. A microstructure-aware impedance model is proposed to observe the 

microstructure evolution and the influence of microstructure on the impedance response. 

The microstructure-aware impedance model adopted the method of three-dimension (3D) 

virtual microstructure reconstruction to take the varied microstructure properties (due to 

precipitation or solid sulfur loading), such as porosity, tortuosity, and interfacial 

electrochemical area, into account. Besides the properties required for the impedance 

prediction, the pore-size distribution, transport path, and pore closure were also observed 

and discussed from the reconstructed microstructure. According to the prediction of 

impedance response, the impedance evolution during the discharging process can be detail 

addressed and a strategy of electrode microstructure design is proposed.   
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NOMENCLATURE 

 

 

a Specific surface area (cm-1) 

ce Electrolyte concentration (mol cm-3) 

ci,max Maximum Li+ concentration in the solid phase (mol cm-3) 

Cdl Double layer capacitance (F cm-2) 

Cdl,1 Capacitance of the double layer between solid phase and SEI (F 

cm-2) 

Cdl,2 Capacitance pf the double layer between SEI and electrolyte (F 

cm-2) 

Cfilm SEI capacitance for LIB, and Layer capacitance (Li2S 

precipitation or S8(s)) for Li-S battery (F cm-2) 

Ci Concentration of species i in Li-S battery (mol m-2) 

Ci,ref Reference concentration of species i (mol m-2) 

CT Theoretical capacity (mAh/g) 

Ds Solid phase diffusion coefficient for Li+ for each electrode (cm2 

s-1) 

Di Diffusivity of species i in the electrolyte (cm2 s-1) 

fbb Fraction of broken bounds  

F Faraday’s constant 

Ii,0 Exchange current density for each electrode 

Iapp Applied current (A) 

iof Exchange current density for the formation of film (A cm-2) 

i0.ref Reference exchange current density (A cm-2) 

Ji Current density for each electrode (A cm-2) 
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Js Side reaction current (A cm-2) 

kp Rate constant for cathode  (A cm2.5 mol-1.5) 

kn Rate constant for anode (A cm2.5 mol-1.5) 

kf Rate constant for SEI formation (A cm2.5 mol-1.5) 

kN Spring stiffness along the axial direction 

ks Spring stiffness along the shear direction 

L Length of electrode (cm) 

Mf Molecular weight of SEI (g mol-1) 

nj Number of electron transfer in reaction j  

Ncycle Total number of cycles 

Qp Charge capacity (Ah) 

Qs Capacity loss (Ah) 

ri Generating/consuming of species i due to electrochemical 

reaction 

R Gas constant 

Rcontact Contact resistance 

Ri Generating/consuming of species i due to 

dissolution/precipitation 

Rct Charge transfer resistance (Ω cm2) 

Rct,1 Charge transfer resistance between solid phase and SEI (Ω cm2) 

Rct,2 Charge transfer resistance between SEI and electrolyte (Ω cm2) 

Rfilm SEI resistance (Ω cm2) 

Rs Active material particle radius in electrode   

si,j stoichiometric coefficient of species i of reaction j 
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Si Effective electroactive surface area for each electrode  (cm2) 

T Temperature (K) 

Ui Open circuit potential of each electrode (V)   

Uref,f Open circuit potential for SEI (V) 

Uj,ref Reference open-circuit potential of reaction j (V) 

Uj,eq Equilibrium open-circuit potential of reaction j (V) 

xi,avg Ratio of average Li+ concentration to the maximum Li+ 

concentration for each electrode    

xi,surf Ratio of surface Li+ concentration to the maximum Li+ 

concentration for each electrode    

Y Admittance on the interface (Ω-1 cm-2) 

Z Impedance for the porous electrode (Ω cm2) 

αa,i Anodic transfer coefficient 

αc,i Cathodic transfer coefficient 

αc,f Cathodic transfer coefficient for the SEI formation 

ε Porosity of electrode 

εSEI  SEI permittivity (F cm-1) 

εFilm Layer permittivity (Li-S) (F cm-1) 

δSEI SEI thickness (cm) 

δFilm Layer thickness (Li-S) (cm) 

ηi Overpotentials for the Li+ intercalation for each electrode (V) 

ηs Side reaction overpotential (V) 

σ Electrical conductivity of solid phase (S/cm) 

σeff Effective electrical conductivity of solid phase (S/cm) 
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κ Ion conductivity of electrolyte (S/cm)  

κeff Effective ionic conductivity of electrolyte (S/cm) 

ρf SEI density (g cm-3) 

ρSEI SEI resistivity (Ω m) 

ρFilm Layer resistivity (Li-S) (Ω m) 

i   
Potential for each electrode 

s  Solid-phase potential 

s  Electrolyte potential 

τ Tortuosity of void (electrolyte phase) 
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1 CHAPTER I                                                                                    

INTRODUCTION, MOTIVATION AND OBJECTIVE 

 

1.1 Lithium Energy Storage System 

Today the world faces a serious risk due to the high demand of fossil fuels, the 

depletion of non-renewable energy sources, and the high emission of CO2. The earth’s 

greenhouse effect, which mainly from burning the fossil fuels, causes the temperature and 

climate changes. To slow down the pollution from fossil fuels, shifting electricity 

production to renewable energy sources and electrification the ground transportation, such 

as using electric vehicles, become two main research direction. To achieve the goals, 

suitable technology for energy storage is necessary. The development of energy storage 

system, such as batteries, which has high long-term stability, life, and high energy capacity 

become more and more important. Moreover, to fully replace the internal combustion 

engines, the requirement of high power capability and energy density still a huge challenge 

to overcome.  

1.1.1 Lithium-ion Battery 

Lithium-ion batteries (LIBs), due to their favorable energy density, power 

capability, light weight, and environmental friendly are considered as the candidate of 

choice for vehicle electrification [1-4]. To improve the capacity and power of LIBs, the 

anode material, which has a large theoretical capacity and high solid-phase diffusion rate, 

such as nano carbon material has been studied. [5] The anode of LIBs also can be alloyed 
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with Sn, Si, and Al to improve the capacity and safety. However, the mechanical damage 

inside the electrode due to the volume change is a huge drawback. For the cathode material 

of LIBs, LiFePO4, LiCoO2, and LiNi0.33Mn0.33Co0.34O2 (NMC) are the three common 

materials for the positive electrode. LiFePO4 has the disadvantage of poor electronic 

conductivity (~10-9 S cm-1). [6] LiCoO2 has been adopted as cathode material because of 

high specific capacity, long cyclic stability, and easy preparation. [7-10]. However, it has 

the disadvantages of low thermal stability and high cost. To overcome the disadvantage, 

nickel and manganese have been added to LiCoO2, which becomes NMC. NMC shows 

the most promising properties, such as operating voltage, high specific capacity, cyclic 

stability, and structural stability. [11, 12] , the low conductivity still an issue for NCM, 

many researches works on the dispersion of the active material in a high conductivity 

matrix, especially carbon material, would improve the conductivity, such as Al2O3[13] 

LiAlO2[14] and carbon material[15, 16] . Besides the material design, different efforts 

have been undertaken to study the microstructural characteristics. Particularly, the 

influence of electrode microstructure on charge (i.e. electron and ion) transport, and solid 

phase diffusion is critical, which ultimately affects the cell performance. Moreover, 

significant efforts are focusing on predicting and extending the life, performance and 

safety of LIBs to satisfy the increasing demand of LIBs. Mechanical and chemical 

degradation modes, such as fracture in the electrode active particles due to diffusion 

induced stress [17-20] and the solid-electrolyte interphase (SEI) formation, [21, 22] pose 

a significant bearing on the LIB life and performance decay in terms of capacity fade and 

impedance rise.[23, 24] 
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1.1.2 Lithium-sulfur Battery 

Lithium-sulfur battery, which has a high specific energy (2600 Wh kg-1) and specific 

capacity (1675 mAh g-1),[25, 26] which is five times higher than the LiCoO2 cathode, [27] 

is a promising candidate for the high energy storage system. Therefore, significant 

interesting is rising to develop or improve a rechargeable lithium-sulfur battery,[28, 29] 

such as discharge capacity,[25, 30, 31] self-discharge,[32] and cycling.[33] In addition, 

elemental sulfur also has an advantage in the sense of safety due to its non-toxicity and 

intrinsic protection from overcharge.[34, 35] The poor cycle life of lithium-sulfur batteries 

has been a significant drawback for commercialization. The capacity fade during cycles is 

due to (a) precipitation of intermediate lithium polysulfides products in the electrolyte (b) 

large volume expansion of sulfur during cycling  (c) insulating nature of Li2S. In general, 

during discharge, the elemental sulfur in solution is reduced to 
2

8S 
 , then to 

2

6S 
,

2

4S 
,

2

2S 
and to

2S 
in the end.[36, 37] During operation, the sulfur anion reacted with lithium 

ion and form lithium polysulphides with the form of Li2Sn. The product of polysulphides 

precipitates on the surface of the positive electrode surface and decreasing effective 

surface and decrease the porosity of electrode.[28, 38] Moreover, polysulfides are soluble 

in the electrolyte and could diffuse to the lithium anode, resulting in undesired shuttle 

effect. The shuttle effect also leads to random precipitation of Li2S2 and Li2S on the 

negative electrode, which dramatically changes the electrode morphology and thus results 

in capacity fading. [28] Nanostructured composite materials, is a possible solution to 

prevent to shuttle effect by retaining the polysulfides at the cathode region. [39] Although 
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there are plenty researches focus on studying microstructure effect on lithium ion batteries, 

the microstructure effect on lithium sulfur batteries has not been well discussed. Many 

efforts have been done from experimental approaches, which focus on the modification or 

utilization of different cathode microstructure or material, such as the usage of 

microporous carbon[40], multi-walled carbon nanotube[41], carbon nanofiber[42], 

mesoporous carbon[43]. However, there are lack of mathematical approaches to detail 

address the influence of microstructure, such as ionic transport in the electrolyte and the 

change of active surface area, on the performance of lithium-sulfur batteries. 

 

 

Figure 1.1. The microstructure effect on the ionic transport path. The line corresponding 

the path particle can transport through the void space of microstructure.  
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1.2 Microstructure Effect 

Microstructure design is a method used to increase the performance of cells. 

Different microstructural designs have been studied to improve the energy density, power 

density, and degradation behavior. A majority of these studies focused on several 

microstructure characteristics, including electrode thickness [44], porosity [45], particle 

size [46], conductive additives [47] and composition .[48] As a part of a composite 

material, interactions with the other components of the electrode should also play a role 

in the pathway formation as shown in Figure 1.1. Due to the decrease of porosity, the 

number of the pathway for ionic transport decrease. The decrease of pathway hinder the 

ionic transport in the electrolyte and hence the effective conductivity. Several studies by 

Sastry [49] and Liu [48] have been performed  that analyze the impact of conductive 

additive shape, material contents, and even, to an extent, active material morphology on 

the effective conductivity of LIB electrodes. However, one apparent shortcoming of these 

studies is the lack of consideration of the influence of the multiphase (active particle, 

additive, binder, electrolyte) electrode microstructural attributes, such as nano-/microscale 

particles morphology, anisotropy, and orientation on the short-range (interfacial resistance 

to charge transfer) and long-range (effective electronic, ionic, diffusive transport due to 

underlying tortuosity) interactions on the electrode performance and concomitant design 

and optimization strategies. 

As mentioned, the electrode microstructure has an influence on the tortuosity and 

porosity for ionic transport. The tortuosity is the degree to which the lithium ion path is 

curved or twisted as a result of the solid phase materials that the ions must travel around 
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[50, 51]. The tortuosity is dominated by microstructural heterogeneity,[52, 53] electrode 

architecture,[54] and anisotropic of the active particle.[55] Due to the influence of particle 

morphology, the conventional Bruggeman ideal relation ( 0.5   ) is no longer sufficient.  

The porosity is a measure of the amount of space available for ion transport or space not 

occupied by the solid phase materials. An addition of active material decreases the 

porosity due to a decreased number of pathways for lithium ion transport and increases 

the transport distance due to the increase in tortuosity, thereby increasing the difficulty of 

ion transport and impacting the performance and power capability of LIBs [51, 56, 57]. 

Owing to the fact that the active material is the primary component in LIBs, the influence 

of active material particle size distributions and morphology on microstructure tortuosity 

has been previously studied [52, 53, 58, 59]. There are also many recent studies focused 

on predicting and calculating the tortuosity more accurately via mathematical methods 

[53, 60-62]. Besides the pathway for the ionic transport in the electrolyte, the non-uniform 

particle size distribution can affect the degradation phenomena of lithium-ion batteries 

since the degradation phenomena are mainly taking place in the active particles or on the 

electrolyte/active particle interface. 

The influence of microstructure on the time evolution temperature was presented in 

the study of Ji and Wang et al.[63] However, there is a lack discussion and the detail 

reason of the interaction between microstructure properties and thermal behavior is still 

unclear. In addition, the model from Ji and Wang et al.[63] did not consider the complexity 

of microstructure, which may underestimate the tortuosity and heat generation. 
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In the cathode of lithium-sulfur batteries, the precipitation of lithium polysulfide 

varies the cathode microstructure significantly, which the high volume fraction of 

precipitation decrease the porosity and change the pore morphology of cathode electrode 

microstructure.[64, 65] The change of microstructure affects the properties of the 

electrode, such as active surface area, porosity, and tortuosity. 

 

 

Figure 1.2. The mechanism of solid electrolyte interphase formation and the 

composition in the SEI layer.[66] 

 

1.3 Thermal Behavior of Lithium-ion Battery 

According to previous studies, increase LIBs cell temperature can diminish the 

energy lost and increase the power ability[63, 67, 68] since the transport properties (i.e. 

ionic conductivity, ionic diffusivity, and solid phase diffusivity) increase with 

temperature.[69] In addition, temperature increase also can ease the mechanical 

degradation (i.e. microcrack formation)[23] and prevent the lithium deposition in the 

anode.[70]  However, the overheating of the cell can cause the decomposition of solid-
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electrolyte interphase (SEI) layer, anode, and cathode. The heat generation due to the 

decomposition can further trigger the electrolyte decomposition and combustion.[71, 72] 

The cell temperature can increase from internal sources or external sources. The external 

sources refer to the devices, such as oven and heater. The cell temperature due to the 

internal sources is so called self-heating. The internal sources include (i) joule heat, which 

comes from the ohmic heating due to the internal resistance, (ii) reaction heat, which 

comes from the electrochemical reaction, (iii) reversible heat, which due to the change of 

thermodynamic properties.  

The fully coupled electrochemical-thermal (ECT) modeling of LIBs incorporating 

thermal aspects can provide insights into the effect of varying operating conditions and 

battery electrode microstructure on its performance. The seminal works on the 

electrochemical model (EC) based on porous electrode and concentrated solution 

theory[73, 74] is given by Newman and coworkers[75-77] . It is an isothermal, one-

dimensional model with additional complexity of solving solid phase transport in spherical 

coordinates and has been used as a stepping stone for further models in literature[78-93]. 

The electrodes are considered as two-phase structures consisting of solid active material, 

conductive additive, binder and liquid electrolyte. The separator is sandwiched in between 

the anode and the cathode and allows for the diffusion of lithium ions while hindering 

electron transport through the electrolyte. The model accounts for the Lithium 

intercalation kinetics, mass conservation in the solid and electrolyte phase and charge 

conservation in the solid and electrolyte phase.  Building on it, Gu and Wang[84] 

developed the fully coupled ECT framework which solves the energy conservation 
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equation in conjunction with the electrochemical model and is capable of predicting 

internal temperature distribution as well as cell temperature evolution for large size 

lithium-ion cell for electric vehicle applications. ECT models have been analyzed further 

and the accuracy is increased by the incorporation of temperature and concentration 

dependent kinetic and transport properties and inclusion of state of charge dependent 

entropic heat term in the energy conservation equation. Electrolyte diffusivity, ionic 

conductivity and thermodynamic factor relations reported by Valoen and Reimers [69] for 

6LiPF  based electrolytes have been used to investigate different battery chemistries and 

get better match with experimental data. The ECT model together with microstructure 

dependent parameters can provide a good understanding of thermal issues within the LIBs. 

1.4 Degradation in Energy Storage System 

1.4.1 Chemical Degradation in Lithium-ion Battery 

The solid electrolyte interphase (SEI) is a thin layer (5 nm ~ 300 nm) [94] which 

forms at the interface between the active material and electrolyte, especially on the 

negative electrode (anode), during the charging process of LIBs.[95] The SEI formation 

is a side electrochemical reaction between the solvent of electrolyte and lithium ion as 

shown in Figure 1.2. Although the SEI formation protects battery components (electrode 

and electrolyte) from undesired reduction and oxidation,[96, 97] it also comes with several 

disadvantages. The SEI formation consumes the active lithium ions and solvent,[98, 99] 

and leads to capacity fade due to the compact layer (Figure 1.2) in SEI film. In addition, 

the thin layer also hinders the intercalations of lithium ion between the electrolyte and the 
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active material, and increases the cell resistance.[100-103] The SEI layer thickness varies 

with the operation condition (temperature and charge rate) and the morphology (i.e. size 

and shape) of the active material particles in the anode.[104-107]  Therefore, particle size 

distribution and morphology of the active material inside the electrode microstructure 

become an important factor to control the chemical degradation level under the same 

operation condition.  

The macroscopic models are a useful method to predict the SIE formation, and its 

influence on the capacity lost and cell performance. The models solved charge and species 

conservation equations to predict the species concentration and electric potential profiles, 

which can further be used to calculate the side reaction (i.e. SEI formation).[66, 108-111] 

The SEI prediction model has two branches of modeling strategy. One simplified the SEI 

formation chemistry, which can decrease the computational expense but lost some of the 

accuracy of the model.  One includes detail SEI growth chemistry, but the finding of the 

parameters the model need is difficult.  

As mentioned, sometimes the model, which includes the detail SEI growth 

chemistry, can meet the difficulty of finding the parameters the model need. Therefore, a 

simpler version of SEI growth model was proposed by Ploehn et al.[109] In this model, 

the SEI growth model is treated as a 1-D continuum model. The SEI growth depends on a 

two-electron reaction of the reactive solvent component in the interface between SEI and 

graphite. According to this model, the capacity lost was found to be proportion to square 

root of time, which fit with the experimental data. With a reasonable assumption of the 

SEI composition, this solvent diffusion model is a good candidate for calculating capacity 
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loss and SEI growth. With the similar concept, Rahimian et al. [105, 112]  proposed a 

more simplified model that assumed the SEI layer as a thin conduct layer, and the diffusion 

of species through the SEI layer is ignored. The side reaction to from SEI layer is obtained 

from the irreversible Butler-Volmer equation, and the SEI layer thickness is predicted 

from this side reaction rate. The influence of SEI is treated as an additional resistance in 

the electrochemical reaction and implemented into the Butler-Volmer equation. Although 

this model ignores the diffusion of species inside the SEI layer and the detail SEI 

chemistry, the low computational expense can help to do a long cycle and optimization 

studies. Based on their method, they proposed the methods to maximize the life and find 

the optimal charge rate of lithium ion battery. [105, 112]  From their results, by applying 

different charging rate at different cycles, the life of lithium-ion batteries can be 

maximized. 

Although the simplified model can capture the capacity loss and SEI thickness 

evolution, the simplified SEI growth chemistry makes the model cannot obtain a more 

detail information during the SEI formation, such as the change of electrolyte. Christensen 

and Newman developed an electrochemical model, which considered SEI as a conductor 

and including the detailed chemistry of SEI formation, to model the growth of SEI on a 

planar graphite surface.[66]  In this model, the Butler-Volmer equations were used to 

calculate all the electrochemical reactions, and the nonequilibrium interfacial kinetic were 

used as film boundary condition. Based on the work from Christensen and Newman, 

Colclasure and Kee improved the model by coupling the electrolyte reduction and the 

growth of SEI layer.[110, 111] The growth of SEI layer is predicted according to the side 
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reaction rate, which forms the SEI layer. Compare to the model developed by Christensen 

and Newman, the model developed by Colclasure and Kee can study SEI film growth and 

resistance under cycling conditions. Their results suggest that the SEI film growth rate and 

interfacial resistances highly depend on the intercalation of lithium, but weakly depend on 

the cycling conditions. 

The mathematical continuum models show a good ability to capture the SEI growth 

and capacity fade. However, the assumption of uniform charge density distribution ignores 

the interaction between double layer and SEI. To include the influence of double layer on 

SEI growth, Deng et al. [108]  proposed a phase field model that takes the non-zero charge 

density into account. In this model, the SEI formation is treated as a phase transformation 

process, where the SEI phase is transformed to the SEI phase due to the side 

electrochemical reaction. This model has the potential of including more species and can 

be extended to higher dimensional space. From this model, the SEI growth was found to 

be a diffusion-limited process. This study also found that the growth rate of SEI varied 

with the initial state of charge of an anode.  

1.4.2 Mechanical Degradation in Lithium-ion Battery 

Fracture in active materials due to the diffusion induced stress (DIS) causes 

mechanical degradation in LIB electrodes. The intercalation induced fracture has been 

identified as a major source of capacity fade and impedance rise in LIB electrodes.[113] 

In reality, the electrode active particles contain imperfections and defects which form 

either during the fabrication process or during operation caused by the DIS.[114] For 
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example, microscopic cracks (2 – 50 nm) have been observed in the graphite anode.[115] 

The fracture happens because the tensile stress inside the active material, which induced 

by the lithium ion diffusion in the active material. During the intercalation process, the 

intercalation of lithium causes the displacement of atoms and the strain energy stores in 

the bonds between atoms as shown in Figure 1.3. When the strain energy exceeds the 

fracture threshold, the bond broke and microcrack forms inside the active particle. The 

initial flaws can start to propagate or new microcracks can form inside the active 

material.[116] In previous studies, the critical size of the initial imperfection that can 

propagate during lithiation and delithiation have been investigated.[117, 118] In addition, 

the orientation of the initial pre-existing crack[119] and particle size[120-122] can affect 

the probability of fracture propagation or formation during lithiation and delithiation. In 

general, stress generation and fracture in LIB electrode active particles received significant 

attention in the last few years.[123, 124] 

 

 
Figure 1.3. The deformation of crystal structure and the accumulation strain energy. 
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To the best of authors’ knowledge, although scaling analysis have been implemented 

to better understand the damage happened in material, such as scaling analysis of 

avalanche precursors[125, 126] and the roughness of fracture surface[127, 128], the 

scaling study for the damage evolution in LIB electrodes has not been well established. 

Since the formation of microcracks inside the active particle is affected by the strain 

energy, which induced by the lithium diffusion and is proportional to the concentration 

gradient inside the active particle, the correlation between concentration gradient, 

cumulative strain energy (CSE), and microcrack formation is worth studying. Moreover, 

although the microcrack formation has been successfully predicted from our previous 

work,[24] the computational expense is still an obstacle we need to overcome. The scaling 

analysis of diffusion induced damage can significant decrease the simulation time.  

1.5 Measure Methods 

1.5.1 Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectroscopy (EIS) is a powerful technique to analyze 

the response of an electrochemical system, which is subjected to a small perturbation of 

voltage or current.[129-131] The cell resistances (i.e. charge transfer resistance, solid-

phase diffusion resistance, and SEI resistance) can be quantified and studied via the 

impedance response.[130, 132-139] From previous studies, the microstructure has been 

proven to have an influence to the charge transfer resistance and diffusion resistance.[140, 

141]In the context of impedance modeling, the mathematical EIS model for active 

particles was originally proposed by Tribollet et al.[142, 143] Based on the active particle 
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impedance model, the EIS response of porous electrodes was further developed by Meyers 

et al. and Huang et al. [130, 144] The porous electrode EIS model combines the porous 

electrode theory [73, 145, 146] with the phenomenological approach of active particles to 

describe the impedance of a homogeneous electrode. Figure 1.4 shows an example of EIS. 

The diameter of first semi-circle can be used to observe the resistance contributed by the 

SEI formation. The second semi-circle can be used to observe the resistance of charge 

transfer. The slope of impedance tail can be used to determine the solid-phase diffusivity.  

 

 

Figure 1.4. An example of electrochemical impedance spectroscopy.  

 

 

Previous numerical EIS simulation for SEI studies which based on the porous 

electrode theory (developed by Meyers et al.[130] and Huang et al.[144]) did not consider 

the fact that the SEI thickness varies with the morphology of carbon active materials.  

Since the side reaction rate and time vary with the morphology of active material,[112] 
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the SEI thickness inside the electrode is not uniform and hence the impedance response. 

To include the morphological effect, we proposed a microstructure-aware impedance 

model to improve the impedance prediction. In this model, the electrochemical properties 

of each active particle in the electrode, such as SEI thickness, were evaluated during the 

charging process. Subsequently, according to the evaluated electrochemical properties, the 

corresponding impedance response for the electrode microstructure can be predicted.  

In the electrochemical impedance spectra, the influence of chemical degradation, 

e.g. thin SEI layer formation, can be observed directly from the change in the Nyquist plot. 

The influence of fracture formation on the impedance response is, however, difficult to 

discern and extract. The microcracks affect the concentration distribution inside the active 

material, which in turn depends on the cycling and environmental conditions (e.g. 

temperature, charge/discharge rate) and active particle characteristics (e.g. morphology, 

size distribution, connectivity). The mathematical model in this dissertation enables us to 

observe and quantify the effect of fracture formation and propagation on the impedance 

response by directly comparing the EIS spectra with and without the diffusion induced 

damage. Furthermore, the influence of mechanical degradation on the impedance response 

for different electrode microstructural characteristics and operational conditions can be 

probed. The electrode microstructure of lithium-ion batteries has been proven to have an 

influence on the impedance response.[140, 141] However, to the best of authors’ 

knowledge, although Wang et al.[147] and Kolosnitsyn et al.[148] reported the change of 

impedance response during charge and discharge process, there is a lack of detail study on 

the microstructure effect on the impedance response of lithium-sulfur batteries.  
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1.6  Objective 

1.6.1 Microstructure Effect on the Performance and Thermal Behavior of Lithium-ion 

Battery 

Due to the trade-off between the improvement of electrical conductivity and 

decrease in ion transport, there should exist an optimal electrode design, which balances 

the electrical conductivity and tortuosity. Beside the microstructural effect on the 

performance of LIBs, since the heat generation is mainly contributed by the joule heating, 

which mainly contributed by the effective ionic conductivity and effective electrical 

conductivity, the microstructure of electrode also has an influence on the cell self-heating. 

The objective of this research is to conduct a fundamental study of the microstructural 

effect on the electrode energy density, power capability, and the temperature of the cell. 

In addition, the detailed study of the relation between the cell temperature and 

microstructure properties can help us to better control the temperature of cell and improve 

the safety of LIBs. With the understanding, the optimize design of electrode with the 

consideration of power, capacity, and safety can be found. The electrode with different (a) 

solid phase composition (i.e. active material, additives, and binder) (b) thickness (c) 

particle morphology will be studied. The electrochemical performance has been simulated 

to study the discharge rate capability of different microstructure designs under different 

operation condition.  
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1.6.2 Degradation in Lithium-ion Battery 

The objective of this task is to conduct fundamental investigation of the degradation 

of the anode in the lithium-ion battery due to mechanical degradation (e.g.  microcrack 

formation) and chemical degradation (e.g. formation of solid electrolyte interphase (SEI)) 

Chemical Degradation: Solid electrolyte interphase (SEI) formation, due to the 

electrochemical reaction between the salt and solvent in the electrolyte, is a key 

contributor to the electrode performance decay in lithium-ion batteries. The active particle 

morphology and electrode microstructure affect the side reaction rate and hence the SEI 

induced interfacial transport and impedance behavior. The change resistance due to the 

variation of SEI thickness can be inferred from the electrochemical impedance 

spectroscopy. In this study, we proposed a microstructure-aware impedance model to 

predict the effect of electrode microstructure on impedance response. The objective of 

this study is to capture the influence of active particle morphology on the SEI formation 

and corresponding impedance characteristics. Different electrode realizations with 

microstructural and compositional variations have been considered. The critical influence 

of active material morphology, mean particle size, binder and electrolyte volume fractions 

on the SEI formation and impedance behavior reveals the underlying interdependencies 

of the interfacial and transport resistance modes.    

Mechanical Degradation: Solid state diffusion of lithium ions in the active particles 

causes concentration gradients, which results in stress generation and formation of 

microcracks or propagation of preexisting cracks. Formation and propagation of 
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microcracks, in turn, affect the solid state transport of lithium ions and the interfacial 

charge transfer resistance. In this study, our objective is to(a) execute a systematic 

investigation of the influence of mechanical degradation on the resistance to diffusion and 

charge transport (b) damage evolution under different operation condition. In this regard, 

a modeling approach combining fracture formation and electrochemical impedance is 

presented, which predicts the mechanical damage induced impedance response and 

resistance evolution in the electrode. The impact of particle size, charge/discharge rate and 

operating temperature on the electrode impedance response is illustrated. In addition, a 

scaling analysis is implemented to understand the mechanism of damage evolution in the 

active particle of LIB electrodes under different operation conditions (i.e. temperature, 

particle size, and C-rate) by tuning the correlation between concentration gradient, 

cumulative strain energy, and microcrack formation. 

1.6.3 Degradation in Lithium-sulfur Battery 

The cathode architecture plays an important role in determining the performance of 

the Li-S battery. The deposition of Li2S on the substrate affects the porosity of the cathode 

microstructure, which increases the tortuosity and decreases effective ionic conductivity 

and diffusivity. The objective of this study is understanding the cathode microstructure 

evolution during the discharge and optimizes cathode design to reduce disadvantages from 

Li2S precipitation. In this study, we develop a mesoscale model to fundamentally 

understand the morphology evolution of Li2S precipitations and the related electrode 

microstructure variation during the discharge process. An upscaling strategy is employed 

to fundamentally understand physicochemical interplay during the Li2S precipitation. In 
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this study, the effect of ambient environment (spices concentration), operating condition 

(temperature), and cathode geometrical properties (porosity and specific surface area) on 

the kinetics of Li2S film growth. A mesoscale model is proposed to investigate Li2S 

morphology evolution in a large temporal-spatial scale. Based on the chemical reaction 

rate, the time evolution of the thickness of Li2S precipitation layer can be evaluated. Since 

the side reaction rate is depended on temperature and lithium ion concentration, the time 

evolution of the thickness varied accordingly. With the thickness got from mesoscale 

simulation, the time evolution of the porosity of electrode microstructure can be predicted 

by reconstructing a virtual 3D microstructure. The variation of porosity can be affected by 

the original substrate surface area, pore size, and morphology of discharge product and 

carbon base. Moreover, since the thickness of discharge product is a function of lithium 

ion concentration and temperature, the variation of porosity also depended on lithium ion 

concentration and temperature. The time evolution of microstructure porosity can further 

be used to evaluate the effective electrochemical properties, such as effective electrical 

conductivity, ionic conductivity, and ionic diffusivity. From the mesoscale model and 

systematic simulations, an optimal design of lithium-sulfur electrode microstructure can 

be found. 

A brief overview of what is being presented in this thesis provided below. The 

background of the microstructure effect on the performance of energy storage system and 

the degradation phenomena in energy storage system is presented in this section. Chapter 

II expressed the microstructure-effect on the chemical degradation (i.e. SEI formation) 

and its influence on the impedance response. Chapter III provides the microstructure-
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effect on the mechanical degradation (i.e. microcrack formation), and its effect on the 

impedance response. Chapter IV expressed that there is a global relation between the strain 

energy and mechanical damage. Chapter V talks about the microstructure effect on the 

thermal behavior of LIBs. Chapter VI includes the Li-S cathode microstructure variation 

during the discharging process and the corresponding impedance response. In the end, the 

thesis will be concluded and the future research goals will be presented in Chapter VII.  
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2 CHAPTER II                                                                                                  

PROBING THE MORPHOLOGICAL INFLUENCE ON SOLID ELECTROLYTE 

INTERPHASE AND IMPEDANCE RESPONSE IN INTERCALATION 

ELECTRODES 

 

Previous numerical EIS simulation for SEI studies which based on the porous 

electrode theory (developed by Meyers et al.[130] and Huang et al.[144]) did not consider 

the fact that the SEI thickness varies with the morphology of carbon active materials.  

Since the side reaction rate and time vary with the morphology of active material,[112] 

the SEI thickness inside the electrode is not uniform and hence the impedance response. 

To include the morphological effect, we proposed a microstructure-aware impedance 

model to improve the impedance prediction. In this model, the electrochemical properties 

of each active particle in the electrode, such as SEI thickness, were evaluated during the 

charging process. Subsequently, according to the evaluated electrochemical properties, the 

corresponding impedance response for the electrode microstructure can be predicted.  

In this study, the canonical mode of chemical degradation (i.e. SEI formation) and 

concomitant impedance response are studied for different electrode microstructural and 

compositional variations.  

 

*Reprinted with permission from “Probing the morphological influence on solid 

electrolyte interphase and impedance response in intercalation electrodes” by C. -F. 

Chen and P. P. Mukherjee, 2015, PCCP, 17, 9812, Copyright 2015, The Royal Society 

of Chemistry. 

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=PBDAokcAAAAJ&citation_for_view=PBDAokcAAAAJ:9yKSN-GCB0IC
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=PBDAokcAAAAJ&citation_for_view=PBDAokcAAAAJ:9yKSN-GCB0IC
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In particular, the influence of active particle morphology, size distribution, binder, 

and electrolyte volume fractions is investigated. The microstructure-aware computational 

model predictions are envisioned to provide fundamental insight into the influence of 

electrode microstructures on the chemical degradation mode and virtual diagnosis of 

impedance response. 

2.1 Computational Methodology  

As mentioned, in order to include the morphological effect of active material to the 

impedance response, the electrochemical properties of each active particle should be 

evaluated accordingly. The schematic diagram of our microstructure-aware impedance 

model is as shown in Figure 2.1. First, microstructures with different particle-size 

distribution and composition were constructed, which affect the active interfacial area and 

porosity. The primary components in the generated microstructures are the active material, 

electrolyte, and binder. The active materials are generated using the sequential generation 

method of piling in the active material particles and then randomly distributing the 

particles within the void space. All particles are prohibited from overlapping in the 

domain. The binder was added to a structure in the shape of a concave meniscus in 

locations where material surfaces got close together. The amount of binder utilized was 

varied by volume fraction. Based on the assigned active particle morphology in the 

microstructure, the lithiation/delithiation and side reaction (SEI formation) of active 

particles were simulated during cycling accordingly. With the evaluated electrochemical 

properties, such as SEI thickness and state of charge (SOC), the corresponding impedance 

response can be evaluated from the analytical solution of EIS of porous electrode.[130]  It 
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is important to note that, in this study, the active particles are considered to 

homogeneously disperse throughout the electrode microstructure. The aggregation of 

active material and hence the effect on the structure of SEI film[149] is not taken into 

account. The active particle aggregation will be included in the future development of this 

impedance model.  

2.1.1 Impedance Response of a Porous Microstructure   

The analytical solution of microstructure-aware impedance model was based on the 

model developed by Meyers et al. [130]. The schematic diagram of different active 

material morphologies is shown in Figure 2.2 (a). The aspect ratio α and β are set to make 

the side surface area much smaller than the reactive surface area (10 times smaller). In 

Figure 2.2 (b) and (c), an equivalent circuit of the interface and a sample of the impedance 

response are displayed. The first semicircle of the high frequency accounts for the SEI 

resistance and the second semicircle of the middle frequency accounts for the charge 

transfer resistance.  
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Figure 2.1. Schematic diagram of the microstructure-aware impedance model, which 

considers the morphological effect of active material. 

 

Larger diameter of semicircle corresponds to larger resistance. The slope of the 

impedance tail corresponds the solid-phase diffusion resistance. Higher sloped of this tail 

corresponds to smaller diffusion resistance and lower values of the slope signify enhanced 

solid phase diffusion resistance. In this study, we considered an electrode-only model, 

specifically for a representative anode active particle. Therefore, all the parameters in the 

following EIS model refer to a typical graphite active material. It is important to note that 

since graphite is chosen as the representative active material, the effect of active particle 

volume change on the SEI formation and corresponding impedance response is neglected 

in this study. This important effect of volume change is left as a future exercise. 
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From the equivalent circuit (Figure 2.2(b)), the impedance Z of active particles can 

be expressed as follows. The admittance Y for active particle can be expressed as Eq. (2.1)

. 
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  (2.1) 

where Rct,1 and Rpart / Ys are the charge transfer and diffusion resistance between the solid 

phase and SEI layer which can be calculated from Eq. (2.2) – (2.3) when particle radius r 

= Rs.  

Table 2.1. SEI capacitance and resistance 

Morphology The SEI Capacity filmC  

(F/cm2) 

The SEI Resistance filmR  (Ωcm2) 

Spherical (R )SEI s SEI

SEI sR

 






 

SEI SEI s

s SEI

R

R

 



 


 

Cylinder 1

ln(( ) / )

SEI

s s SEI sR R R







 

ln(( ) / )SEI s s SEI sR R R     

platelet 
SEI

SEI




 SEI SEI    
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(a)  

 

                     (b)                                                                 (c) 

Figure 2.2. (a)The morphology of spherical, cylinder and platelet active materials. 

Cylinder particles: α=5. Platelet particles: α=10 and β =10. (b) Equivalent-circuit 

diagram. (c) Sample of Electrochemical impedance spectroscopy. The first semicircle on 

the left accounts for the SEI resistance. The second semicircle accounts for the charge 

transfer resistance. The slope of the impedance tail account for the solid-phase diffusivity. 
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The SEI resistance Rfilm and capacitance Cfilm can be calculated from  
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with the slope of open circuit potential ( sU c  ) can be expressed as Eq.(4) [150]; the 

exchange current density Ii,0 is a function of state of charge xi,surf as Eq. (2.5).  

The state of charge xi,surf  is defined as the ratio between surface concentration and the 

maximum surface concentration max/surfc c   
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The value of Ys for the diffusion resistance in Eq. (2.1) can be calculated from Eq. (2.6) – 

(2.8) for spherical, cylinder and platelet particles. 
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According to the previous study, Rct,1 is the major factor, which determines the 

charge transfer resistance (diameter of right semicircle in Fig. 2(c)) and is dominated by 

the exchange current density I0 and temperature T. The change in the slope of the low-

frequency tail (solid-phase diffusion resistance) is due to the variation of diffusivity Ds 

and sU c  . The SEI resistance (diameter of left semi-circle in Fig. 2(c)) is only affected 

by the SEI thickness as shown in Table 2[130, 144]. 

By implementing the admittance Y calculated from Eq.(2.1), we can evaluate the 

EIS for the porous microstructure. The impedance Z for the porous microstructure can be 

expressed as Eq. (2.9). 
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The average of single particle admittance aY is calculated from averaging the admittance 

with the surface area as  
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where N(r) is the number density of particle radius r. In this work, we use the modified 

logarithm Gaussian distribution proposed by Meyers et al. [130] as eq. (2.12). The benefit 

of using Eq. (2.12) is that controlling the electrode design parameters (specific area a, 

volume fraction εs and mean particle radius) is straight forward. 
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  (2.12)  

Here, φ the sharpness of distribution function can be used to decide the mean particle 

radius. λa and λε are the adjusted constants for the morphology, which can be defined as 
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From Eq. (2.12) and (2.13), we can make sure the specific area and the volume fraction of 

active material maintain constant when changing particle morphology  
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Here A(r) and V(r) are the surface area and volume of active material with particle radius 

r. One should notice that the microstructure constructed in Figure 2.1 is according to the 

particle size distribution defined from Eq. (2.12). 

2.1.2 Delithiation/Lithiation and Side Reaction of Active Materials 

The evaluation of particle electrochemical properties and SEI formation during 

delithiation/lithiation were based on the method developed by Rahimian et al.[105, 112] 

This method simulated the evolution of lithiation concentration inside the active particles 

and the side reaction under a certain flux of lithiation and delithiation. [151, 152] The 

mathematical formulation is briefly expressed as follows. By applying the average volume 

technique, Fick’s second law can be simplified as Eq. (2.15) – (2.20) to predict the 

diffusion of lithium ion in the cathode (p) and anode (n)[105]. 
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Here i denotes either anode (n) or cathode (p).  The reaction current density pJ and nJ , 

side reaction current density sJ , and the applied current appI follow the charge 

conservation (Eq. (2.21)). ,i avex and ,i surfx are defined in Eq. (2.22).  
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In the present paper, xi,surf  also can be referred to the state of charge (SOC) of particles. Js 

in Eq. (2.21) is the side reaction current density which can be calculated from Tafel 

kinetics as Eq. (2.23). 
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where Rfilm is the SEI resistance and can be calculated from Table. 2 for different 

morphologies of particles. The exchange current density for the side reaction i0,f is 

calculated from Eq. (2.25). 

 ,o f f ei k c F   (2.25) 

The formation of SEI thickness δSEI can be evaluated from the side reaction current as 

shown in Eq. (2.26). 
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The Butler-Volmer equation was used to update the reaction current density Ji after each 

time step. The Butler-Volmer equation can be expressed as Eq. (2.27). 
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Ii,0 is the exchange current density which is a function of SOC xi,surf as shown in Eq. (2.5)

. The over-potentials ηi for the interaction reaction for anode and cathode can be calculated 

from Eq. (28) and (29). 
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The loss of capacity are represented from the loss or gain of SOC xi,surf, and xi,surf was 

updated after each charging process from Eq. (2.30) 
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with N the number of steps; θi the loss of SOC which can be calculated from Eq. (2.31) – 

(2.33). 

 
max

s
i

Q

Q
    (2.31) 

  
charge time

0

t

s s nQ J S dt


    (2.32) 

  
charge time

max
0

t

app nQ I S dt


    (2.33) 

In the active particle, the SOC ( ,i surfx ) during discharge/charge can be obtained from Eq. 

(2.15) – (2.20). The SOC dominates the value of sU c  slope and exchange current 

density I0 in the impedance model as shown in Eq. (2.4) and (2.5), respectively. The most 

important part in the present model is calculating the growing of SEI thin layer as shown 

in Eq. (2.26). The thickness of the SEI thin layer generates additional resistance (Eq. (1)) 

and affects the impedance response. 

Since the diffusion distance and specific capacity (mAh/g) varies with the active 

particle radius and morphology, the SOC and charging time of active particles inside an 

electrode is different. The SOC of particles affects the anode potential n which has an 
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influence to the side reaction rate as shown in Eq. (2.24). The charging time also 

determined the SIE thickness as Eq. (2.26). Due to the variation of side reaction rate and 

charging time of active particles, the electrodes with different particle radius distribution 

should have different impedance response. By investigating the impedance response from 

different design of electrodes, we can (1) find an effective method to design an electrode 

which has less SEI resistance (2) study the trade-off between the SEI resistance, charge 

transfer resistance, and solid-phase diffusion resistance. It is important to note the effect 

of phase transformation, such as in LiFePO4, and relevant dependence of solid-state 

transport on exposed surface facets and crystallographic orientation on the formation of 

SEI and the charge transfer characteristics are not included in the current version of the 

microstructure-aware impedance model. These important aspects will be discussed in a 

future study. 

 

Figure 2.3 The comparison between the experimental EIS and the simulated EIS from our 

model after the 10th charge/discharge cycle (C/10 rate). Experimental data is adapted 

from Ref. [67] 
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The comparison between our model and the experimental EIS is as shown in Figure 

2.3.[137] The trend of simulated EIS shows good agreement with the experimental EIS. 

The error is mainly due to the selection of particle-size distribution. The comparison shows 

the ability of our model to study the degradation of anodes.  

2.2 Results and Discussion 

In order to study the SEI formation and the corresponding impedance response of 

the LIB anode, we used the microstructure-aware impedance model as mentioned in the 

previous section. The impedance study includes three stages. First, we calculated the SEI 

thickness δSEI and the SOC xi,surf for active particles with different particle-size distribution 

(0.3µm ~20µm) and morphology (spherical, cylindrical and platelet particles) inside the 

electrode microstructure during the charging/discharging process. The particle-size 

distribution (0.3µm ~20µm) selected in this study is based on the thickness of SEI film. 

Since the SOC of small particles reaches its maximum value faster than large particle 

under the same lithiation rate, therefore, the SEI thickness is significantly small for smaller 

particle size, e.g. below 0.3 µm. The importance of nanoscale size effect, e.g. in the range 

of 0.1 – 0.01 µm, and corresponding influence on crystallographic orientation, columnar 

ordering and solid-phase transport have been shown in our recent work.[153] The specific 

influence of such morphological aspects on the SEI formation and impedance response 

will be considered in a future study. Second, the corresponding lithium concentration (e.g. 

SOC) and SEI thickness are used to calculate the admittance Y of an active particle from 

Eq. (2.1). Third, the admittance for active particles was integrated with the particle radius 
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r as Eq. (2.11) to get the impedance response for porous microstructure electrode with 

different electrode designs. 

In this section, we study the porous electrode designed with different specific area 

(cm-1), mean particle radius of active material, morphology of active material, and 

different volume fraction of the binder. The parameters used in the simulations are used 

according to previous researches for solid-phase diffusion, side reaction, and porous 

electrode EIS simulations.[105, 130, 144] One should notice that the influence of 

microstructure on the electrical and ionic conductivity was not considered in this study.  

2.2.1 Effect of Active Material Morphological on SEI Formation and Impedance 

Response 

During lithiation and delithiation process, all active materials were performed with 

the same current density Ji. The charge and discharge rates were set to 0.5 C (828 mA). 

The simulation for different microstructure designs were operated with 2000 cycles. The 

SEI thickness δSEI, exchange current density I0, and sU c  was recorded after the end of 

charging process of each cycle. At the end of the charge process of each cycle (Charging 

time= 3600 sec), the EIS was calculated to observe the SEI resistance and the degradation 

of anodes. The active particles with different size and morphology were systematically 

studied in this section. The results show in the following section can help us to understand 

the impedance response for different electrode microstructures in the later sections. 

Influence of spherical particle radius: Since the particle size varies in the electrode, the 

impedance for the active materials with different particle radius has been studied. The 
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impedance response for active materials, which calculated from Eq.(2.1), will later be used 

to calculate the impedance response for the porous electrode.  

The SEI thicknesses calculated after the end of charging process of each cycle for 

different particle radius are shown in Figure 2.4(a). The SEI thickness decreases as particle 

radius increases when the radius is larger than 1 μm. This result can be explained by the 

relation between SOC and side reaction rate. Since the SOC increases slower in larger 

particles, as shown in Figure 2.4(b), the potentials of larger particles increase less than 

smaller particles after the same charge duration. Due to the low potential variation, larger 

particles have less side reaction current as shown in Eq. (2.23) and (2.24). On the opposite, 

when the radius is smaller than 1 µm, the SEI thickness decreases as the particle radius 

decreases. The small particles have opposite results because the SOC of small particles 

increases very fast, which causes the particles to reach their maximum SOC and stop the 

electrochemical reaction before the end of charge time (3600 sec). Therefore, the 

submicrometer particles have short side reaction time and thin SEI thickness.  

The SOC, exchange current I0 and sU c  , with different particle radius after 

different cycles ,are shown in Figure 2.4(b) ˗ (d) respectively. The value of exchange 

current I0 and sU c  are dominated by the SOC of the particle. According to Eq.(2.15), 

larger particles have lower SOC after the same charge time. Additionally, the SOC 

decreases during cycling due to the capacity lost from the side reaction as shown in Figure 

2.4(b). Therefore, as shown in Figure 2.4(c), the slope sU c  decreases as the number 

of cycles and particle size increase. For the exchange current density, since the formulation 
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of exchange current density I0 is a second order equation which has the maximum value 

when SOC = 0.5, the exchange current density increases (decreases) with the increase of 

SOC when SOC < 0.5 (SOC > 0.5). Hence, the exchange current density of particles radius 

of 0.5 and 1 µm increase during cycling, and 2 µm particles have the largest exchange 

current density after 3600 sec of charge time as shown in Figure 2.4(d). 

 

   
                                      (a)                                                                  (b) 

  
                                      (c)                                                                   (d) 

Figure 2.4. (a) The SEI thickness, (b) SOC, (c) sU c  and (d) exchange current density 

of spherical particles with the radius of 0.5, 1, 2, 5 and 10 µm during the first 2000 

discharge/charge cycles. 
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From the result of SEI thickness, exchange current density I0, and sU c  , the 

impedance response for active particles with different radius can be evaluated.  Fig. 5(a) 

shows the impedance response of 1μm active particles after 500, 1000 and 2000 cycles. 

The SEI resistance (first semicircle on the left) increases with cycling. The increase of SEI 

resistance is due to the growth of SEI thickness during cycling as shown in Figure 2.4(a). 

Figure 2.5(b) shows that the impedance response varies with particle radius because 

of the difference in SEI thickness and SOC. As shown in the result, 10 µm particle has the 

smallest SEI resistance since it has the thinnest SEI thickness (Figure 2.4(a)). However, 

10 µm particle has the largest charge transfer resistance because it has the lowest exchange 

current density I0 as shown in Figure 2.4(d). In addition, 10 µm particle also has the largest 

solid-phase diffusion resistance, which is because (1) the radius of particles increases the 

diffusion distance of lithium ion (2) larger particles has smaller value of sU c  as shown 

in Figure 2.4(c). One should notice that the SEI resistance and the charge transfer 

resistance have no effects on the diffusion resistance because of the accepted nature of 

SEI and charge transfer resistance. [144] 
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                                     (a)                                                                   (b) 

Figure 2.5. (a) Impedance response of a representative spherical active particle after 500, 

1000 and 2000 discharge/charge cycles with 2 μm radius spherical active particles. 

(b)Impedance response of representative spherical active particles after 500 

discharge/charge cycles with radius 2, 5 and 10 μm radius spherical active particles. 

 

Influence of particle morphology: The morphological effects was performed with 

spherical, cylindrical and platelet particles. The radius (thickness) of active particles in the 

microstructure varies from 0.5 µm to 20 µm. Each simulation was operated with 2000 

cycles. According to Eq. (2.15) – (2.20), the SOC was influenced by the active material 

morphology and affected the SEI formation, exchange current density and the change of 

open circuit potential. The SEI thickness δSEI, exchange current density I0 and sU c 

was recorded after the end of charge process of each cycle. The results are represented in 

the following.  
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Figure 2.6. The (a) SEI thickness, (b) SOC, (c) sU c  and (d) exchange current density 

of spherical, cylinder and platelet particles during the first 2000 discharge/charge cycles. 

The radius of spherical particles is 2 µm. The radius of cylinder particles is 2 µm and the 

aspect ratio is 1:5. The thickness of cylinder particles is 4 µm and the aspect ratio is 

1:10:10. 

 

The SEI thickness growth with cycling number is shown in Figure 2.6(a). The 

spherical particles have the fastest side reaction rate, compared to the cylindrical and 

platelet particles. The reason is the same as the size effect on SEI thickness. The SOC of 

the spherical particle increases faster than cylindrical and platelet particles, according to 

Eq. (2.15) – (2.17), which causes higher side reaction rate and thicker SEI thickness. The 

exchange current sU c  and I0 of different particle morphologies during cycling are 
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shown in Figure 2.6(c) and (d). Similar as the result of the size effect of spherical particles, 

the slope sU c  and exchange current density I0 are dominated by the SOC. Due to the 

variation of SOC, the platelet particles have the smallest value of sU c  and the 

spherical has the largest sU c  . Additionally, the exchange current density of spherical 

particles increases with the number of cycles (SOC > 0.5), but the exchange current 

density of cylinder and platelet particles decrease with the number of cycles (SOC < 0.5) 

as shown in Figure 2.6(d).  

Figure 2.7 shows the impedance response varies with the particle morphologies after 

500 cycles.  The spherical particle has the largest SEI resistance while the platelet particle 

has the smallest SEI resistance, which is determined by the SEI thickness. The platelet 

particle has the largest charge transfer resistance while the cylindrical particle has the 

smallest charge transfer resistance due to the difference in exchange current I0. The 

morphology effect on the diffusion resistance is attributed to the anisotropic of ion 

diffusion and the value of sU c  .  The anisotropic of large curvature particle (Ex. 

Platelet particles) increases the solid-phase diffusion resistance inside the particle.  
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Figure 2.7. Impedance response of a representative spherical, cylinder, and platelet active 

particle during the first 500 discharge/charge cycles. The radius of spherical particles is 2 

µm. The radius of cylinder particles is 2 µm and the aspect ratio is 1:5. The thickness of 

cylinder particles is 4 µm and the aspect ratio is 1:10:10. 

 

             

Figure 2.8. Impedance response of electrode after 500, 1000 and 2000 cycles. The specific 

area, volume fraction and mean radius of the microstructure are 4000 cm-1, 40% and 2.09 

μm respectively. 

 

2.2.2 Effect of Electrode Microstructure on Impedance Response 

In anodes, the particle-size distributions are different according to electrode 

microstructures. The particle-size distribution determined three design aspects of porous 

electrode, which are (1) the specific surface area (cm-1), (2) the volume fraction of active 
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material and (3) the mean particle radius of the active material. As demonstrated above, 

the SEI thin layer, charge transfer resistance and diffusion resistance vary with the active 

particle size and morphology, which suggest strong dependence of the electrode 

microstructural variations (e.g. particle size distribution) on the impedance response.  The 

impedance response of different porous electrodes after cycling is as shown in Figure 2.8. 

As expected, due the increase of SEI thickness, the SEI resistance increases during cycling 

Influence of specific surface area:  In order to keep the porosity and mean particle radius 

as a constant, the microstructure with larger surface area has a larger number of particles 

and smaller standard deviation as shown in Figure 2.9(a) and (b). From Figure 2.9(c) and 

(d), the impedance response shows that the microstructure with larger surface area has 

smaller resistance (SEI resistance, charge transfer resistance and solid-phase diffusion 

resistance) in the electrode. The result can be explained from Eq. (2.9) ˗ (2.11) that the 

average admittance saY  increase with the surface area in the microstructure. Figure 2.9(d) 

presents the increase of SEI resistance and charge transfer resistance during cycling. From 

the results, we can refer that the SEI thickness increases faster in the microstructure with 

small surface area. It is worth noticing that although the capacity loss increase with the 

(Brunauer-Emmew-Teler) BET surface area (m2/g)[107], increasing the surface area has 

a positive effect on the resistance. Influence of active material volume fraction:  Figure 

2.10 shows the impedance response of the microstructures with different volume fraction 

of the active material. According to the plot of particle-size distribution and the 

microstructure (Figure 2.10(a) and (b)), it is found that the microstructure with a smaller 

volume fraction of active material has more number of particles and smaller standard 
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deviation. The electrode with a smaller volume fraction of active material has larger SEI 

resistance, but smaller charge transfer resistance and solid-phase diffusion resistance, as 

shown in Figure 2.10(c) and (d). The larger SEI resistance means larger capacity lost, 

which agrees well with the previous results that the microstructure with larger BET 

specific area has larger capacity lost [107]. The difference of the charge transfer resistance 

is attributed to that the average exchange current density I0 is smaller in the electrode with 

a smaller volume fraction of active material. The smaller solid-phase diffusion resistance 

in the microstructure with smaller volume fraction of active material is mainly due to the 

lower average value of the slope sU c  . Figure 2.10(d) shows the increase of SEI 

resistance and charge transfer resistance. Different from the influence of specific surface 

area, the influence of the volume fraction of active material to the SEI thickness increasing 

rate is not obvious.  
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 (a)                                                             (b) 

  

(c)                                                             (d) 

Figure 2.9. The porous electrode impedance response with different specific surface area of 

active material. The volume fraction and mean particle radius of active material are 40% and 

3 μm. (a) Particle-radius distribution with the specific area of 3500 cm-1, 3000 cm-1, 2500 cm-

1 and 2000 cm-1. (b) The microstructure for (i) a=3500 cm-1(without electrolyte), (ii) a=3000 

cm-1, (iii) a=2500 cm-1, (iv) a=2000 cm-1. In the microstructure, the active material, binder, 

electrolyte and SEI layer are represented by the color of red, blue, purple and yellow 

respectively.  (c) The porous electrode impedance response after 500 discharge/charge cycles. 

(d) The SEI resistance and charge transfer resistance after 500, 1000 and 2000 cycles. 
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Figure 2.10. The porous electrode impedance response with different volume fraction of 

active material. The specific area and mean particle radius of active material are 3000 

cm-1 and 3 μm. (a) Particle-radius distribution with 50%, 45%, 40% and 35% volume 

fraction of active material. (b) The microstructure for (i) 50%(without electrolyte), (ii) 

45% (iii) 40% and (iv) 35% of active material. In the microstructure, the active material, 

binder and electrolyte are represented by the color of red, blue and purple respectively.  

(c) The porous electrode impedance response after 500 discharge/charge cycles. (d) The 

SEI resistance and charge transfer resistance after 500, 1000 and 2000 cycles. 
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Influence of mean particle size:  In the following, we investigated the influence of mean 

particle radius of the particle-size distribution on the electrodes. In our study, we varied 

the sharpness φ in Eq. (2.12) to change mean particle radius. The porous electrodes with 

specific areas of 4000 cm-1 and 2000 cm-1, and the sharpness of 1.0, 0.6 and 0.2 are 

discussed in this subsection. Figure 2.11 and Figure 2.12 show the effects of mean particle 

radius Rmean on the porous electrode impedance response with specific areas of 4000 cm-1 

and 2000 cm-1. From the particle-size distributions (Figure 2.11 (a) and Figure 2.12 (a)) 

and the microstructures (Figure 2.11 (b) and Figure 2.12 (b)), it can be found that the 

particle-size distributions in the electrode with 4000 cm-1 specific area have a larger 

standard deviation than that in the electrode with 2000 cm-1 specific area. In addition, in 

order to maintain the surface area while changing the mean particle radius, the range of 

Rmean we can change for a=4000 cm-1 is smaller than a=2000 cm-1. As shown in Figure 

2.11 (c) and (d), the SEI resistance and solid-phase diffusion resistance decrease with 

Rmean but the charge transfer resistance increase with the decrease of Rmean in the electrode 

with 4000 cm-1 specific surface area. On the opposite, the SEI resistance and charge 

transfer resistance increase with the decreasing of Rmean but the solid-phase diffusion 

resistance decreases with the Rmean in the electrode with 2000 cm-1 specific surface area 

(Figure 2.12 (c) and (d)).  

The difference of SEI resistance with Rmean for the specific area of 4000 cm-1 and 

2000 cm-1 is attributed to the particle-size distribution. For the particle-size distributions 

in Figure 2.11 (a) (a=4000 cm-1), the particles with radius smaller than 1 µm (SEI thickness 

decrease with the decrease of radius) has more influence on the SEI resistance when we 
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averaged the impedance of active materials. On the contrary, for the particle-size 

distributions in Figure 2.12 (a) (a=2000 cm-1), since most of the particles radius are larger 

than 1 µm (the range SEI thickness increase with the decrease of radius), the SEI resistance 

decreases with the increase of Rmean. Therefore, for the electrodes with large specific 

surface area, the electrode should choose smaller particles (smaller Rmean) for smaller SEI 

resistance.  

As shown in Figure 2.11(c) and Figure 2.12(c), the charge transfer resistance 

increased with the decrease of Rmean for both specific surface areas of 2000 cm-1 and 4000 

cm-1. It means that the distribution with small Rmean has smaller average exchange current 

density I0 than the one with large Rmean. The solid-phase diffusion resistance also depends 

on the Rmean of the distribution for both electrode microstructures. The solid-phase 

diffusion resistance increased with Rmean in both cases because the particle-size 

distributions with large Rmean have longer diffusion distance and smaller sU c  than the 

ones with small Rmean. The long diffusion distance and small sU c  for larger particles 

caused large diffusion resistance. In addition, Figure 2.11(d) and Figure 2.12(d) also show 

that the SEI resistance increasing speed is not changing with Rmean.  
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(a)                                                             (b) 

  

(c)                                                              (d) 

Figure 2.11. The porous electrode impedance response with varying mean particle radius. 

The specific area and volume fraction of active material are 4000 cm-1 and 40%. (a) 

Particle-radius distribution of different mean particle radius. (b) The microstructure for 

(i) Rmean=2.8824(without electrolyte) (ii) Rmean=2.093 (iii) Rmean=1.1035. In the 

microstructure, the active material, binder and electrolyte are represented by the color of 

red, blue and purple respectively.  (c) The porous electrode impedance response after 500 

discharge/charge cycles. (d) The SEI resistance and charge transfer resistance after 500, 

1000 and 2000 cycles. 
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(a)                                                             (b) 

  

   (c)                                                               (d) 

Figure 2.12. The porous electrode impedance response with varying mean particle radius. 

The specific area and volume fraction of active material are 2000 cm-1 and 40%. (a) 

Particle-radius distribution of different mean particle radius. (b) The microstructure for 

(i) Rmean=5.7647(without electrolyte) (ii) Rmean=4.1852 (iii) Rmean=2.2015. In the 

microstructure, the active material, binder and electrolyte are represented by the color of 

red, blue and purple respectively.  (c) The porous electrode impedance response after 500 

discharge/charge cycles. (d) The SEI resistance and charge transfer resistance after 500, 

1000 and 2000 cycles. 
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Effect of active particle morphology: The porous electrode impedance response with a 

different morphology of active material is shown in Fig. 13. According to the particle-size 

distributions and microstructures (see, Figure 2.13(a) and (b)), it is found that spherical 

particles have more number of particles than the cylinder and platelet particles when the 

specific area is maintained at constant. As shown in Figure 2.13 (c) and (d), spherical 

particles have the largest SEI resistance and charge transfer resistance, while these 

particles have the smallest diffusion resistance. On the opposite, platelet particles have the 

smallest SEI resistance and charge transfer resistance, but the largest diffusion resistance. 

The electrode with spherical active material has the largest SEI resistance because the 

spherical particles have a thicker SEI thickness compared to the cylinder and platelet 

particles as shown in Figure 2.6(a). The result of charge transfer resistance shows that 

under the same charging time and process, the electrode with the platelet active material 

has the largest exchange current density. For the solid-phase diffusion resistance, because 

spherical particles have shorter diffusion distance than the cylinder and platelet particles 

due to the curvature of particle surface, the electrodes with spherical particles have the 

smallest diffusion resistance. In addition, the largest sU c  of spherical particles is also 

a reason why spherical particles have the smallest diffusion resistance. In addition, from 

Figure 2.13 (d), the SEI resistance increasing rate is faster for spherical particles than the 

cylinder and platelet particles.  
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(a)                                                             (b) 

  

(c)                                                             (d) 

Figure 2.13. The porous electrode impedance response with spherical, cylinder and 

platelet particles. The specific area and volume fraction of the active material of electrode 

is 2000 cm-1 and 47%. The aspect ratio of cylinder particles is 1:5. The aspect ratio of 

platelet particles is 1:10:10. (a) Particle-radius distribution for spherical, cylinder and 

platelet particles. (b) The microstructure for (i) Spherical (ii) Cylinder (without 

electrolyte) (iii) Platelet particles. In the microstructure, the active material, binder and 

electrolyte are represented by the color of red, blue and purple respectively.  (c) The 

porous electrode impedance response after 500 discharge/charge cycles. (d) The SEI 

resistance and charge transfer resistance after 500, 1000 and 2000 cycles. 
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                                          (a)                                                                    (b) 

Figure 2.14. (a) The specific surface area vs. the volume fraction of binder for the 

electrode with 2 µm spherical particles. (b) The SEI thickness with different volume 

fraction of binder during the first 2000 discharge/charge cycles for the electrode with 2 

µm spherical particles. 

 

 

Effect of binder volume fraction: According to Eq. (2.9) - (2.11), we know that the 

impedance strongly depends on the specific surface area (cm-1). In realistic electrodes, the 

volume fraction of binder influences the interface surface area between the electrolyte and 

active material as shown in Figure 2.14(a). Due to the decrease of surface area, under the 

same applied current, the current density (A/cm2) will increase and affect the SEI 

formation as shown in Figure 2.14 (b). Figure 2.14 (b) shows that the SEI thickness grows 

faster in the electrode with a smaller volume fraction of the binder. The SEI thickness 

decreases as binder increases because the increase of current density (A/cm2) decreases 

the charging time (i.e. the surface concentration reaches the maximum value faster). 

However, although the SEI grew faster for a low volume fraction of binder, the electrode 

with 5% of binder has the smallest SEI resistance as shown in Figure 2.15(a) and (b). It 

means the SEI resistance is dominated by the effective surface area between active 
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material and electrolyte. Besides the SEI resistance, the charge transfer resistance and 

diffusion resistance also increase with the volume fraction of binder due to the diminishing 

of effective surface area. In addition, the SEI resistance increased faster for the electrode 

with 20 % of the binder, as shown in Figure 2.15 (b), because the small effective surface 

area makes the SEI resistance grew faster than the one with the larger effective surface 

area.  

 
                                      (a)                                                                  (b) 

Figure 2.15. (a) The porous electrode impedance response with different volume fraction 

of binder for spherical particles. The specific area, volume fraction and radius of active 

material are 4500 cm-1, 30 % and 2 μm respectively. (b) The charge transfer resistance 

and SEI resistance after 500, 1000 and 2000 discharge/charge cycles. 

 

2.3 Conclusions 

In this paper, the influence of electrode microstructural variability on the SEI 

formation and corresponding impedance response has been elucidated. In this regard, a 

microstructure-aware computational model has been presented which consists of 

physicochemical interactions pertinent to SEI formation in a typical LIB anode and elicits 

the influence thereof on the impedance characteristics. The impact of active particle 
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morphology, size distribution, binder and electrolyte volume fractions on the SEI 

thickness, SOC, and the underlying interdependencies of transport and interfacial 

resistances have been investigated in detail. This model enables a virtual diagnosis and 

characterization of the canonical mode of chemical degradation via prediction of the 

impedance spectra snapshots for intercalation electrodes. 

Due to the variation of particle-size distribution, the impedance response changes 

with the active interfacial area, porosity, and mean particle size. The predictions suggest 

that the surface area change dominates the impedance response. Moreover, the trade-off 

between the SEI resistance and charge transfer resistance has been found to be of critically 

dependent on the variation of the mean size of active particles and electrolyte volume 

fraction. From morphological variability, the spherical active particles show the largest 

SEI and charge transfer resistances compared to the cylindrical and platelet active 

particles. However, the spherical particles exhibit the lowest solid-phase diffusion 

resistance. The volume fraction of binder has been found to affect the impedance response 

significantly. An increase of binder fraction decreases the interfacial active area, which in 

turn affects the reaction current density, charging time and the SEI growth rate and hence 

ultimately on the impedance response.  

An important future development of this impedance model will include the effect of 

phase transformation material, such as in LiFePO4, and concomitant dependence of solid-

phase transport on crystallographic orientation. This will allow versatility of this 

microstructure-aware impedance model for a wide range of chemistry and materials 

choice.  
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3 CHAPTER III                                                                                              

DIFFUSION INDUCED DAMAGE AND IMPEDANCE RESPONSE IN 

LITHIUM-ION BATTERY ELECTRODES 

 

Since the formation of microcracks in active particles affects lithium diffusion and 

hence the solid state transport and interfacial charge transport resistance, therefore, by 

studying the impact of fracture on the impedance response, we can predict the mechanical 

damage induced resistance evolution and the deleterious influence on the cell 

performance. In the electrochemical impedance spectra, the influence of chemical 

degradation, e.g. thin SEI layer formation, can be observed directly from the change in the 

Nyquist plot. The influence of fracture formation on the impedance response is, however, 

difficult to discern and extract. The microcracks affect the concentration distribution 

inside the active material, which in turn depends on the cycling and environmental 

conditions (e.g. temperature, charge/discharge rate) and active particle characteristics (e.g. 

morphology, size distribution, connectivity). The current mathematical model enables us 

to observe and quantify the effect of fracture formation and propagation on the impedance 

response by directly comparing the EIS spectra with and without the diffusion induced 

damage. Furthermore, the influence of mechanical degradation on the impedance response 

for different electrode microstructural characteristics and operational conditions can be 

probed. 

*Reprinted with permission from “Diffusion Induced Damage and Impedance Response 

in Lithium-Ion Battery Electrodes” by C. -F. Chen, P. Barai and P. P. Mukherjee, 2014, 

JES, 161, A2138, Copyright 2014, The Electrochemical Society. 

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=PBDAokcAAAAJ&citation_for_view=PBDAokcAAAAJ:u-x6o8ySG0sC
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=PBDAokcAAAAJ&citation_for_view=PBDAokcAAAAJ:u-x6o8ySG0sC


59 

 

In this study, we developed a coupled formalism which consists of a lattice spring 

based mechanical degradation model and a porous electrode theory based impedance 

model to quantify the impact of microcrack formation and propagation on the LIB 

electrode resistance change as shown in Figure 3.1.  The lattice spring model was used to 

predict the location of cracks in the single particle. The diffusion equation has been solved 

to get the concentration distribution of lithium ions. The concentration gradient induced 

stress results in the formation, nucleation and propagation of cracks. In the end, by using 

the locations of fractures and lithium concentration, we can predict the impedance 

response with porous electrode EIS theory. The detailed methodology is presented in the 

following section.  

3.1 Computational Methodology 

3.1.1 Impedance Model 

In the following section, we briefly express the single particle and porous electrode 

EIS model developed by Meyers et al. [130]. The values used in the calculation of 

impedance and the meaning of parameters in the equations are presented in nomenclature. 

In Figure 3.1(b), a representative impedance response is displayed. The semicircle on the 

left accounts for the charge transfer resistance. The larger diameter of semicircle 

corresponds to larger charge transfer resistance.  
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(a) 

 

(b) 

Figure 3.1. (a) The schematic diagram of the coupling of lattice spring model and 

electrochemical impedance spectroscopy. (b) Sample of Electrochemical impedance 

spectroscopy. The semicircle accounts for the charge transfer resistance. The slope of the 

impedance tail accounts for the solid state diffusion resistance. 
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The slope of the impedance tail corresponds to the solid phase diffusion resistance. The 

higher slope of this tail corresponds to smaller diffusion resistance and lower values of the 

slope signify enhanced diffusion resistance. In this study, we considered an electrode only 

model, specifically for a representative anode active particle. Therefore, all the parameters 

in the following impedance model refer to a typical graphite active material. In addition, 

since the influence of SEI has not been taken into consideration in this study, the 

impedance spectra will only include the charge transfer resistance (one semi-circle) and 

the diffusion resistance (impedance tail). It is important to note that as a first 

approximation, the influence of increased surface area due to the microcrack formation on 

the interfacial interaction is not taken into account. The exposure of the microcrack 

surfaces to the electrolyte and the resulting impact on the impedance response is left as a 

future exercise. The impedance for the analysis of diffusion induced damage is similar to 

the model described in section 2.1.1. The electrode impedance model, which only consider 

the spherical particle, is expressed as follows.  

3.1.1.1 Single Particle Impedance Model 

From the equivalent circuit, the EIS model for single particle can be expressed as 

follows. The admittance Y for a single particle can be expressed as eq. (3.1). 
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where Rct,1 and Rpart / Ys are the charge transfer and diffusion resistance between the solid 

phase and SEI layer which can be calculated from Eq. (3.2)– (3.3) when particle radius r 

= Rs.  
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with sU c  the change of open circuit potential which can be expressed as Eq.(3.4) 

[150]; I0 the exchange current density which is a function of state of charge xi,surf as Eq. 

(3.5). The state of charge xi,surf  is defined as the ratio between surface concentration and 

the maximum surface concentration max/surfc c    
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The value of Ys in Eq. (2.1) can be calculated from Eq. (2.6). 
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The shift in the low frequency tail is due to the dual impact of fracture on the charge 

transfer resistance (radius of the semicircle) and the solid state diffusion resistance (slope 

of the tail). The increase in the charge transfer resistance is due to the influence of fracture 

on the surface concentration, which affects the exchange current density, I0, as shown in 

eq. (3.5), and ultimately the value of Rct,1. Rct,1 is a major factor which decides the charge 

transfer resistance. The change in the slope of the low frequency tail is due to  significant 

influence of fracture on the effective diffusivity Ds and sU c  in eq. (3.3). The value of 

sU c  is also affected by the surface concentration as shown in eq. (3.4). It is important 

to note that in our present simulation, we did not consider the loss of active material due 

to fracture. Therefore, the solid state resistance is a result of the change in local 

concentration gradient, surface concentration and effective solid state diffusivity. 

3.1.1.2 Porous Electrode Impedance Model 

By implementing the admittance Y calculated from Eq.(3.1), we can study the EIS 

for the porous electrode from the porous electrode EIS model. The impedance for the 

porous electrode Z can be expressed as 
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The average of single particle admittance aY is calculated from averaging the admittance 

with the surface area as 
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where N(r) is the number density of particle radius r. In this work, we use the modified 

logarithm Gaussian distribution proposed by Meyers et al. [130] as Eq.(3.10). The benefit 

of using Eq. (3.10)is that controlling the electrode design parameters (specific area a, 

volume fraction εs and mean particle radius) is straight forward. 
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  (3.10)   

Here, φ the sharpness of distribution function can be used to decide the mean particle 

radius. 

From Eq.(3.10), we can make sure 
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where A(r) and V(r) are the surface area and volume of active material with particle radius 

r. 
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3.1.2 Diffusion Induced Damage 

The stochastic methodology of simulating the diffusion induced damage is briefly 

described below, which relies on the work by Barai and Mukherjee. [24] The model is 

based on a random lattice spring formalism coupled with solid state diffusion of lithium 

in active particles. This also included the analysis of the electrode performance and was 

able to predict the capacity loss due to fracture formation. The distribution of lithium ion 

concentration is calculated by solving the generalized diffusion equation, which can be 

derived from the Helmholtz free energy. [154, 155] 
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Here, r  signifies the spatial coordinate, t  is time, c r ,t( )  is the space and time dependent 

concentration of Li ions, D  signifies the second order diffusion coefficient tensor, kk  

is the hydrostatic stress,   is a material dependent constant, Bk  is the Boltzmann’s 

constant, T  signifies temperature and V  is the atomic volume. Anisotropy in the 

diffusion coefficient can be incorporated in the D  tensor. In the current simulation, the 

effect of hydrostatic stress on the diffusion process has been neglected. Anisotropy in the 

diffusivity term has not been taken into consideration. Therefore, the D  tensor is a 

diagonal matrix with the scalar value of diffusion coefficient Ds. A circular cross section 

of the single particle has been taken into consideration to model the diffusion-induced 

stress and capture the fracture observed during operation. The governing differential 
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equation has been solved using finite volume method. Flux prescribed boundary condition 

at the outer surface of the electrode active particles has been taken into account. In 

Eq.(3.13), i is the applied current and S is the surface area of active particles in the 

electrode. 
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Based on random spring model (RSM), a technique has been implemented to 

estimate the initiation and accumulation of damage and fracture in the electrode material 

[156, 157]. A triangular mesh is considered in this study. The lattice network has a 

coordination number of six. The electrode material is assumed to display brittle fracture 

behavior. The breaking threshold energy of each spring Et( )  is a uniformly distributed 

random parameter, where the mean value has been evaluated based on an energy 

equivalency scheme [158-160]. Coupling with Li diffusion, the resultant stress generation 

is incorporated through the Li concentration profile inside the electrode. The quasi-static 

equilibrium equation has been solved to determine the stress distribution inside the 

electrode. 
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Here, s
ij
 is the stress tensor, F

i
 is the body force vector which is assumed to be zero for 

this particular problem F
i
= 0( ) , x

i
 signifies the spatial coordinates, u

i
x
i( )  is the space 

dependent displacement vector, iu  is the prescribed displacement on the boundary, s
ij
 is 

the stress tensor on the boundary, jn  is the outer normal direction on the domain 

boundary, it  is the traction force, it  is the prescribed traction force on the boundary, uS  is 

that portion of the boundary on which displacement prescribed boundary condition is 

specified and tS  is that portion of the boundary on which traction prescribed boundary 

condition is specified. Small strain small displacement analysis has been conducted here. 

As mentioned earlier, spring type elements were used to discretize the above-

mentioned equation. The springs display stiffness along both the axial and transverse 

direction. The local force vs. displacement relation for the spring is given as follows [161], 
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where f is the local force vector, u  is the local displacement vector, nk  is the axial spring 

stiffness and sk  is the shear stiffness of each spring. Stress generated due to the diffusion 

of Li is incorporated as an axial displacement inside the spring. Diffusion induced 

displacement du  and force f d  is defined as, 
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 du c l      (3.16) 

   d d

lf k u   (3.17) 

Here,   signifies the volume expansion coefficient (with unit of molm /3 ) and c  

represents the local concentration gradient (    tctxcc avg , , where  tcavg  represents 

the volume averaged concentration of the entire spherical particle), l  is the length of the 

spring type element and  lk  is the local stiffness matrix. Fracture in each of the springs 

is defined in terms of an energy threshold criterion. Energy in each spring is calculated 

according toy =
1

2
f ×u . Here, f  and u  are the local force and displacement vectors for 

each of the springs. As the energy in a spring exceeds its breaking threshold  t  , it is 

irreversibly removed from the network. Fracture threshold for each of the springs  t  is 

obtained from a uniform random distribution around the mean fracture threshold. After 

one bond is broken, the lattice network is re-equilibrated before breaking subsequent 

bonds. The concentration distribution calculated from Eq. (3.12) was used to calculate the 

exchange current density I0 and sU c  in Eq. (2.2) and (2.3) in order to evaluate the EIS. 

The temperature effects have been simulated by changing the temperature T in Eq. (3.12)

. The diffusivity Ds also varies with temperature by following the Arrhenius relation as 
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3.1.3 Impedance Response with Diffusion Induced Fracture 

The diffusion induced fracture has a significant impact on the local lithium 

concentration in the active particle and the gradient between the particle center and 

interface, and the effective solid state diffusivity. Due to the change of solid state 

diffusivity, the lithium concentration distribution changes with the formation of fracture. 

In this study, the "charge transfer resistance" is only affected by the surface concentration 

(changes in the exchange current density I0) and particle radius as shown in Eq.(3.2). If 

the particle size distribution is the same, the charge transfer resistance is only influenced 

by the surface concentration. However, the surface concentration is not only influenced 

by the microcracks but also influenced by the temperature, (dis)charge rate and particle-

size distribution. Therefore, in order to minimize the variables, in this work, the impedance 

response with/without fracture has been studied. By comparing the impedance response 

with/without microcracks, the change in surface concentration becomes the primary 

influencing factor because of the diffusion induced stress and corresponding damage 

evolution. During the discharge process, the surface concentration is smaller for the 

particles with fracture than that in the case of without fracture because the microcracks 

locally block the diffusion pathway from the center to the interface, thereby leading to 

varying local concentration gradient. The reverse scenario is observed during charging 

where the surface concentration is larger for the particles with fracture compared to those 

without fracture. Change in the concentration gradient and effective solid state diffusivity 

ultimately affects the impedance response. The exchange current density I0 and sU c 

in Eq. (3.2) and (3.3) depends on the surface concentration of particles.  The diffusivity 
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sD is also affected by the fracture because the microcrack increases the diffusion path of 

lithium ion. Therefore, the calculation of effective diffusivity is necessary for proceeding 

forward. The effective diffusivity can be estimated from the ion concentration calculated 

in section 3.1.2. 
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Eq. (3.19) is based on the idea that because the flux on the boundary of particle(r=R) is 

constant, the diffusivity is inversely proportional to the concentration gradient. 

In addition to the influence of the transport property change, because the location 

of fracture formation is not uniform, the directional dependence as a function of angle θ 

is incorporated in Eq. (3.1), as shown in Figure 3.2 (a) and (c). Figure 3.2 (b) shows that 

the impedance response varies with location. In the location with more fractures, the EIS 

shows large charge transfer resistance and solid phase diffusion resistance. Then, because 

the fracture formation also changes with the particles radius as shown in Eq. (3.3), the EIS 

for single particles should be a function of particle radius and location θ as Eq. (3.20). 
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                         (c) 

Figure 3.2. (a) The fracture and concentration distribution plot observed in a single 

particle. (b) The impedance response at different location (angle) of particle (θ=30°, 60° 

and 180°) (c) The fracture density at different location (angle). The fracture density is the 

ratio between the broken nodes and the total number of nodes on the same azimuthal 

position. 
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The average single particle admittance for a single particle of radius Rs is calculate by 

averaging the admittance at different azimuthal location as 
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where N is the Nth node on the surface, θN is the azimuthal location of the Nth node and 

YN is the admittance at the location of θN.  After the average admittance for the discrete 

single particles is obtained, the porous structure EIS can be obtained by substituting Eq. 

(3.21) back into Eq.(3.7). The impedance model in this work builds on the model 

originally proposed by Newman and co-workers.21 In their impedance model, there are 

two stages of calculation.21 The first stage is the impedance of single particle and the 

formulation is as shown in Eq. (3.1). Since the model assumes that the properties of the 

particle are uniform, the admittance Y is calculated with 1-D simulation along the radial 

direction, and the admittance Y calculated in Eq. (3.1) is the admittance per unit surface 

area (1/Ωcm2) of the particles. The second stage is to calculate the impedance for the 

porous electrode from the admittance Y obtained from stage one. In the second stage, the 

single particle admittance Y obtained from the 1-D simulation (in stage 1) is integrated 

over the surface area of the particles in the porous electrode, as shown in Eq.(3.9), and 

incorporated in Eq. (3.7) to calculate the porous electrode impedance. In our current 

model, the diffusion induced stress and fracture is simulated in a circular cross-section. 
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Since isotropic solid state diffusion is considered, as a first step, the information from the 

circular cross-section is used for the averaged single particle impedance. The local 

variation in admittance Y (1/Ωcm2) is averaged as shown in Eq. (3.21). Thereafter, similar 

to the model by Newman and co-workers,[130] in the second stage, the averaged 

admittance Y was integrated over the surface area of spherical active particles to obtain 

the electrode impedance as shown in Eqs. (3.7) – (3.9).  

It is important to note that the primary objective of this work is to investigate the 

effect of diffusion induced damage due to the formation of microcracks on the electrode 

impedance response. The influence of mechanical damage in the active particles manifests 

in the change of surface concentration and effective solid state diffusivity of lithium. For 

the same duration of (dis)charge, the surface concentration will be different in the case of 

with/without fracture. After a significant relaxation (resting) time following (dis)charge, 

although the concentration gradient inside the active particles will reduce depending on 

the particle size and morphology and the rate (high or low) of (dis)charge, same surface 

concentration for a representative active particle with and without fracture is quite a 

challenge to achieve. In the present simulations, the difference in the electrode impedance 

response with/without fracture is investigated after the same duration of charge/discharge 

in order to capture the influence of the surface concentration difference which further 

affects the sU c  slope, thereby reflecting on the charge transfer and diffusion 

resistance. Since the externally applied flux is constant, for the both the cases of with and 

without fracture, the bulk concentration is the same. Only the surface concentration varies 
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due to the mechanical degradation induced reduction in diffusivity. For a future study, a 

relaxation step following (dis)charge will be investigated.  

 

 

Figure 3.3. (a – c) The fracture and concentration distribution of the particles with radius 

(a) 8 μm (b) 10 μm (c) 12 μm after charge for 1800 seconds under 2C at 250C. (d – f) 

Single particle impedance response for the particle radius of (d) 8 μm (e) 10 μm (f) 12 μm 

after 1800 second of discharge process under 2C discharge rate at T= 250C. 

 

3.2 Results and Discussion 

In this section, we will present the mechanical degradation due to diffusion induced 

stress by comparing the impedance response of particles with and without fracture. The 

microstructural information (namely, particle size distribution, interfacial area) from the 

stochastically reconstructed electrodes is employed as input into the impedance model, 



75 

 

which includes the effect of particle size distribution. The concentration and stress field 

along with microcrack formation are solved in a discrete fashion for each particle size (e.g. 

5 µm, 10 µm based on the particle size distribution input from the microstructure) and the 

corresponding lithium concentration (e.g. surface concentration) is fed back into the 

impedance model for the construction of the impedance response. In the diffusion induced 

damage simulation, we recorded the lithium concentration and fracture distribution after 

every 20 seconds. The current density has been maintained constant for different particle 

sizes. The concentration profile was used to calculate the desired properties, such as 

exchange current density and effective diffusivity, for EIS. For the single particle EIS, we 

inspect the influence of particle size on the fracture distribution and impedance response. 

The effect of microstructure, temperature, and charge/discharge rate on the porous 

electrode EIS were also discussed in the following section. It should be noted that, in this 

work, 1C (dis)charge rate corresponds to operation at 1.656A for one hour.  

3.2.1 Single Particle Impedance Response  

In this section, we present the concentration profile, fracture distribution, and the 

corresponding impedance response during charge/discharge as shown in Figure 3.3 and 

Figure 3.4. The fracture density along the radial direction which refers to the fracture 

profiles is shown in Figure 3.5. 

3.2.1.1 Impedance Response during Discharge 

The concentration and fracture profiles in the particles with radius 8 µm, 10 µm and 

12 µm after discharge for 1800 seconds has been shown in Figure 3.3 (a) ­ (c). The fracture 
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density on the different radial position has also been shown in Figure 3.5 (a). The fracture 

density in Fig. 5 is defined as the ratio between the broken bonds and the total bonds at 

the same radial position. From the contour plots (Figure 3.3) and fracture density (Figure 

3.5), it can be observed that larger particles experience enhanced microcrack formation 

with preferential fracture density on the particle surface. During the discharge process in 

an anode particle, lithium ions diffuse out of the particle from its outer surface. This local 

decrease in the lithium concentration around the peripheral region causes the material to 

shrink. However, the presence of excessive amount of lithium close to the center prevents 

it from attaining the desired compressed configuration, which gives rise to the formation 

of tensile stress around the periphery of the particle. This tensile stress leads to microcrack 

formation and propagation in the vicinity of the surface. As a result, higher fracture density 

is observed close to the particle surface in Figure 3.5 (a) during the discharge process. 

Formation of compressive stress around the center of the particle does not lead to 

significant damage evolution (see Figure 3.5 (a)). Larger particles exhibit increased crack 

formation due to the higher concentration gradient.  
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Figure 3.4. (a – c) The fracture and concentration profile inside the particles with 

radius (a) 10 μm (b) 12 μm (c) 16 μm after charge for 3000 seconds under 2C charge 

rate at T= 250C. (d – f) Single particle impedance response for the particle radius of (d) 

10 μm (e) 12 μm (f) 16 μm after 3000 second of charge under the rate of 2C at T= 250C. 

 

The single particle impedance response for the particle radius of 8 µm, 10 µm and 12 µm 

during the discharging process is shown in Figure 3.3 (d) ­ (f). From the results, 

mechanical degradation increases the charge transfer resistance because the formation of 

fractures decreases the surface concentration and exchange current I0 in Eq. (3.5). The 

change of surface concentration is due to the lower effective diffusivity caused by the 

microcracks. In addition, during the discharging process, the fracture concentrated on the 
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surface of particles, as shown in Figure 3.5 (b), also change the surface concentration and 

impedance response drastically as shown in Figure 3.2. 

 

 
(a) 

 
(b) 

Figure 3.5. The fracture density along the radial direction after (a) discharge for 1800 

seconds (b) charge for 3000 seconds. The fracture density is the ratio between the broken 

bonds (black dots) and the total bonds at the same radial position. 
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The fractures on the surface of particles caused the increase of average charge 

transfer resistance for a single particle. We should notice that although the fracture density 

and concentration gradient increases with particle size, the fracture has a larger influence 

on the solid phase diffusion resistance for the particles with radius 8 µm and 12 µm than 

the influence for the particle radius of 10 µm. This can be explained as (a) the surface 

concentration depletes faster in small particles than large particles, which also reflects in 

an increase in the charge transfer resistance; and (b) the surface concentration of the 

particle with fracture is less than the surface concentration of the one without fracture 

during the discharging process. If the surface concentration is low (for the small particle) 

(SOC < 0.2), the value of sU c  in Eq.(3.3), is quite sensitive to the change in surface 

concentration (due to fracture formation). Therefore, we see a larger difference for the 

particle radius of 8 µm than that for the 10 µm particle. For larger particles (> 10 µm), 

because the amount of fracture formation increases with the particle size as shown in 

Figure 3.3 (a) ­ (c), mechanical damage evolution lowers the surface concentration and 

effective diffusivity. Therefore, large particles have higher solid phase diffusion resistance 

and charge transfer resistance in the electrode. 

3.2.1.2 Impedance Response during Charge 

The concentration and fracture distribution in the particles with radius 10 µm, 12 

µm and 16 µm are shown in Figure 3.4 (a) ­ (c). The fracture density along the radial 

position is as shown in Figure 3.5 (b). Similar to the discharge process, larger particle also 

exhibits higher microcrack formation during charge. However, most of the damage 
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concentrates around the center of the particle. During lithiation, influx of lithium ions 

creates compressive stress along the periphery of the particle. Tensile stress acts close to 

the center, which results in the evolution of higher mechanical damage. In charging 

process, the larger particles also have a larger concentration gradient and the microcracks 

increase the concentration gradient even further. 

 The single particle impedance response for the particle radius of 10 µm, 12 µm and 

16 µm during charging process is as shown in Figure 3.4 (d) ­ (f). Compared to the 

discharging process, during charge mechanical degradation, the fracture has less influence 

to EIS because the fractures from inside the particles and has less influence on the surface 

concentration. Therefore, the charge transfer resistance of particles with the fracture is 

slightly larger than the one without fracture. The increase in charge transfer resistance is 

also due to the change in surface concentration, which influences the exchange current 

density I0.  

The difference in solid phase diffusion resistance is because of the value of sU c 

and effective diffusivity. For the particle size of 12 µm and 16 µm, since the SOC is 

between 0.55 ~ 0.75, where    sU c  decreases with increasing SOC, the particles with 

fracture has a smaller value of    sU c (lower diffusion resistance). However, the 

fracture decreased the effective diffusivity. According to Eq. (3.3), after the trade-off of 

between    sU c  and effective diffusivity, the effect of fracture to EIS decrease with 

particle size at the particle-size range of 12 µm~16 µm, and the fractures have a positive 

effect on the solid-phase diffusion resistance. For the particle radius of 10 µm, the particle 
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with fracture has higher diffusion resistance than the one without fracture because the 

value of    sU c increase with the increase of SOC (SOC > 0.8). There is no trade-off 

between effective diffusivity and    sU c .  

 

 

Figure 3.6. Fracture evolution in a representative 12 µm spherical particle. (a) Time 

evolution of fracture density during 3200 seconds of discharge process; (b) Fracture 

density with different particle radius under different operating temperature after 

discharge for 1800 seconds; (c) Fracture density with different radius of particles under 

different C-rate after discharge for 1800 seconds (d) The time evolution of fracture density 

during 2400 seconds of charging process (e) The fracture density with different radius of 

particles under different temperature after charge for 3000 seconds (f) The fracture 

density with different radius of particles under different C-rate after charge for 3000 

seconds. The fracture density is the ratio between the broken bonds (black dots) and the 

total number of bonds inside the particle. 
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3.2.2 Electrode Microstructure and Impedance Response 

In the following section, we will present the influence of temperature, 

discharge/charge rate and particle size distribution on the diffusion induced fracture and 

the corresponding impedance response. To study the evolution of damage and impedance 

spectra with time, temperature and discharge/charge rate, we used the microstructure with 

the particle size distribution provided in Eq. (3.10) with ε=0.35, a=2000 cm-1 and φ=0.2. 

The particle size distribution is as shown in Figure 3.9 (a). We implemented the single 

particle EIS to the porous electrode formulation in Eq. (3.7). The single particle EIS was 

calculated under different time, temperature and discharge/charge rate. For the study of 

particle-size distribution, we constructed the microstructures with a different volume 

fraction of particle but maintained the specific surface area and mean particle radius. In 

the following subsections, the expressions of concentration and microcrack distribution 

inside the particles of the porous electrode have been represented by single particle 

contour plots. With different conditions (time, temperature and discharge/charge rate), we 

can see the difference by comparing the single particle contour plots and link the 

difference to the impedance response. 

3.2.2.1 Evolution of Fracture and Porous Electrode Impedance Response 

The evolution of fracture and the change in concentration distribution during the 

discharge and charge processes are shown in Figure 3.7(a) ­ (d) and Figure 3.8(a) ­ (d) (a 

12 μm particle inside the porous electrode). The time evolution of fracture density is 

shown in Figure 3.6(a) and (d) during discharge and charge, respectively. From the 

contour plots (see Figure 3.7) and fracture density (in Figure 3.6), the evolution of 
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microcrack formation reaches a plateau around 6% and 5% fracture density during 

discharge and charge as shown in Figure 3.6 (a) and (d), respectively. This is due to a rapid 

increase in the lithium concentration gradient during at first followed by saturation thereof. 

However, we can see the difference of concentration gradient and surface concentration 

between the particle with and without fracture. As mentioned before, mechanical 

degradation has a larger influence on the concentration distribution of larger particles. It 

means, although the fracture almost stops growing, the fracture still has an influence on 

the concentration profile.  

In Figure 3.7 (e) and (f), the EIS shows the influence of fracture to the solid phase 

diffusion resistance and the charge transfer resistance during the discharging process. The 

increase in the influence of damage with time evolution is because the microcracks make 

the surface concentration decrease faster than the particle without fracture. The change in 

exchange current density I0 and    sU c due to the surface concentration reflects in the 

resultant impedance response. The exchange current density I0 affect the value of Rct,1 in 

Eq. (3.2) and Rct,1 has the major effect to the charge transfer resistance. The value of 

   sU c affect the value of Rpart, and Rpart has the major effect on the diffusion 

resistance. During the charging process, the effect of mechanical degradation also 

increases with the time evolution as shown in Figure 3.6(d), Figure 3.8(e) and (f), but the 

fracture has less influence compared to the discharging process. The difference is because 

most of the microcracks get concentrated in the center, which has less influence on the 

surface concentration.  
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                                      (e)                                                                    (f) 

Figure 3.7. (a – d) Contour plots after discharging for different amount of time in a 

particle with radius 12μm. After (a) discharge for 2200 seconds, without fracture. (b) 

discharge for 3000 seconds, without fracture. (c) discharge for 2200 seconds, with 

fracture. (d) discharge for 3000 seconds, with fracture. (e – f) The porous electrode 

impedance response after (e) discharge for 2200 seconds (f) discharge for 3000 seconds. 

The discharge rate is 2C and T= 250C. 
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(e)                                                                  (f) 

Figure 3.8. (a – d) Contour plots after discharging for different amount of time in a 

particle with radius 12μm. After (a) charge for 2200 seconds, without fracture. (b) charge 

for 3000 seconds, without fracture. (c) charge for 2200 seconds, with fracture. (d) charge 

for 3000 seconds, with fracture. (e – f) The porous electrode impedance response after (e) 

charge for 2200 seconds (f) charge for 3000 seconds. The discharge rate is 2C and T= 

250C. 
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(a) 

 
(b) 

Figure 3.9. (a) Particle size distribution with 35%, 40% and 45% of active material. The 

specific area is kept constant at a =2000 cm-1 and the mean particle radius is maintained 

at 10 μm. (b) The equivalent 3D and 2D microstructure plots of the particle-size 

distribution with (i) 35% (ii) 40% (iii) 45% volume fraction of active material. In the 

microstructure, Red: active material; Green: Graphite (carbon additives). 

 

While the fracture shows negligible influence after charge for 2200 seconds, the impact 

after charge for 3000 seconds, however, is quite evident. From the results, we can infer 

that the effect of damage evolution on the surface concentration has an obvious influence 

on the resistance after charge for 3000 seconds. Moreover, the local concentration 
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enhancement near the surface during charging is slower than the depletion rate during 

discharge. This causes fracture evolution during charging to be slower than that during the 

discharging process. 

3.2.2.2 Effect of Particle Size Distribution 

The influence of fracture changed with the particle size because of the rate of 

damage evolution and diffusion length. Since the particle size distribution change with the 

design of electrodes (porosity, active material surface area or mean particle radius), the 

influence of fracture to the electrodes with different particle-size distribution would also 

be different. The fracture density of different particle sizes under different temperature 

and rate conditions is presented for discharge in Figure 3.6 (b ­ c) and during charge in (e 

­ f). From the fracture density, it is evident that the microcrack formation is enhanced for 

low temperature operation due to the lower solid state diffusivity of lithium, which results 

in an elevated local concentration gradient. Similarly, under high discharge/charge rate 

operation, higher local concentration gradient is the primary cause for the higher fracture 

density. In Figure 3.6 (b), (c), (e) and (f), reduced mechanical degradation for smaller 

particles can be attributed to smaller diffusion length resulting in reduced concentration 

gradients. Figure 3.9 (a) shows the different particle-size distribution, which makes the 

specific surface area (cm-1) and mean particle radius constant but change the volume 

fraction of particles. The constant surface area maintained in all the microstructures 

ensures that the current density is the same for different particle size distribution under the 

same discharge/charge rate. The particle-size distribution shows that the standard 

deviation increases with the volume fraction of active material in order to maintain the 
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specific surface area at a constant value. Figure 3.9 (b) shows the corresponding 

microstructure for different particle-size distribution. This study of the microstructure is 

simulated under 2 C discharge/charge rate when T= 25 ̊C.  

The result of the porous electrode EIS under discharge condition has been shown in 

Figure 3.10 (a) ­ (c). From the result, the effect of fracture on the charge transfer resistance 

increases with the volume fraction of the active material. In other words, the high standard 

deviation in particle size distribution increases the influence of fracture. One possible 

reason is that electrodes with a higher volume fraction of active material contain more 

number of larger particles as compared to the electrodes with a low volume fraction of 

active material. Larger particles experience higher mechanical degradation, which leads 

to enhanced charge transfer resistance. For the solid phase diffusion resistance, 

mechanical degradation has the least influence on the diffusion resistance of the 

microstructure with 40 % volume fraction of active material. The result can be explained 

by the EIS of single particles, where the influence of fracture has the least effect when the 

particle size is 10 µm. After considering the effect of particle size according to its size 

distribution, there exists an optimal design for which the mechanical degradation has the 

least influence.  
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                                 Discharge                                                Charge 

 
                                          (a)                                                       (d) 

 
                                         (b)                                                        (e) 

 
                                          (c)                                                        (f) 

Figure 3.10.  (a - c) The impedance response after discharge for 2800 at the rate of 2C at 

T= 250C. The mean particle radius and specific area is 10 µm and 2000 cm-1. The volume 

fraction of active material is (a) 35% (b) 40% and (c) 45%. (d – f) The impedance response 

after charge for 3000 seconds at the rate of 2C under T= 250C. The mean particle radius 

and specific area is 10 µm and 2000 cm-1. The volume fraction of active material is (d) 

35% (e) 40% and (f) 45%. 
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The result of EIS during the charging process has been shown in Figure 3.10 (d) ­ 

(f). From the characteristic of the single particle EIS, the influence of damage strongly 

depends on the state of charge. After charge for 3000 seconds, the fracture has a positive 

effect on the solid phase diffusion resistance of the electrode with 45 % volume fraction 

of active material. On the other hand, the fracture almost has no influence for the electrode 

with 40 % volume fraction of active material, and has a negative effect to the electrode 

with 30 % volume fraction of active material. Unsurprisingly, similar to the single particle 

EIS, the fractures almost have no influence on the charge transfer resistance due to the 

position of the microcracks. 

According to the results, although increasing the volume fraction of active material 

can increase the energy density (capacity) of the electrode, increasing the volume fraction 

of the active material also increases the influence of fracture to the charge transfer 

resistance. Rise in resistance decreases the power ability of electrodes. Moreover, the 

possible optimal design of electrodes with respect to the solid phase diffusion resistance 

has also become an important aspect of improving the maximum power of the battery. 

3.2.2.3 Effect of Operating Temperature 

According to recent work by An et al., the operating temperature has a significant 

influence on the formation of microcracks.[162] Figure 3.11 (a) ­ (c) and Figure 3.12 (a) 

­ (c) show the concentration and fracture distribution in a single particle under different 

operating temperatures during discharging and charging process. The fracture density 

under different temperature has also been shown in Figure 3.6 (b) and (e). The 
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concentration profile shows that the effective diffusivity is low at lower temperatures. The 

low effective diffusivity causes high concentration gradient, low (discharge) /high 

(charge) surface concentration and high (discharge) /low (charge) center concentration. 

The diffusivity is mainly affected by the temperature and microcracks. Even without 

fracture, the solid state diffusion is low at low temperatures, which increase the 

concentration gradient between the surface and center of particles. The high concentration 

gradient under low temperature operation enhances the formation of fractures. With the 

larger fracture density in the particles, as shown in Figure 3.6 (b) and (e), the mechanical 

degradation further decreases the effective diffusivity. This cascading effect causes the 

formation of fracture to have a larger influence on the concentration distribution. The 

different levels of damage formation also reflect on the porous electrode impedance 

response. The impedance response of electrodes operating at different temperatures during 

the discharging process is as shown in Figure 3.11 (d) ­ (f). The influence of fracture to 

the solid phase diffusion resistance increases with the decrease of temperature because of 

the rise in fracture density. 
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Figure 3.11. (a – c) The fracture and concentration distribution of the particles with 

different temperature at (a) 370C (b) 250C (c) 100C under 2C discharge rate after 

discharge for 1800 second. The particle size is 12 μm. (d – f) The impedance response 

after discharge for 1800 seconds with 2C discharge rate at (d) 370C (e) 250C (f) 100C. 

 

The large fracture density makes the electrodes operating under low temperature to 

have a larger influence from the degradation. From Figure 3.11 (f), the fractures show 

much larger influence on the charge transfer resistance and solid phase diffusion resistance 

when T= 25 ̊C. The increase of charge transfer resistance reflects the drop of surface 

concentration, which causes the decrease of exchange current density I0. The large fracture 

density and reduced effective diffusivity increase the influence of damage on the solid 

phase diffusion resistance. When T= 37 ̊C, the cracks almost have no influence to the EIS. 

It is because the fracture density is small and the distribution of damage is more scattered 

in nature, which makes the mechanical degradation have less effect on the concentration 



93 

 

and diffusivity. During the charging process, the influence of temperature to the fracture 

and EIS can be observed from Figure 3.12 (d) ­ (f). Similar to the discharging process, the 

increase of the fracture density also reflects on the EIS response, where the mechanical 

degradation has higher influence under low temperature. When T= 10 ̊C, the fracture 

shows much larger effect than the other two temperatures. Besides the reason of the large 

fracture density, the low diffusion rate under low temperature makes the diffusion of ion 

even more difficult under the presence of fractures. The difficulty of ion transport 

enhances the effect of fracture on the resistance. We should also note that during the 

charging process, the fracture in the particle under low temperature can reach the surface 

of particles, which means it can have a larger influence of the surface concentration. This 

is also a reason why the damage has a much larger influence at T= 25 ̊C during the 

charging process. Similarly, when T= 37 ̊C, the fractures almost have no influence to the 

EIS because of the reduced microcrack generation under high temperature operating 

condition. In general, the performances of LIBs decrease with temperature [163] because 

of the lower ion transport speed in the electrolyte and ion diffusion speed in the active 

material. From the porous electrode EIS discussed in this section, increased resistance due 

to the fracture may decrease the performance more than the one without the influence of 

fracture, especially the power ability of electrodes.  

3.2.2.4 Effect of Charge/Discharge Rate 

Figure 3.13(a) ­ (c) and Figure 3.14(a) ­ (c) shows the concentration and fracture 

distribution in a single particle under different discharging and charging rate. The fracture 

density under different discharge/charge rate is shown in Figure 3.6(c) and (f). From the 
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contour plots and fracture density, it is clear that under high discharge/charge rate, the 

particles have a higher concentration gradient. Under operation at different C-rate, because 

of the difference in concentration gradient inside the active particles, the fracture density 

is different after the same amount of discharge/charge time.  

 

 

 
Figure 3.12. (a – c) The fracture and concentration distribution of the particles with 

different temperature at (a) 370C (b) 250C (c) 100C under 2C charge rate after charge for 

3000 seconds. The particle size is 12 μm. (d – f) The impedance response after charge for 

3000 seconds with 2C charge rate at (d) 370C (e) 250C (f) 100C. 
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Figure 3.13. (a – c) The fracture and concentration distribution of the particles with 

different discharge rate (a) 1C (b) 2C (c) 3C after discharge for 1800 seconds at T= 250C. 

The particle size is 12 μm. (d – f) The impedance response after discharge for 1800 

seconds with (d) 1C (e) 2C (f) 3C rate of discharge at T= 250C.  

 

With a high rate of delithiation and lithiation, the concentration gradient inside the 

particles is high due to the high current density on the surface. The high concentration 

gradient enhances the formation of fracture. On the other hand, reduced damage formation 

is observed under low discharge/charge rate because of the lower concentration gradient. 

The microcracks make the ion even harder to transport between center and surface, which 

enhances the drop (discharge) /accumulation (charge) of surface concentration. 

Figure 3.13(d) ­ (f) shows the influence of fracture on the porous electrode EIS. The 

influence of fracture is higher in the electrode which discharge at the high rate because of 
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the fracture density and ion depletion speed is high compared to 2C and 1C discharge rate. 

The difference in charge transfer resistance shows the increase in microcrack formation 

and the depletion of surface concentration under high C-rate. From the change of solid 

phase diffusion resistance, we can see the influence from the effective diffusivity and the 

value of    sU c , which has been affected by the fracture and surface concentration 

respectively. At 1C discharge rate, the fractures almost have no influence on the EIS, 

which can be explained from the contour plot of concentration and microcrack 

distribution. The damage in the particle discharged under 1C is more diffused and the 

fracture density bonds are small compared to higher discharge rate. Similarly, during the 

charging process, the fracture has less influence to the EIS under low charge rate as shown 

in Figure 3.14 (d) ­ (f). Under high discharge/charge rate, the influence of degradation is 

much larger than that at low C-rate. The reason is similar to the influence of temperature. 

During discharging process, the high fracture density and high depletion/accumulation 

speed of ion on the surface of the particle, under high C-rate operations, increases the 

influence of mechanical degradation. 
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Figure 3.14. (a – c) The fracture and concentration distribution of the particles with 

different charge rate (a) 1C (b) 2C (c) 3C after charge for 3000 seconds at T= 250C. The 

particle size is 12 μm. (d – f) The impedance response after charge for 3000 seconds with 

(d) 1C (e) 2C (f) 3C charge rate at T= 250C. 

 

 

According to Figure 3.14 (d) ­ (f), the C-rate has less influence on the charge transfer 

resistance during charging process because of the position of the crack, where most of the 

damage is concentrated at the center of the particles. In other words, since mechanical 

degradation during the charging process has less influence on the surface concentration, it 

has less influence on the exchange current density I0 as well. However, during the high 

charging rate (3C), since the crack can reach the surface of the particles, it may increase 

the influence on the surface concentration. The effect of the surface concentration makes 

the fracture have larger and obvious influence on the charge transfer resistance. 
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Charge/discharge under high C-rate increases the capacity loss because of the 

limitation of lithium ion transport in the electrolyte and diffusion in the active material. 

From the results, it is evident that the existence of fracture further increases the diffusion 

resistance inside the electrode, which may cause more capacity loss. With the 

consideration of both temperature and C-rate, Figure 3.15 shows the plots of charge 

transfer resistance under different C-rate and temperature after 1800 second of the 

discharging process. From the results, it can be concluded that the damage has a higher 

influence on the charge transfer resistance when operating under low temperature and high 

C-rate. This concept of phase map can be useful in the mechano-electrochemical design 

of LIB electrodes.  

 

Figure 3.15. The plots of normalized charge transfer resistance under different 

temperature (100C ­ 370C) and discharge rate (1C ­ 3C) after discharge for 1800 

seconds. 
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3.3 Conclusions 

By coupling the lattice spring based damage model with the impedance model, the 

impact of mechanical degradation on the electrode impedance response has been 

investigated. Specifically, the effect of fracture formation and propagation due to diffusion 

induced stress on the charge transfer and solid phase diffusion resistance in the LIB 

electrode particle has been illustrated. Furthermore, the influence of active particle size 

distribution, operating temperature and discharge/charge rate on the impedance behavior 

has been discussed.  

The results suggest a significant difference in the impedance behavior due to the 

variation of the damage evolution pattern for different operational conditions. During the 

delithiation process, more cracks develop close to the periphery of the particle. During 

lithiation, due to the tensile force acting at the center, more microcracks in the interior of 

the particle are observed. The cracks at the peripheral region affect the surface 

concentration significantly more than those locate near the center of the active particle. 

Subsequently, the microcracks have a larger influence on the impedance response during 

delithiation than in the lithiation process. It has also been observed that fracture formation 

around the particle center has less effect on the surface concentration and solid phase 

diffusion resistance. The influence of electrode microstructure on the impedance response 

has been demonstrated in terms of the active particle volume fraction and particle size 

distribution. The charge transfer resistance is primarily affected due to the change in active 

material volume fraction. The effective diffusivity and solid state transport properties for 
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an active particle with fracture can be estimated from the slope of the long tail of the 

impedance curve, which is left as a future exercise. 

For the operating conditions taken into consideration, the porous electrode 

impedance response suggests that the diffusion induced damage has a larger influence on 

the resistance under low temperature and high discharge/charge rate operation. The higher 

concentration gradient, observed at both low temperature and high C-rate conditions, is 

the main reason behind the formation of enhanced mechanical degradation. In this study, 

we showed that the impact of diffusion induced damage on the impedance response is an 

important aspect and needs to be considered, especially at high charge/discharge rates and 

low temperatures. By controlling the operating conditions and the electrode microstructure 

design, the deleterious impact of mechanical damage on the electrode performance may 

be ameliorated, which will be considered in a future study. 
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4 CHAPTER IV                                                                                                      

SCALING RELATIONS FOR INTERCALATION INDUCED DAMAGE IN 

ELECTRODES 

 

Scaling analysis and reduced order models are often used to reduce the complexity 

of governing equations in simulation and generalize material properties, which can reduce 

the computational cost. The scaling analysis has been used to reduce the complexity of the 

governing equations of vanadium redox flow batteries [164] and generalize the expression 

of the transport properties of LiPF6-based electrolytes [69]. The reduced order models of 

the lithium-ion battery also have been introduced to alleviate the computational cost [165-

167]. For the damage evolution in materials, scaling analysis has been used to interpret 

and better understand damage evolution in brittle [168] and ductile [169] materials. To 

simulate microcrack formation using lattice-based models, the continuum media were 

described as a set of elastic bonds with randomly distributed failure threshold [125]. Even 

though fracture surfaces for different brittle materials are never smooth, a universality in 

the roughness exponent exists [127, 170]. Qualitative estimation of the universal fracture 

surface roughness exponent can be conducted using lattice-based models [128].  

 

 

 

*Reprinted with permission from “Scaling Relations for Intercalation Induced Damage 

in Electrodes” by C. -F. Chen, P. Barai, K.Smith, and P. P. Mukherjee, 2016, 

Electrochimica Acta, 204, 31, Copyright 2015, Elsevier. 

 

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=PBDAokcAAAAJ&citation_for_view=PBDAokcAAAAJ:W7OEmFMy1HYC
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=PBDAokcAAAAJ&citation_for_view=PBDAokcAAAAJ:W7OEmFMy1HYC
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To the best of our knowledge, no scaling methodology for damage evolution in LIB 

electrodes has been established. Because the formation of microcracks inside the active 

particle is affected by the strain energy, which is induced by the lithium diffusion and is 

proportional to the concentration gradient inside the active particle, the correlation 

between concentration gradient, cumulative strain energy (CSE), and microcrack 

formation is worth studying. Moreover, although the microcrack formation has been 

successfully predicted from our previous work [24], the computational expense is still an 

obstacle we need to overcome. Reduced order models obtained from data-driven scaling 

analysis of diffusion induced damage can significantly decrease the computational cost.  

In this study, systematic simulations have been implemented by using the diffusion 

induced damage model developed by Barai and Mukherjee [24] to probe the concentration 

distribution, CSE, and microcrack formation during the single discharge process and drive 

cycles. Because the microcrack formation is strongly dependent on temperature [171], 

delithiation/lithiation rate, and particle size [23, 172], these operating conditions are 

chosen for our numerical simulation experiments. According to the simulation results from 

the single discharge process, the relations between (i) CSE and concentration gradient and 

(ii) CSE and microcrack formation can be found as a function of particle size and operating 

condition (i.e., temperature and C-rate) by using the data-driven scaling method (see 

Figure 4.1 (a)). The relations can reduce the complexity of the diffusion induced damage 

model developed by Barai and Mukherjee [24]. The relations are further implemented in 

the electrochemical model of lithium-ion batteries to study the influence of mechanical 

damage on the cell performance. In addition, the scaling laws, developed using constant 
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current discharge numerical simulation experiments, are validated versus the higher order 

model for drive cycle charge/discharge profiles representing a more complex operating 

condition. From the investigation of damage evolution during the drive cycle, we observe 

that besides delithiation/lithiation rate, temperature, and particle size, the drive pattern also 

has an influence on the microcrack formation.  

 

       
                                                                 (a) 

           
                              (b)                                                   (c) 
Figure 4.1. (a) The schematic diagram of data-driven approach toward reduced order 

relations. With the scaling factor M, the massive number of results can be reduced to four 

relations. (b) Example of microcrack formation inside a representative active particle, 

which includes the microcrack and concentration distribution. (c) Schematic diagram for 

the electrochemical-mechanical coupled model. 
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4.1 Method and Theory 

4.1.1 Diffusion Induced Damage 

The lithium diffusion inside the active particle induces the displacement of atoms 

and causes the accumulation of strain energy inside the material. When the strain energy 

stored in the material exceeds its fracture threshold, the microcracks form. The externally 

applied diffusion induced load is a function of the concentration gradient. Therefore, the 

CSE, which is the total energy released due to the evolution of the microcrack, is also 

proportional to the concentration gradient inside the active particle. Since the formation 

of microcracks hinders the diffusion of lithium inside the active particle, the effective solid 

phase diffusivity decreases with the increase of microcrack density (fbb). The decrease of 

effective solid phase diffusivity further increases the concentration gradient inside the 

active particle. The increase of concentration gradient leads to additional strain energy that 

forms more microcracks. The cascade process causes the microcrack propagation and 

capacity fade of the cell. According to the mechanism of microcrack formation, it is worth 

finding the relation between (i) concentration gradient and CSE and (ii) CSE and 

microcrack density. Moreover, because the microcrack formation is affected by the C-rate 

(reaction current density), temperature T, and particle size D [23], the relations between 

concentration gradient, CSE, and microcrack should also be a function of C-rate, 

temperature, and particle size. In this study, we used a stochastic methodology of simulate 

the diffusion induced damage developed by Barai and Mukherjee [24] to probe the 

concentration gradient, cumulative strain energy, and microcrack density during the 

delithiation process of active particles. The detail of this model is described in section 



105 

 

3.1.2. Figure 4.1 (b) shows an example of simulation results from the diffusion induced 

damage model. Concentration and microcrack distribution are shown in the representative 

active particle. The microcrack density can be approximately defined as the ratio between 

the broken bonds (black dots) and the total number of springs inside the particle. As shown 

in Figure 4.1 (b), during the delithiation process, the microcrack forms on the surface of 

the particle due to the large concentration gradient. The parameters used in the diffusion 

induced damage model are listed in Table 4.1. 

 

Table 4.1. List of parameters used to solve the diffusion induced damage model (see Ref. 

[24]). 

Name Units Value 

Expansion coefficient ( ) m3/mol 1.14×10-6 

Diffusion coefficient ( D ) m2/s 3.9×10-14 

Anode particle surface area (S) m2 0.7824 

Axial direction spring stiffness kN/m 88.1717 

Shear direction spring stiffness kN/m 11.6688 

 

 

 

4.1.2 Dimensionless Parameters 

In order to better correlate the relation between CSE, concentration gradient, and 

microcrack density, the dimensionless radius R , temperatureT , cumulative strain energy 

CSE  , and concentration gradient C  are introduced as follows 

                                                 ,  12.5 μmref

ref

R
R R

R
    (4.1) 
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
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where Tg is the glass transition temperature of the binder, Ethreshold is the mean fracture 

threshold energy, Cavg is the average bulk concentration in the particle, Cmax is the 

maximum bulk concentration one particle can store, and Csurf is the average surface 

concentration in the particle. As mentioned, the relations between CSE, concentration 

gradient, and microcrack density strongly depend on temperature, C-rate, and particle size. 

Therefore, one possibility for the relations between CSE, concentration gradient, and 

microcrack can be assumed as Eqs. (4.5) and (4.6). The microcrack density in Eq. (4.5) is 

defined as the ratio between the broken springs and the total number of springs inside the 

lattice network.  

                                    
1 and  

b

C Microcrack Density a CSE M      (4.5) 

where M is the scaling factor, which is based on the temperature, particle radius, and C-

rate. 

                                                            C-rate
ec dM T R     (4.6) 

The schematic diagram of finding the relation between CSE, concentration gradient, and 

microcrack density (Eq. (4.5)) is as shown in Figure 4.1 (a). With the diffusion induced 

damage model described in the previous subsection, one set of operating conditions (i.e., 

the combination of C-rate, temperature, and particle size) can have one set of results, 

which includes CSE, concentration gradient, and microcrack density. By conducting a 
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systematic study of variable possible operating conditions (see Table 4.2.), we can get a 

map of operating conditions and results. By tuning the scaling factor M (Eq. (4.6)), the 

massive sets of results can converge to four relations, which can be expressed by Eqs. 

(4.5) and (4.6). The four relations are the relation between CSE and concentration gradient 

when (i) T > 0°C (f1) and (ii) T 0°C (f2) and the relation between CSE and microcrack 

density when (iii) T > 0°C (f3) and (iv) T 0°C (f4).  

 

Table 4.2. Combinatorial matrix of operating and drive cycle conditions. 

 Factor Conditions 

Single Delithiation 

Temperature [-10, -5, 0, 10, 20, 30] °C 

C-rate [1, 2, 3, 4, 5] C 

Particle Diameter [5.5, 6, 8.5, 12.5] µm 

(Total: 120 sets of operating conditions) 

Drive Cycles 

Temperature [-10, 0, 20] °C 

Particle Diameter [6, 8.5, 12.5] µm 

Drive Pattern [HEV, PHEV, BEV] 

(Total: 27 sets of drive cycle conditions) 

4.2 Results and Discussion 

4.2.1 Scaling Analysis of Delithiation Process 

In this section, we present the correlation between CSE, concentration gradient, and 

microcrack density during a single delithiation process under different operating 

conditions with varied particle size. A series of simulations, which used the high order 

diffusion induced damage model, were implemented to tune the parameters in Eqs. (4.5) 

and (4.6). The simulated operating conditions and particle sizes are listed in Table 4.2. 

The 1C delithiation rate corresponds to operation at 1.656 A (i = 2.11 A/m2). The 

concentration distribution, CSE, and number of microcracks were recorded whenever the 
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microcrack formed. In the single delithiation process, the applied current is maintained 

constant. Under the same applied current, the delithiation process was stopped when the 

surface concentration reached zero. In this study, we considered an electrode-only model, 

specifically for a representative anode active particle. Therefore, all the parameters in the 

following diffusion induced damage model refer to a typical graphite active material.  

 

 

Figure 4.2. Relation between cumulative strain energy and concentration gradient for (a) 

different particle sizes at 1 C-rate and 20°C before multiplying by the scaling factor; (b) 

different particle sizes at 1 C-rate and 20°C after multiplying by the scaling factor; (c) 

different C-rates at 20°C before multiplying by the scaling factor with the particle 

diameter of 8.5 µm; and (d) different C-rates at 20°C after multiplying by the scaling 

factor with the particle diameter of 8.5 µm. 
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Figure 4.3. Relation between cumulative strain energy and concentration gradient for (a) 

different particle sizes at 1 C-rate and -10°C before multiplying by the scaling factor; (b) 

different particle sizes at 1 C-rate and -10°C after multiplying by the scaling factor; (c) 

different C-rates at -10°C before multiplying by the scaling factor with the particle 

diameter of 8.5 µm; and (d) different C-rates at -10°C after multiplying by the scaling 

factor with the particle diameter of 8.5 µm. 

 

4.2.1.1 Cumulative Strain Energy and Concentration Gradient 

As mentioned in the previous section, due to the imbalance between the delithiation 

rate and solid phase diffusion rate, there is a concentration gradient inside the active 

particle that generates strain energy inside the active material. The CSE is calculated by 

summing the strain energy released due to the microcrack formation inside the active 
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particle. The relation between CSE and concentration gradient can be affected by the 

temperature, C-rate, and particle size.  

Figure 4.2 (a) and Figure 4.3 (a) show the influence of particle size on the relation 

between CSE and concentration gradient when T = 20°C and -10°C. The 5.5 µm particle 

has a lower maximum CSE because it has less microcrack formation compared to larger 

particles. From the results, we can observe that, with the same CSE, the concentration 

gradient increases with the particle size. The reason is because the length for lithium to 

diffuse from the center to the surface is longer in larger particles. The larger concentration 

gradient leads to faster lithium depletion at the particle surface [153]. Figure 4.2 (c) and 

Figure 4.3 (c) show the influence of delithiation rate (i.e., C-rate) on the relation between 

CSE and concentration gradient when T = 20°C and -10°C. Similarly, we can observe 

that the concentration gradient increases with the C-rate, which is due to the high lithium 

depletion rate on the surface of particles under high C-rate. Figure 4.4 presents the effect 

of temperature. From the results, under the same CSE, the concentration gradient 

increases with a decrease in operating temperature. The influence of temperature is 

mainly on the solid phase diffusivity. According to Eq. (3.18), the solid phase diffusivity 

decreases with temperature. The decrease of diffusivity further hinders the diffusion of 

lithium from center to surface and hence increases the concentration gradient.  
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Figure 4.4. Relation between cumulative strain energy and concentration gradient for 

different operation temperatures at 1 C-rate with the particle diameter of 8.5 µm. (a) T   

0°C, before multiplying by the scaling factor. (b) T   0°C, after multiplying by the scaling 

factor. (c) T > 0°C, before multiplying by the scaling factor. (d) T > 0°C, after multiplying 

by the scaling factor. 

 

With this systematic study, we found that if we multiply the concentration gradient 

with a scaling factor M, the data converge as shown in Figure 4.2, Figure 4.3, and Figure 

4.4. The scaling factor M for the relation of CSE and concentration gradient under 

different temperatures, C-rates, and particle sizes are listed in Table 4. Figure 4.2 (b) and 

(d) suggests that the data from different particle sizes and C-rates converge after 

multiplying a scaling factor M1 to the concentration gradient when T= 20°C. Similarly,  
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under subzero temperature, the data converge after multiplying a scaling factor M2 to the 

concentration gradient as shown in Figure 4.3 (b) and (d). The effect of temperature also 

can be generalized by the scaling factor as suggested in Figure 4.4 (b) and (d). It is worth 

noting that the scaling factor is different when T > 0°C and T < 0°C as shown in Table 

4.3. From the scaling factor, we can infer the contribution of C-rate, temperature, and 

particle size to the relation between CSE and concentration gradient from the order of C-

rate, temperature, and particle size. The higher the order, the larger the influence. Because 

the variation of solid phase diffusivity (
sdD dT ) is higher when T > 0°C (M1) compared 

to T   0°C (M2), according to Eq. (3.18), the temperature has a larger influence on 

concentration gradient when T > 0°C (M1) compared to T   0°C (M2). Similarly, due to 

the low solid phase diffusivity, the variation of the C-rate has a larger influence on the 

concentration gradient when T   0°C (M2) compared to T > 0°C (M1). 

Table 4.3. Scaling constructs in Eq. (4.5). 

Relation a b M 

 and CSE C  (T > 0°C) 0.0061 0.465 

0.28

1 2

-C Rate R
M

T



 
  
 

 

 and CSE C  (T   0°C) 0.0072 0.275 

0.28

2

-C Rate R
M

T



 
  
 

 

 and  CSE Microcrack Density  (T 

>0°C) 
0.0015 0.657 

0.14

3 2

-C Rate R
M

T

 
  
 

 

 and  CSE Microcrack Density  (T   

0°C) 
0.0016 0.8443 

0.14
2

4

-C Rate R
M

T

 
  
 
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Figure 4.5. Relation between cumulative strain energy and microcrack density for (a) 

different particle sizes at 2 C-rate and 20ºC before multiplying by the scaling factor; (b) 

different particle sizes at 2 C-rate and 20ºC after multiplying by the scaling factor; (c) 

different C-rates at 20ºC before multiplying by the scaling factor with the particle 

diameter of 8.5 µm; and (d) different C-rates at 20ºC after multiplying by the scaling 

factor with the particle diameter of 8.5 µm. 
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Figure 4.6. Relation between cumulative strain energy and microcrack density for (a) 

different particle sizes at 1 C-rate and -10°C before multiplying by the scaling factor; (b) 

different particle sizes at 1 C-rate and -10°C after multiplying by the scaling factor; (c) 

different C-rates at -10°C before multiplying by the scaling factor with the particle 

diameter of 8.5 µm; and (d) different C-rates at -10°C after multiplying by the scaling 

factor with the particle diameter of 8.5 µm. 

 

 

4.2.1.2 Cumulative Strain Energy and Microcrack Density 

From the mechanism of microcrack formation, when the strain energy exceeds the 

threshold energy, the microcrack will form. Therefore, the microcrack inside the active 

particle should be proportional to the CSE. In this subsection, we present the relation 

between CSE and microcrack density with the same approach of finding the relation 
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between CSE and concentration gradient. Figure 4.5 (a) and Figure 4.6 (a) show the effect 

of particle size on the relation between CSE and microcrack density under different 

temperature. In Figure 4.5 (a), we can see that the particle size of 12.5 µm has the smallest 

maximum microcrack density compared to the other two particle sizes. This is because 

the long diffusion distance for lithium and the resultant high concentration gradient 

decrease the discharge time (i.e., the discharge stops when the surface concentration 

reaches zero). Moreover, the microcrack density decreases with the increase of particle 

size when the CSE is the same. This result can be explained from the perspective of the 

concentration gradient and the distribution of strain energy. As mentioned in the previous 

section, the bonds break when the strain energy exceeds the threshold energy. In other 

words, if the strain energy is below the threshold energy, the bond will sustain. CSE is 

defined as the summation of energy released due to the rupture of the connecting bonds. 

The cumulative strain energy can be written as, 

                             CSE =
1

2
f
e
×u
e

e=1

n
bb

å »
1

2
k
a
×W× Dc( ) × l ×ua ×nbb   (4.7)   

where 
bbn  is the total number of broken bonds, and 

ef
 and 

eu  signify the force and 

displacement in each of the broken bonds, respectively. Also, 
ak ,  , l  and 

au  denote 

axial stiffness, partial molar volume, length of each element, and axial displacement, 

respectively. These four parameters and variables can be approximated to remain almost 

constant. The last variable c  signifies the concentration gradient, which differs based 
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on particle size, operating condition, and ambient temperature. Let’s denote the 

cumulative strain energy for a large particle as 
lCSE  and for a small particle as 

sCSE .  

         
1 1

  and  
2 2

l a a l s a a sl s
CSE k c l u n CSE k c l u n              (4.8) 

Here,  
l

c  and  
s

c  correspond to the concentration gradient for large and small 

particles, respectively. Similarly, 
ln  and 

sn  signify the number of broken bonds for the 

larger and the smaller particles, respectively. For this particular case, where cumulative 

strain energy released from the larger and smaller particle is same, we can write 

l sCSE CSE , comparing it with the previous equation,    l sl s
c n c n     . 

Concentration gradient in a larger particle is greater in magnitude than the concentration 

gradient for a small particle, which implies that    
l s

c c   . As a result, 
l sn n , which 

implies that for a constant value of CSE , microcrack density in the larger particle is less 

than the microcrack density within the smaller particle. Figure 4.5 (c) and Figure 4.6 (c) 

show the influence of C-rate on the relation between CSE and microcrack density when 

T = 20°C and -10°C. Similar to Figure 4.5 (a) and Figure 4.6 (a), under the same CSE, 

the microcrack density decreases with the increase of the C-rate, which is similar to the 

case for different particle size. During discharge under a high C-rate, due to the larger 

concentration gradient, smaller microcrack density will be observed under the constraint 

of constant CSE. Therefore, the particle discharge under high C-rate has less microcrack 

density compared to the one discharge under low C-rate. Figure 4.7 (a) and (c) shows the 
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influence of temperature on the relation between CSE and microcrack density. The results 

suggest that the microcrack density decreases with decreasing temperature under the same 

CSE, which can also be explained by the variation in the concentration gradient. The 

concentration gradient in the particle operating at low temperature is much higher than 

the one operating at high temperature. As a result, under constant cumulative strain 

energy, particles operating at low temperature will have smaller microcrack density as 

compared to active particles at higher ambient temperature conditions.  

 

Figure 4.7. Relation between cumulative strain energy and concentration gradient for 

different operation temperatures at 2 C-rate with the particle diameter of 12.5 µm. (a) T 

  0°C, before multiplying by the scaling factor. (b) T   0°C, after multiplying by the 

scaling factor. (c) T > 0°C, before multiplying by the scaling factor. (d) T > 0°C, after 

multiplying by the scaling factor. 
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Similar to the relation between CSE and concentration gradient, the data converges 

when multiplying the microcrack density with a scaling factor M, as shown in Figure 4.5, 

Figure 4.6, and Figure 4.7. The scaling factors for the relations between CSE and 

microcrack density are listed in Table 4.3. In Figure 4.5 and Figure 4.6, the effects of C-

rate and particle size can be generalized by using scaling factor M3 and M4 when T = 20°C 

and 0°C respectively. For the influence of temperature, the data also converges after 

multiplying the scaling factor by the microcrack density as shown in Figure 4.7. This 

scaling result is similar to the relationship between CSE and the concentration gradient. 

The scaling factor varies with the temperature and can be used to infer which factor has 

a higher influence on damage. Since the variation of solid phase diffusivity (
sdD dT ) is 

higher when T > 0°C (M3) compared to T   0°C (M4) according to Eq. (3.18), the 

temperature has a larger influence on concentration gradient when T > 0°C (M3) compared 

to T   0°C (M4). When T   0°C, the effect of temperature decreases, but different from 

the relation between CSE and concentration, the influence of C-rate was not enhanced by 

the low temperature. Moreover, by comparing the order in the scaling factor for the 

relation between CSE/concentration gradient (0.14) and CSE/microcrack density (0.28), 

we can observe that the temperature, C-rate, and particle size have a higher impact on the 

relation of CSE/microcrack density than the relation of CSE/concentration. 

With the introduction of the scaling factor, we can find the parameters in Eq. (4.5) 

by fitting the data obtained from the simulations as shown in Figure 4.8. The data in 
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Figure 4.8 is from the simulation conditions listed in Table 4.2. From the curve fitting, 

the suggested parameters for Eq. (4.5) are listed in Table 4.3. 

 

Figure 4.8. The fitting result for (a) relation between cumulative strain energy and 

concentration gradient when T > 0°C; (b) relation between cumulative strain energy and 

concentration gradient when T   0°C; (c) relation between cumulative strain energy and 

microcrack density when T > 0°C; and (d) relation between cumulative strain energy and 

microcrack density when T   0°C. The dashed line shows the fitting result.  

 

4.2.2 Scaling Analysis of Drive Cycle 

In addition to the scaling study for the single delithiation process, the microcrack 

formation during the drive cycle is also discussed in this paper. One should note that 

because the C-rate is not constant during the drive cycle, the pattern for the relation 
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between CSE and the concentration gradient is irregular. Therefore, the relation between 

CSE and the concentration gradient is not discussed in this subsection. This subsection 

considers drive cycles for three different electric-drive vehicle applications: plug-in 

hybrid electric vehicle (PHEV), hybrid electric vehicle (HEV), and battery electric 

vehicle (BEV). The three were simulated using the high order diffusion induced damage 

model [24]. The scaling equations obtained from the previous section (see Eq. (4.5) and 

Table 4.3) have been used to reproduce the relation between CSE and microcrack density 

for drive cycle. 

Figure 4.9 shows the pattern of C-rate during different drive cycles. The average 

discharge rate, average charge rate, discharge fraction, and charge fraction are shown in 

Table 4.4. The HEV drive cycle has a higher discharge/charge rate compared to PHEV 

and BEV drive cycles. However, because the fraction of the discharge/charge period of 

the HEV drive cycle is nearly 50%/50%, the average C-rate is lower than the PHEV and 

BEV drive cycles.  

 

   
                     (a)                                        (b)                                           (c) 

Figure 4.9. (a) Variation of C-rate over time for the PHEV drive cycle. (b) Variation of 

C-rate over time for the BEV drive cycle. (c) Variation of C-rate over time for the HEV 

drive cycle.  
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Figure 4.10, Figure 4.11, and Figure 4.12 present the influence of temperature and 

particle size on the microcrack formation for PHEV, BEV, and HEV drive cycles, 

respectively. The time evolution of the concentration gradient varies frequently due to the 

variable C-rate of the different drive cycles. For the PHEV drive cycle shown in Figure 

4.10 (a) and (d), because the variation of C-rate is large, we can see a large fluctuation of 

the concentration gradient. In contrast, the smaller C-rate variation during the BEV drive 

cycle causes less fluctuation of concentration gradient compared to the PHEV drive cycle 

as shown in Figure 4.11 (a) and (d). For the HEV drive cycles, we can see large 

fluctuations of the concentration gradient as shown in Figure 4.12 (a) and (d). The 

difference in the concentration gradient of the different drive cycles greatly affects the 

average microcrack density. The small concentration gradients of the BEV drive cycle 

(Figure 4.11 (a) and (d)) results in microcrack density about 10 times smaller than the 

other two drive cycles.  

 

Table 4.4. Statistical data of drive cycle. 

Drive 

Cycle 

Average 

Discharge 

Rate 

Average 

Charge Rate 

Discharge 

Fraction 

Charge 

Fraction 

HEV 2.66 C 2.04 C 44.5% 55.5% 

PHEV 1.46 C 1.03 C 75.8% 24.2% 

BEV 0.496 C 0.305 C 88% 12% 
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Figure 4.10. (a–c) The influence of temperature on the PHEV drive cycle with particle 

diameter of 8.5 µm. (a) The time evolution of the concentration gradient. (b) The time 

evolution of microcrack density. (c) The relation between microcrack density and CSE. 

(d–f) The influence of particle size on the PHEV drive cycle at T = 20°C. (d) The time 

evolution of the concentration gradient. (e) The time evolution of microcrack density. (f) 

The relation between microcrack density and CSE. 
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Figure 4.11. (a–c) The influence of temperature on the BEV drive cycle with particle 

diameter of 8.5 µm. (a) The time evolution of the concentration gradient. (b) The time 

evolution of microcrack density. (c) The relation between microcrack density and CSE. 

(d–f) The influence of particle size on the BEV drive cycle at T = 20°C. (d) The time 

evolution of the concentration gradient. (e) The time evolution of microcrack density. (f) 

The relation between microcrack density and CSE. 
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Figure 4.12. (a–c) The influence of temperature on the HEV drive cycle with particle 

diameter of 8.5 µm. (a) The time evolution of the concentration gradient. (b) The time 

evolution of microcrack density. (c) The relation between microcrack density and CSE. 

(d–f) The influence of particle size on the HEV drive cycle at T = 20°C. (d) The time 

evolution of the concentration gradient. (The results of particle size 6 µm and 8.5 µm 

almost overlap). (e) The time evolution of microcrack density. (f) The relation between 

microcrack density and CSE. 
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For the PHEV drive cycle, Figure 4.10 (a) shows that the concentration gradient 

increases with the decrease of temperature. This is due to the temperature-dependent 

characteristic of diffusivity as shown in Eq.(3.18). Since the concentration gradient is 

high under low operating temperature, the particle has a higher microcrack density than 

operating under higher temperature as shown in Figure 4.10 (b). The relation between 

CSE and microcrack density shown in Figure 4.10 (c) is similar to the single delithiation 

process, in which low temperature has a lower microcrack density under the same value 

of CSE. This is caused by the difference in concentration gradient as explained in the 

previous section. Figure 4.10 (d) shows the time evolution of the concentration gradient 

in different particle sizes during the PHEV drive cycle. The results suggest that the 

concentration gradient increases with the particle size. The variation of concentration 

gradient is due to the change in diffusion length when the particle size is different. The 

change of concentration gradient affects the microcrack density as shown in Figure 4.10 

(e). Figure 4.10 (f) presents the relation between CSE and microcrack density for different 

particle sizes, with similar trends as the single delithiation process. The microcrack 

density decreases with the increased particle size under the same CSE. By comparing the 

time evolution of the concentration gradient in Figure 4.10 (a) and (d), and the time 

evolution of microcrack density in Figure 4.10 (b) and (e), we discover the difference in 

microcrack density is mainly due to the peak concentration gradient, observable as step 

changes in microcrack density in Figure 4.10 (e), at the approximate times of t = 50, 100, 

and 300 seconds. One should note that since the concentration gradient is large in the 12.5 

µm particle, the sudden increase of microcrack density shifts from t = 300 seconds to 200 
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seconds. At these times, due to the large peak in the concentration gradient, the 

microcrack density has a significant increase. Moreover, it is worth noting that, although 

there is a large fluctuation after 500 seconds, the microcrack density does not increase. 

This is because the concentration gradient during ~300 to 500 seconds saturates the 

microcrack density, and the lower concentration gradient after 500 seconds has no 

potential to form new microcracks. This phenomenon is even obvious when the particle 

size is 12.5 µm and T = 20°C, that the microcrack density saturated after 200 seconds. 

Figure 4.11 shows the effects of temperature and particle size on the microcrack 

formation for the BEV drive cycle. Similar to the PHEV drive cycle, the concentration 

gradient increases with the decrease of temperature and the increase of particle size, as 

shown in Figure 4.11 (a) and (d). The relation between CSE and microcrack density 

shown in Figure 4.11 (c) and (f) also has the same trend as the singe delithiation process 

and PHEV drive cycle. Similarly, we can also observe a sudden increase of microcrack 

density in the 6 µm and 8.5 µm particle when t = 300 seconds due to the large impulse of 

the concentration gradient. The phenomenon is less obvious because of the low 

concentration gradient. The microcrack density only has a significant increase when T = 

-10°C. 

Figure 4.12 shows the effects of temperature and particle size on the microcrack 

formation for the charge sustaining HEV drive cycle. The trend of time evolution in the 

concentration gradient, time evolution of microcrack density, and the CSE/microcrack 

density relations show the same trend as for the PHEV and BEV drive cycles. However, 

the influence of temperature and particle size on the concentration gradient is 
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insignificant as shown in Figure 4.12 (a) and (d), which is because of the discharge/charge 

period fraction during the drive cycles. The nearly 50%/50% period fraction alleviates 

the influence of diffusion length and solid phase diffusivity on the concentration gradient. 

Due to the insignificant variation of the concentration gradient, the microcrack formation 

during the HEV drive cycle is mainly caused by the sudden pulse of concentration 

gradient at the beginning of the drive cycle and t = 100 seconds. It is worth noting that 

although the HEV drive cycle was operating under the highest discharge/charge rate, due 

to the nearly 50%/50% charge/discharge period fraction, the HEV drive cycle has less 

mechanical damage compared to the PHEV drive cycle.  

 

                  PHEV                                       BEV                                     HEV 

       
                       (a)                                          (b)                                          (c) 

Figure 4.13. Comparison of the relation between microcrack density and CSE between 

high order diffusion induced damage model and reduced order relation in Eq. (4.5). (a) 

PHEV drive cycle with 8.5 µm particle under -10°C. (b) BEV drive cycle with 8.5 µm 

particle under -10°C. (c) HEV drive cycle with 8.5 µm particle under -10°C. 

 

Figure 4.13 shows the reproduction of the relation between CSE and microcrack 

density by using the scaling laws found in the previous section. The relation is as shown 

in Eq. (4.5) and Table 4.3. During the drive cycle operation, whenever the microcrack 

formed, the corresponding cumulative strain energy and C-rate were recorded. For 
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reproduction, the recorded C-rate was used to calculate the scaling factor M (see Table 

4.3). With the scaling factor and CSE, we can evaluate the microcrack density from Eq. 

(4.5). When calculating the scaling factor, because not every C-rate in the drive cycle has 

contributed to the microcrack formation according to the results shown in Figure 4.10, 

Figure 4.11 and Figure 4.12, we averaged the C-rate every five time steps of microcrack 

formation and used the average C-rate to calculate the scaling factor. In general, the 

scaling law (reduced order model) in Eq. (4.5) reasonably captures the microcrack growth 

trend. The fitting equation shows good agreement with the results of the BEV drive cycle. 

However, we still can see fluctuations in the reproduction of the PHEV and HEV drive 

cycle data, because (i) it is hard to pick the exact average C-rate, which has contributed 

to microcrack formation, and (ii) the formation location of microcracks is different during 

delithiation and lithiation processes.[23] 

4.3 Conclusions 

The influence of temperature, particle size, and delithiation rate on the damage 

evolution in an active particle of LIB electrodes has been investigated using a high order 

diffusion induced damage model. The evolution of microcrack formation was quantified 

both for a single delithiation process and for several drive cycles with highly variable C-

rate profiles.  

From the single delithiation simulations, the temperature, particle size, and C-rate 

show significant influence on the relation between (i) CSE and concentration gradient 

and (ii) CSE and microcrack density. For the relation between CSE and concentration 
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gradient, the results suggest that, under the same value of CSE, the concentration gradient 

increases with (i) decrease of temperature, (ii) increase of particle size, and (iii) increase 

of C-rate. In contrast, for the relation between CSE and microcrack density, the 

microcrack density increases with (i) increase of temperature, (ii) decrease of particle 

size, and (iii) decrease of C-rate under the same value of CSE. According to the results, 

we introduced a scaling factor M, which can collapse the data from different operating 

conditions. Scaling law expressions for the relationships between CSE, concentration 

gradient, and microcrack density were found by fitting data from the high order diffusion 

induced damage model. From the data-drive scaling process, different temperature 

conditions (T > 0°C or T   0°C) suggested different scaling factors M, which means that 

the contribution of operation factors (i.e., temperature, particle size, and C-rate) varied 

with the temperature. The reduced-order equations were coupled with the electrochemical 

model to study the influence of mechanical damage on cell performance. According to 

the results, the capacity fade is larger when the microcrack density is higher. Further, the 

capacity fade is directly proportional to the size of the electrode active particles and 

discharging rates.  Another important observation is that the microcrack density is higher 

in the region near the separator as compared to the region near the current collector since 

the current density is higher near the separator.     

In addition to the observation of the single delithiation process, we also investigated 

the damage evolution during the drive cycle. Three kinds of drive cycles (HEV, PHEV, 

and BEV) were tested in this study. The results quantified the microcrack formation 

dependence on temperature, particle size, and C-rate. Since PHEV and HEV applications 
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operate under a higher C-rate than the BEV application, the model predicts those 

applications will experience higher microcrack density. During the drive cycle, the 

microcrack was saturated after operation over time. After saturation, new microcracks 

can only form when the average concentration gradient exceeds its previous peak value. 

In addition, the scaling law expression for the relation between CSE and microcrack 

density found from the single delithiation process has successfully predicted the damage 

evolution during different drive cycles. This result validates our proposed approach for 

reduced order modeling of mechanical damage evolution in LIB active material particles. 
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5 CHAPTER V                                                                                                      

ELECTRODE MICROSTRUCTURE EFFECT ON THE THERMAL BEHAVIOR 

OF THE LITHIUM-ION BATTERY 

 

In this section, to study the influence virtual microstructure on the thermal behavior 

of LIBs, a microstructure-aware electrochemical-thermal coupled model (METCM) has 

been proposed, which links the virtual electrode microstructure with electrochemical 

reaction and heat generation. The advantage of using this mathematical approach is that it 

can separately observe different heat source (i.e. joule heating, reversible heating, and 

reaction heating) at a different state of charge (SOC) and position of the electrode. Unlike 

the experimental approach, which only total heat generation and cell temperature can be 

detected and calculated. In this paper, with the reconstructed virtual microstructure, the 

influence of electrode microstructure on the thermal behavior and the energy density of 

cell has been studied and discussed. The thermal behavior of cell was analyzed by 

observing the time and spatial distribution of different heating source (i.e. joule heating, 

reversible heating, and reaction heating). From the results, we found out that there exists 

a trade-off between desired capacity and safety temperature limit. In addition, the 

microstructure dependent thermal behavior provides an insight of using electrode 

microstructure to control the cell temperature to maintain the safety of cell without using 

external control mechanism. 

 

 



132 

 

5.1 Simulation Methodology  

To increase the capacity of the cell, one common approach is increasing the amount 

of active material inside the electrode. Figure 5.1 (a) shows the charge of cathode 

microstructure when the vol. % of active material increase (the wt. % of active material, 

carbon additive, and binder was maintained at 90:5:5). Accompany with the increasing 

amount of active material, the porosity decrease (volume of the electrode was maintained 

constant) and the electrochemical interfacial area (active material/electrolyte) increase. 

Following with the porosity decrease, the tortuosity increase inside the electrode. If the 

anode capacity is fixed, the increase in the amount of active material of cathode also 

changes the Negative/Positive electrode loading ratio of the cell. The change of N/P 

loading ratio affects the range of open-circuit potential of the anode, if cathode has a 

smaller capacity than the anode. The change of microstructure properties can further affect 

the thermal behavior of electrode. As shown in Figure 5.1 (a), the decrease of porosity and 

increase of tortuosity can enlarge the polarization of Li+ concentration and electrolyte 

potential, and increase the internal resistance. The increase of internal resistance enhances 

the joule heating inside the cell. The variation of the interfacial area changes the 

overpotential for electrochemical reaction and varies the reaction heating. The difference 

in N/P loading ratio changes the OCP range of anode, which affects the reversible heating. 

To capture the interaction between microstructure change and the thermal behavior of the 

cell, a Microstructure-aware Electrochemical-Thermal Coupled Model (METCM) has 

been developed. The detail description of the model, calculation of different heat sources, 

and reconstruction of the microstructure are presented in the following section.  
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(a) 

 

(b) 

Figure 5.1. (a) Interaction between microstructure and heat generation. The wt. % of 

active material, carbon additive, and binder is 90:5:5. (b) Schematic diagram of 

microstructure-aware electrochemical-thermal coupled (MAETC) model. 
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5.1.1 Electrochemical-Thermal Coupled Model 

The macro-homogenous lithium ion battery model has been reported in the literature 

by several authors [75-77, 84]. The foundation of the model is the porous electrode theory 

given by Newman [74] wherein the electrodes are considered as two-phase structures 

consisting of solid active material and liquid electrolyte. The separator is sandwiched in 

between the anode and the cathode and allows for the diffusion of lithium ions while 

hindering electron transport through the electrolyte. The model accounts for the 

intercalation kinetics, mass conservation in the solid and electrolyte phase and charge 

conservation in the solid and electrolyte phase. The governing equations and 

corresponding boundary conditions are elaborated below. The transport and 

thermodynamic properties involved are generally dependent on concentration and 

temperature. The functional relationships for ionic diffusivity, conductivity and 

thermodynamic factor have been taken from [173].  Effective properties are used wherever 

porous media approximations are involved in accounting for porosity and tortuosity of the 

electrodes.  

5.1.1.1 Lithium Intercalation Kinetics 

Butler-Volmer kinetics is used to describe the lithium intercalation reaction at both 

the anode and cathode, which gives us the following relation for the reaction current 

density. 

                            0 exp expa cF F
i i

RT RT

 
 

    
      

    
  (5.1) 
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                                        0 ,max( )
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Here, i  is the reaction current density, 0i  is the exchange current density , ,a c   are the 

anodic and cathodic transfer coefficients of the electrode reaction respectively , F  is 

Faraday’s constant, T  is temperature, R  is the universal gas constant and   is the 

overpotential given by Eq. 2. It is a function of the solid phase potential s  , electrolyte 

potential e  and the open circuit potential (OCP) of the electrode denoted by U  which is 

a function of both state of charge   and temperature. The functional relationships of OCP 

for graphite and NMC are readily available in literature and have been taken from [93, 

174] and is expressed in Eq. (5.4) and (5.5) respectively . The exchange current density 0i  

is a function of temperature dependent rate constant k   and lithium concentration in both 

solid sec   and electrolyte phase ec .   
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                      4 3 210.72 23.88 16.77 2.595 4.563 0.3 1cU            (5.5) 

5.1.1.2 Mass Conservation in Solid Phase 

Active material particles are considered to have spherical geometry and Fickian diffusion 

is used for solving lithium transport inside the particles.  
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with the boundary condition of  
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Here sc  is the concentration of lithium atoms in the solid phase, sD  is the solid phase 

diffusion coefficient and i   is the reaction current density on the particle surface. The 

boundary conditions (BC) correspond to zero flux at sphere center due to symmetry and 

reaction current density dependent flux at the surface. 

5.1.1.3 Mass Conservation in Electrolyte Phase 

Diffusion of lithium ions inside the electrolyte is also modeled using Fick’s law with 

eff

eD  giving the effective diffusion rate of lithium ions in the electrolyte phase.  The 

volumetric source term in the equation represents the production/destruction of lithium 

ions in the electrolyte due to the reaction current. t  is the transference number of lithium 

ions and represents the fraction of current carried by the lithium ions, usually taken to be 

a constant. The relation between volumetric current density j   and reaction current density 

i   at the particle surface is given by Eq. 6. Here, sa  is the electrode active area per unit 

volume. 

                                            
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
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                                                              sj a i   (5.9) 

The boundary condition is expressed as the following.  
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The electrode-current collector interface bounds the cell, as such, the flux of lithium ions 

at this boundary should be zero. The BC at the interior electrode-separator interface 

represents the continuity of the flux at this interface.    

5.1.1.4 Charge Conservation in the Solid Phase 

Electric potential in the solid phase s   can be determined using Ohm’s law. At the 

electrode-current collector interface, the current flux BC is prescribed. Here, I   is the total 

current coursing through the cell and A   is the electrode-current collector interface area. 

The separator hinders electronic current flow, as such, the flux of electronic current is zero 

at the electrode-separator interface. 

                                                       0eff
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with the boundary condition of  
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5.1.1.5 Charge Conservation in the Electrolyte Phase 

Charge motion in the electrolyte phase is driven by gradients of electrolyte potential 

e   and ionic concentration ec  . The total ionic current has contribution from two 

components, the first term represents the migration current due to Ohm’s law while the 
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second term represents the diffusional current arising from differences in concentration of 

ions throughout the length of the cell. The diffusional conductivity D  is related to ionic 

conductivity  and is given by Eq. (5.14). 

                                                     l 0neff eff
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with the boundary condition of  
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The BCs represent zero flux at the electrode-current collector interface and continuity of 

flux at the electrode separator interface. As the above equation is an elliptic equation, we 

impose a dirichlet BC 0
a s cLx Le L


 

   at the cathode-current collector interface for 

solution purposes. 

5.1.1.6 Energy Conservation in Complete Cell 

Energy conservation in the cell can be described using a lumped thermal model 

owing to low Biot number characteristics of an 18650 cell under natural convection 

conditions. The heat generation rate Q  comprises of irreversible heat, reversible heat and 

joule heat. Joule heating arises because of three different factors: electronic resistance, 

ionic resistance and concentration overpotential. The total rate is calculated by integrating 
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the source terms over the entire length of the cell and multiplying with the electrode area 

A . The resulting equation can be solved for temporal evolution of temperature.  

                                       p S
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dt
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 

0
l

(

n

s ca

s e

eff eff eff

s s s

L L

e e D e

L

e

dU
j U j T

dTQ

c

A dx
 

       

    
     

   
       

   (5.17) 

Finite volume discretization is used for the governing equations with five unknowns at 

each cell cebter: , , , ,s e s ec c T   . Source term linearization using Taylor series expansion 

is done to take care of the non-linear Butler Volmer equation. The value of dU/dT used in 

(5.17) is given by Eq. (5.18) and (5.19).[174, 175] 

6 5 4 3 258.294 189.93 240.40 144.32 38.87 2. 0.864 10792adU

dT
               (5.18) 

6 5 4 3 2190.34 733.46 1172.6 995.88 474.04 119.7 12 2.457cdU

dT
              (5.19) 

5.1.2 Reconstruction of Microstructure and Evaluation of Charge Transport Properties 

The virtual 3D microstructure was reconstructed according to the composition of 

the active material, carbon additive, and binder. The active material, which is used to store 

lithium, and carbon additives, which is used to boost electrical conductivity, is 

reconstructed with the stochastic method. [45, 176-178] The spherical particles of active 

material (D = 10 µm) were randomly distributed with the desired vol. %. The particles are 

prohibited from overlapping when the vol. % of active material is smaller than 50 vol. %. 

The carbon additives are assumed as platelet particles (D = 4 µm, thickness = 0.8 µm) and 
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also randomly distributed inside the control volume. The carbon additives were prohibited 

from overlapping with active materials, but allowed to overlap with each other. The binder 

was randomly added to a structure in the shape of a concave meniscus in locations where 

material surfaces get close together. In cathode, the wt. % of active material 

(Li(Ni1/3Mn1/3Co1/3)O2), carbon additive (Graphite), and binder (PVDF/C) is maintained 

at 90:5:5. In the anode, wt. % of active material and the binder is maintained at 90:5, and 

there is no carbon additives. Figure 5.1 (a) shows the representative cathode electrode 

microstructure with different loading of active material. The electrical conductivity is 

calculated according to material properties expressed in Table 5.1. The transport 

properties of electrode (i.e. tortuosity, and electrical conductivity) and the corresponding 

capacity in the 18650 configurations are shown in Table 5.2. 

The tortuosity and effective electrical conductivity are used as input of Eq. (5.8), 

(5.11), (5.13), and (5.14) in the electrochemical-thermal coupled model. One should notice 

that, in this study, we focus on the influence of cathode microstructure on the thermal 

behavior of the cell. Therefore, the anode microstructure is fixed in all the simulations.  

 

Table 5.1. Material properties of cathode and anode system 

Parameter  

Particle 

diameter 

(µm) 

Bulk conductivity 

(S m-1) 

Mass density 

(g cm-3) 

Cathode 

Li(Ni1/3Mn1/3Co1/3)O2 10a 0.00106[49] 4.8[49] 

Graphite 4a 16700[45] 1.95[45] 

PVDF/C – 760[49] 1.86a 

Anode 
Graphite 10a 16700[45] 1.95[45] 

PVDF/C – 760[49] 1.86a 

a assumed value 
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Table 5.2. Variation of microstructure properties with porosity and the corresponding 

theoretical capacity in 18650 cell configuration. 

 Cathode Anode 

 Porosity 

 0.15 0.2 0.25 0.3 0.35 0.4 0.25 

vol. % of NMC 66.39 62.49 58.58 54.68 50.77 46.87 70.52 

vol. % of additive 9.08 8.54 8.01 7.47 6.94 6.40 0 

vol. % of binder 9.51 8.95 8.39 7.83 7.27 6.71 4.43 

σeff 96.938 54.09 36.13 25.47 7.02 6.45 5900 

Tortuosity 7.194 4.064 3.190 2.687 2.138 1.945 3.2 

Capacity (Ah) 2.631 2.476 2.321 2.166 2.012 1.945 2.713 

 

5.2 Results and Discussion 

5.2.1 Microstructure-aware Electrochemical-Thermal Coupled Model 

In the conventional porous electrode theory, the tortuosity was calculated from 

Bruggeman ideal relation as Eq. (5.20). 

                                                                          0.5     (5.20) 

However, the Bruggeman ideal relation is based on the assumption that the particles are 

spherical and uniform distributed.[50] Since in the electrode of LIBs include amorphous 

active particles and binder, the Bruggeman ideal relation is not sufficient to represent the 

tortuosity of the virtual porous microstructure.[58]  Figure 5.2 (a) shows the comparison 

of the tortuosity calculated from 3D reconstructed virtual microstructure and the one 

calculated from Bruggeman ideal relation. From the result, the tortuosity calculated from 

virtual microstructure is higher than the Bruggeman ideal relation, which is mainly due to 

the amorphous shape of binder and overlap of particles. The difference in tortuosity 

increase with the decrease of porosity The difference in tortuosity affects the simulation 

of discharge profile, heat generation, and temperature evolution as shown in Figure 5.2 
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(b), (c), and (d) respectively. The increase of tortuosity enlarges the internal resistance, 

which increases the voltage drop, joule heating rate, and temperature increase. It is worth 

noticing that, the difference in tortuosity only has a significant effect on joule heating rate, 

and the influence on the reaction and reversible heating rate is almost negligible.  

5.2.2 Influence of Microstructure on the Thermal Behavior of LIBs 

As mentioned in the previous section, increase the amount of active material is a 

common way to increase the capacity of the cell. However, the additional amount of active 

material can vary the microstructure, and change the thermal behavior of LIBs. The 

variation of thermal behavior may cause overheating of the cell, especially during the high 

current discharge process. To maintain the cell temperature below a safety limit (< 85 °C), 

the cell should stop before full discharge, which causes capacity lost. In addition, since 

the microstructure can affect the thermal behavior of the cell, it exists an electrode design 

window, which can keep the temperature below the safety limit. The trade-off between 

capacity and safety concern along with the safety design window will be further presented 

in the following section.  

Figure 5.3 shows the influence of microstructure on the cell capacity, energy 

density, power ability, and time evolution of temperature. Figure 5.3  (a) presents the 

reconstructed 3D virtual microstructure with different loading of active material. 
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       (a)       (b) 

  
          (c)      (d) 

 
(e) 

Figure 5.2.Comparison of (a) tortuosity (b) voltage (c) heat generation (d) temperature 

evolution between Bruggeman ideal and microstructure-aware electrochemical-

thermal coupled model. (e) Validation of microstructure-aware electrochemical-

thermal coupled model. The porosity of cathode and anode is 0.25. The simulation 

temperature is 25°C. 
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Figure 5.3. (a) Corresponding microstructure with different vol% of active material. (b) 

Influence of microstructure on the cell performance and the corresponding cross section 

of microstructure when I = 6A and T = 25°C. (c) Influence of microstructure on the 

temperature evolution and the corresponding cross section of microstructure when I = 6A 

and T = 25°C. 

 

Since the wt. % of active material, carbon additive, and binder are maintained as 

90:5:5, the amount of binder and carbon additives increase with the amount of active 

material. With the increase of active material, the porosity of electrode decrease, which 

results in the increase of tortuosity as shown in Figure 5.2 (a). Figure 5.3  (b) shows the 

improvement of capacity when the amount of active material is increased. The 

corresponding 2D reconstructed virtual microstructures are also included in Figure 5.3 (b). 
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The time evolution of temperature is shown in Figure 5.3 (c). As shown in Figure 5.3 (c), 

the temperature increase faster in the cell with low porosity cathode. 

The difference in the temperature evolution is affected by different heat sources (i.e. 

joule heat, reaction heat, and reversible heat). As mentioned in the previous section, the 

variation of microstructure changes the porosity, tortuosity, interfacial area, and OCP 

range, which results in different heating rate as shown in Figure 5.2 and Figure 5.3. Figure 

5.4 and Figure 5.5 show the time evolution and spatial distribution of different sources of 

heating rate respectively. In Figure 5.4 (a), the low porosity cathode shows the highest 

joule heating rate. The high joule heating rate is because the low porosity and high 

tortuosity porous electrode result in high internal resistance. This high internal resistance 

increases the polarization of Li+ concentration and electrolyte potential. According to Eq. 

(5.17), high concentration and potential gradient cause high joule heating rate. Figure 5.5 

(a – c) shows a more detail comparison of heating rate in the cell with different porosity 

of cathode. From the results, the different in the joule heating rate is mainly contributed 

by the region of the cathode where is close to the separator. Since the porosity of the anode 

is fixed, the change of joule heating rate in anode is not obvious, besides the end of 

discharge. This result suggests that the concentration and potential gradient in the region 

near cathode/electrolyte interface is the main reason causes large joule heating rate in the 

cell with low porosity cathode. It is also worth noticing that, in the end of discharge, the 

joule heating rate and the heating region in the anode become smaller in the cell with low 

porosity cathode. This is because the high temperature in the cell with low porosity 

cathode increases the ionic conductivity and diffusivity, which decrease the concentration 
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and potential gradient in the anode. The change of heating region in the cathode is also 

because of the temperature increase during the discharge process. The increase of 

temperature decrease the polarization in the middle of discharge, but when the 

concentration further decreases in cathode, the internal resistance, and polarization 

increase again.  

  

                                       (a)                                                              (b) 

 
                                        (c)                                                              (d) 

Figure 5.4.The microstructure effect on the (a) Joule heating rate (b) Reaction heating 

rate (c) Reversible heating rate (d) Total heating rate when discharge with I = 6A and T 

= 25°C. 
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Figure 5.5.The influence of microstructure on the spatial and time distribution of heating 

rate when I = 6A and T = 25°C. (a – c) Joule heating rate. (d – f) Reaction heating rate. 

(g – i) Reversible heating rate. (j – l) Total heating rate. 
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Figure 5.4 (b) shows the time evolution of reaction heating rate. Opposite to the 

joule heating rate, the cell with low porosity cathode has the least reaction heating rate 

during the discharging process. The difference of reaction heating rate is mainly due to 

the difference in the interfacial area. When the amount of active material increase, 

although the porosity decrease, the interfacial area is enlarged. The enlargement of 

interfacial area decreases the overpotential when the output current is the same. According 

to Eq. (5.17), the decrease of overpotential lowers the reaction heating rate. From the 

spatial distribution of reaction heating rate shown in Figure 5.5 (d – f), we can observe 

that the reaction heating rate in cathode decrease with the porosity of cathode. The anode 

has compared less reaction heating rate is because the exchange current density is higher 

in the anode, which can result in lower overpotential in the anode. The distribution of 

reaction heating rate shown in Figure 5.5 (d – f) is highly dependent on the spatial 

distribution of reaction current density j. In the beginning of discharge, the reaction 

heating rate is concentrated in the region near the separator, which is because the peak of 

electrochemical reaction current density j is in the region near the separator. In addition, 

during the discharging process, the distribution of reaction heating rate is more uniform in 

the cell with high porosity cathode. This is because the distribution of the electrochemical 

reaction current density j is more uniform in the cell with high porosity cathode. The 

difference in the reaction current density j distribution is affected by the internal resistance 

inside the cathode. The peak of reaction heating rate in the anode is also because of the 

distribution of the electrochemical reaction current j. 



149 

 

For the reversible heating rate, the heating rate is negligible when the DOD = 0 – 

0.8 (see Figure 5.4 (c)), besides the end of discharge. In the end of discharge (DOD > 0.8), 

the cell with low porosity cathode has higher reversible heating rate compare to higher 

porosity cathode. Figure 5.5 (g – i) shows the spatial distribution of reversible heating rate. 

As shown in the distribution, different from joule heating and reaction heating, the main 

difference of reversible heating is in the anode. The difference of reversible heating in the 

cathode is almost negligible. For the cell with 20% porosity cathode, there is high 

reversible heating in the end of discharge. The difference of reversible heating in the anode 

in the end of discharge is mainly due to the usage of anode SOC during the discharging 

process. When the amount of active material in cathode increase, since the capacity of 

anode is fixed, the N/P loading ratio changed. For the cell with 40% porosity cathode, the 

SOC range of anode during the discharging process is 0.95 – 0.4. For the cell with 20% 

porosity cathode, the SOC range of anode during the discharging process is 0.95 – 0.2. 

According to Eq. (5.18), the value of dU/dT is negative (heat depletion) when SOC = 1 – 

0.3, and the value of dU/dT is positive (heat generation) when SOC < 0.3. Since the SOC 

range of anode in the cell with 20% porosity cathode can achieve the reversible heating 

region (SOC < 0.3), there is reversible heating in the end of discharge. It is also worth 

noticing the region where the reversible heating rate is negative (heat consuming). The 

heat consuming region is more close to the current collector, which is because the SOC is 

lower in the region near the anode/separator interface during the discharging process.  

Figure 5.4 (d) and Figure 5.5 (j – l) shows the time evolution and spatial distribution 

of total heating rate. As shown in Figure 5.4 (d), the total heating rate increase with the 
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decrease of porosity, which explains the faster temperature increase in the cell with low 

porosity cathode (see Figure 5.3 (c)). Between the porosity of 30% and 40%, the difference 

of total heating rate mainly happens when DOD = 0 – 0.8. In the end of discharge, due to 

the compensation between reversible heating and reaction heating, the difference of total 

heating rate is almost the same. From the spatial distribution of heating rate (see Figure 

5.5 (j – l)), in the cathode, the heating rate is large near the cathode/separator interface and 

at the end of discharge. In anode, the difference of total heating rate is mainly contributed 

by the variation of reversible heating due to the N/P ratio.  

5.2.3 Trade-off between Temperature Control and Cell Capacity 

According to the results present in the previous section, increase the amount of 

active material in the cathode can increase the capacity of the cell. However, the increase 

of capacity accompanied with the rise of cell temperature. Since the heat generation is also 

affected by the discharge rate and ambient temperature, it is worth studying the influence 

of microstructure on the thermal behavior under different operation condition. Figure 5.6 

presents the max temperature and capacity obtained from the cell with different a porosity 

of cathode (i.e. different amount of active material) during the discharging process with 

different discharge current. Figure 5.6 (a) and (c) shows max temperature and capacity 

when the cell operates under 25°C. Figure 5.6  (b) and (d) shows max temperature and 

capacity when the cell operates under 40°C. In Figure 5.6  (a) and (b), according to the 

max temperature, it can separate into three regions. (i) The Unsafe region refers to T 

>80°C, which the temperature has the risk of thermal runaway. (ii) The region of Potential 
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Risk refers to 80°C >T >60°C, which the temperature has the potential risk of thermal 

runaway if a sudden input of heat source add to the cell, such as external short. 

 

 

Figure 5.6. The influence of discharge current and microstructure on the max temperature 

obtained in the end of discharge when (a) Tamb = 25°C (b) Tamb = 40°C. The influence of 

discharge current and microstructure on the cell capacity obtained in the end of discharge 

when (a) Tamb = 25°C (b) Tamb = 40°C. 
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 (iii) The Safe region refers to T < 60°C, which the temperature is comparable safe to the 

other two regions.  From Figure 5.6  (a), when the discharge current is below 7A, the max 

temperature rise with the decrease of porosity (ε = 0.15 – 0.4). When the cathode porosity 

is between 0.18 – 0.32, the cell has the risk to reach unsafe temperature when the discharge 

current is higher than 7A. The lower max temperature for the cell with cathode porosity 

of ε = 0.15 – 0.18 is due to the self-shutdown of the cell. Under high discharge rate, 

because of large internal resistance of low porosity electrode, the cell shuts down before 

it fully discharge. Figure 5.6  (c) expresses the capacity lost due to the self-shut down for 

low porosity cathode. Under high discharge current (I > 5A), there is significant capacity 

loss for low porosity electrode compare to the capacity obtain under low discharge current. 

Due to the self-shutdown, although the heating rate is large, the decrease of time for 

temperature rise decrease the max temperature we get from low porosity cathode. From 

Figure 5.6 (b), we can observe that the unsafe region becomes larger when the cell operates 

under high ambient temperature. Beside the cathode porosity of 40%, the cell with another 

porosity of cathode has the risk to reach the unsafe temperature and the tolerated discharge 

current decrease with cathode porosity. Similar to Figure 5.6 (a), for the cathode porosity 

of 15%, if the discharge current is larger than 7A, the induced self-shutdown limits the 

max temperature below the 80°C. The self-shutdown under Tamb=40°C also can be 

observed from the capacity contour plot shown in Figure 5.6 (d). It is worth noticing that 

the capacity loss happened at higher discharge current and lower porosity cathode when 

Tamb=40°C compare to Tamb=25°C. This is because the increase of ambient temperature 

enlarges the ionic conductivity and diffusivity, and hence decreases the internal resistance. 
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The decrease of internal resistance shrinks the range of discharge current and porosity, 

which can trigger the self-shutdown. However, the shrink of range also decreases the 

safety operation range, which controlled by the self-shutdown.  

From Figure 5.6, we can conclude that the max temperature varies with electrode 

porosity and discharge current. To limit the temperature of the cell, there are two ways. 

One way is external shut down, which shut down the battery when it reaches the 

temperature limit with external control or mechanism.  

 
                                     (a)                                                                    (b) 

Figure 5.7.(a) To limit the cell temperature at certain temperature, the cell should cut-

off at different DOD, which sacrifices the capacity of cell. (b) The capacity can obtain 

with different cut-off temperature. The temperature evolution and max temperature is 

referring to the cell discharge with I = 6A and Tamb=25°C. 

 

However, with the shutdown mechanism, the cells are forced to stop before it fully 

discharge as shown in Figure 5.7 (a). Figure 5.7 (a) shows an example if we want to limit 

the temperature below 60°C. Figure 5.7 (b) presents the obtained capacity if the 
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temperature is limited to 60°C and 70°C. If there is no temperature control, the cell with 

cathode porosity of 20% has the highest capacity when the discharge current is 6A.  The 

decrease of capacity for the cathode porosity of 15% is due to the self-shutdown. When 

the temperature is limited to 70°C, the cell with cathode porosity of 20% no longer can 

provide the max capacity, but the cell with cathode porosity of 25% provides the max 

capacity. If we further limit the temperature at 60°C, the cathode porosity, which can 

provide the max temperature, shift to 35%. Another way to control the cell temperature is 

by controlling microstructure. From Figure 5.6 (a) and (b), by controlling the porosity (i.e. 

amount of active material), the max temperature can be controlled. To keep the max 

temperature away from the unsafe region shown in Figure 5.6  (a) and (b), we can choose 

to simply increase the porosity or decrease the porosity until the self-shutdown happen. 

Figure 5.8 (a) and (b) shows the window of microstructure design when the discharge 

current is 8A. In Figure 5.8 (a), if the desired temperature limit is 80°C, the cell should 

with the cathode porosity larger than 26% or smaller 18%. Similarly, if the desired 

temperature limit is 70°C, the cell should with the cathode porosity larger than 36% or 

smaller 16%. The lower the desired temperature-limit the less choice for the 

microstructure design. Similar to the external control, when the microstructure is designed 

to control the temperature, there is some compensation in cell capacity. The corresponding 

capacity the designed electrode microstructure can obtain is also shown in Figure 5.8 (a). 

From the comparison, the choice increase porosity (i.e. decrease the amount of active 

material) can result in a higher capacity of cell. Figure 5.8 (b) shows the microstructure 
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control when the cell operates at Tamb = 40°C. Due to the higher max temperature, the 

design window of the microstructure is smaller than the cell operate at Tamb = 25°C.  

 

 
                                   (a)                                                                    (b) 

Figure 5.8.(a) The microstructure design window and the corresponding capacity when 

I= 8A and Tamb=25°C. (b) The microstructure design window and the corresponding 

capacity when I= 8A and Tamb=40°C. 
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From the results, it seems that to control the temperature with microstructure, 

increase porosity is a better choice since it can have a higher capacity. However, this is 

only true if the high discharge current is “intentional”. There are lots of conditions, which 

the high current is “not intentional”, such as the failure of the control system and external 

short. In this condition, decrease the porosity, which can have self-shutdown is a better 

choice for some certain conditions.  As shown in Figure 5.6 (a), in the discharge current 

range of 0A – 10A, both low porosity electrode (ε = 0.15 – 0.18) and high porosity 

electrode (ε = 0.32 – 0.4) keep the max temperature below 80°C. However, under low 

discharge current, which may be the normal operation current, low porosity electrode (ε = 

0.15 – 0.18) has higher capacity due to the larger amount of active material. Therefore, 

the low porosity electrodes (ε = 0.15 – 0.18) have the advantage of (i) high capacity under 

low discharge current (ii) self-shutdown mechanism to prevent the temperature rise to 

thermal runaway. For larger ambient temperature, such as Tamb = 40°C, even with the self-

shutdown mechanism, the cell still unsafe in the discharge current range between 4A to 

7A. In this condition, the electrode porosity may need to decrease further to keep the max 

temperature below the safety limit.  In general, according to the operation condition of the 

cell and the microstructure dependent thermal behavior, there exist an optimize 

microstructure design to keep the safety of cell.  

5.3 Conclusions 

In this paper, the influence of electrode microstructure on the thermal behavior of 

lithium-ion batteries has been elucidated. In this regard, a microstructure-aware 

electrochemical-thermal model has been proposed, which adopted the reconstruction of 
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the 3D virtual microstructure. This model can better capture the transport property (i.e. 

tortuosity) compare to the Bruggeman ideal relation. The impact of cathode microstructure 

on the cell temperature has detailed addressed and analyzed by studying the time evolution 

and spatial distribution of different heat sources (i.e joule heating, reversible heating, and 

reaction heating). During the discharging process, the influence of cathode microstructure 

on the joule heating and reaction heating is mainly observed in the cathode, and the 

influence of microstructure on the reversible heating is mainly observed in the anode. The 

difference in the total heating rate is mainly observed near the cathode/separator interface 

and at the end of discharge.  

From the study of the microstructure dependent thermal behavior, the trade-off 

between cell capacity and temperature control has been addressed and discussed. Although 

increase the amount of active material can boost the cell capacity, it also raises the cell 

temperature and increases the risk of thermal runaway. To control the temperature below 

the safety limit, parts of the capacity of the cell are sacrificed. In addition, the study of the 

microstructure dependent thermal behavior provides the insight of using electrode 

microstructure to control the cell temperature. Increasing electrode porosity can decrease 

the cell temperature due to the low heating rate. Besides increasing electrode porosity, the 

self-shutdown mechanism also can limit the cell temperature if the electrode porosity is 

low enough, especially discharge with high current. In summary, the study of 

microstructure dependent thermal behavior provides a direction to improve the safety of 

battery without additional external control mechanism.  
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6 CHAPTER VI                                                                                                      

MICROSTRUCTURE EFFECT ON THE IMPEDANCE RESPONSE OF 

LITHIUM-SULFUR BATTERY CATHODE 

 

In this study, with the frameworks from previous EIS study of lithium-ion batteries, 

we develop a microstructure-aware impedance model, which takes the electrochemical 

reactions, lithium polysulfide precipitation, and microstructure evolution into account. 

The advantage mathematical approach of impedance analysis is that it can directly connect 

the electrochemical reactions and microstructure properties to the impedance response. 

Unlike the experimental approach, which can only interpret the impedance response with 

a series of resistor-capacitor (RC) circuit. The resistor-capacitor (RC) circuit fitting 

method does not have the ability to identify the source of resistance or capacitance. In this 

study, the microstructure and impedance evolution during the discharging process has 

been detailing addressed and discussed. The influence of microstructure change has been 

studied from transport properties, interfacial area, pore size change, and path blockage. 

From the proposed microstructure-aware impedance model, the impedance evolution 

during the discharging process has been discussed based on the change of active species 

concentration and microstructure. In addition, according to the study of impedance 

evolution during the discharging process, a possible strategy of carbon substrate (i.e. 

without any solid sulfur and precipitation) microstructure selection has been proposed and 

analyzed from the impedance response. This microstructure-aware computational model 
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prediction provides a virtual diagnosis of impedance response and insights of determining 

the cathode of lithium-sulfur batteries. 

6.1 Simulation Methodology 

The schematic diagram of our microstructure-aware impedance model is as shown 

in Figure 6.1 (a). First, microstructures with desired mean pore size, porosity, and volume 

fraction of precipitation/loaded solid sulfur were reconstructed. From the 3D virtual 

microstructure, the microstructure properties (i.e. porosity, tortuosity, and active 

interfacial area) can be obtained. The microstructure properties were used as inputs for the 

electrochemical model to predict species concentration (i.e. 8S ,
2

8S 
,

2

6S 
,

2

4S 
,

2

2S 
,

2S 
,

Li , and A ) variation during the discharge process. With the calculated species 

concentration and microstructure properties, the impedance response of the porous 

electrode of Li-S battery can be predicted.  

6.1.1 Species Concentration Variation during Discharge 

During the discharging process of lithium-sulfur batteries, the species evolution can 

be divided into several steps. First, the solid phase sulfur (S8(s)) loaded in the cathode is 

dissolved into the electrolyte and become S8(l). The S8(l) is reduced to lower order sulfide 

ions by taking electrochemical reactions (reactions [2] – [6]) on the interface between solid 

phases (i.e. carbon substrate, precipitation, undissolved solid sulfur) and electrolyte.  
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                                                                     (a) 

 
                            (b)                                                                          (c) 
Figure 6.1. (a) Schematic diagram of microstructure-aware impedance model for lithium-

sulfur battery (b) Equivalent circuit of the interface and the schematic diagram showing 

the differential flow of current in the cathode of Li-S battery (c) Validation of 

microstructure-aware impedance model with experiment [148]. 
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Besides the electrochemical reactions, the sulfide ions and reaction with lithium ions 

and form lithium polysulfide Li2Sx (reaction [7] – [10]), which can precipitate on the 

carbon substrate. In this study, only the precipitation of Li2S is considered. 
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To obtain the species evolution during the discharge process, this paper used the 

model developed in our previous study. For the multispecies electrolyte system of Li-S 

batteries, the mass conservation can be described as 

                                                           i
i i

C
r R

t


 


   (6.1) 

where ε is the porosity, and Ci is the concentration of species i  (i = 8S ,
2

8S 
,

2

6S 
,

2

4S 
,

2

2S 
,

2S 
, Li , and A ). A- is the anion of lithium salt used in the electrolyte. ri is the mass 
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production/consumption due to the electrochemical reactions, which can be calculated 

from reaction current density ij.  

                                                            
,i j j

i

j j

s i
r a

n F
     (6.2) 

where a is the specific active interfacial area, nj is the number of electrons participate in 

the reaction j, and si,j is the stoichiometric coefficient of species i participated in reaction 

j (see  

Table 6.1).  

 

Table 6.1. Stoichiometric coefficients, si,j 

 Species, i 

Reaction, j 
Li

 8( )lS  
2

8S 

 

2

6S 

 

2

4S 

 

2

2S 

 

2S 

 

1 -1 0 0 0 0 0 0 

2 0  -1/2 1/2 0 0 0 0 

3 0 0 -3/2 2 0 0 0 

4 0 0 0 -1 3/2 0 0 

5 0 0 0 0 -1/2 1 0 

6 0 0 0 0 0 -1/2 1 

 

 

Table 6.2. Properties for Electrochemical Reaction 

Reaction, j i0,jref
a (A/m2) 

1 0.394 

2 9.86 × 10-3 

3 9.5 × 10-5 

4 9.5 × 10-5 

5 9.85 × 10-7 

6 9.85 × 10-10 
a Assumed parameters. 
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Table 6.3. Transport properties and reference concentrations 

Species, i 
zi 

Di
a (m2/s) 

Ci,ref[179] 

(mol/m3) 

Li  +1 1 × 10-11 1001.04 

8( )lS  0 1 × 10-10 19a 

2

8S 
 -2 6 × 10-11 0.178 

2

6S 
 -2 6 × 10-11 0.324 

2

4S 
 -2 1 × 10-11 0.02 

2

2S 
 -2 1 × 10-11 5.229 × 10-7 

2S 
 -2 1 × 10-11 8.267 × 10-10 

A
 -1 4 × 10-11 1000.0 

a Assumed parameters. 
 

The reaction current density ij can be calculated by the Butler-Volmer for multispecies as 

shown in Eq. (6.3).[179, 180] The parameters used for Eq. (6.3) is given in 

 

Table 6.2 and Table 6.3.  

, c,

0, j

, ,

exp exp

ij ijs s

a j ji i
j ref j j

i ii ref i ref

F FC C
i i

C RT C RT

 
 

        
            

        

    (6.3) 

where the overpotential j is defined as 

 ,j s e j refU       (6.4) 

The summation of reaction current should equation to the apply current as 
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 app j

j

I i S    (6.5) 

where S is the interfacial area between electrolyte and solid phase.  

 

Table 6.4. Parameters for precipitation/dissolution reactions. 

Parameter  Valuea 

2Li SK  Solubility of Li2S (mol3m-9) 1000 

s)8(SK  Solubility of S8(l) (mol m-3) 19 

s)8(Sk  Rate constant of S8(l) (s
-1) 1.0 

0S  Surface area of solid phase (m2) 5.51 × 10-2 

2Li SV  Molar volume of Li2S ( m3/mol) 2.768 × 10-5 

0V  Reference volume of Li2S (m3) 7.87× 10-8 

a Assumed parameters. 
 

Ri in Eq. (6.1) denotes the production/consumption of species i due to the 

dissolution/precipitation. The parameters for Ri calculation is given in Table 6.4.  

The consumption of species i due to the precipitation is obtained from the film growing 

rate of precipitation calculated from the Kinetic Monte Carlo (KMC) simulation. 

  2
2

6 20

0

1.04 10Film
Li SS Li

d VS
C C K

dt V S


 

      (6.6) 

where 0V and 0S are the reference volume of Li2S and the reference surface area of solid 

phase respectively, and
2Li SK  is the solubility of Li2S. The volume of Li2S (V) and the 

surface area of solid phase (S) are obtained from virtual 3D microstructure. The 

precipitation thickness Film was referring to a certain virtual 3D reconstructed 
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microstructure and the corresponding volume fraction of precipitation 
2Li S . With the 

change of precipitation volume fraction, the consumption of S2- and Li+ can be calculated 

from 

                                                            
,kik

i

k

R
t V





  (6.7) 

where kV  is the molar volume of 2Li S  or S8(l) and ,i k  is the number of moles of S2- and 

Li+ in Li2S ( 2
2 2, ,

1, 2,
S Li S Li Li S
    ).  

The production of S8(l) due to the dissolution of loaded solid sulfur S8(s)  is calculated 

from Eq. (6.8). 

                                               
8(l) (s) (8 8 s) ( )8 8(s)lS S S SSR k C K    (6.8) 

where 
s)8(Sk is the rate constant and 

s)8(SK is the solubility of S8(l). To accommodate the S8(s) 

dissolution, the change of the volume fraction of S8(s) can be calculated from Eq. (6.7), and 

the microstructure was changed accordingly. One should notice that since the discharge 

rate is set to C/20 in this study, the species transport has been ignored in Eq. (6.1). The 

specific active interfacial area a is obtained from the reconstructed virtual 3D 

microstructure. The result of species concentration is used as input of impedance model. 

The detail of impedance model and reconstruction of 3D virtual microstructure will be 

presented in the following section. 
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6.1.2 Impedance Response of Porous Electrode 

In this paper, the electrochemical interface can be described as Figure 6.1 (a). This 

model assumes that the loaded solid sulfur S8(s) or precipitation of Li2S can be treated as a 

homogeneous layer throughout the porous electrode with certain thickness δ. The 

electrochemical reactions take place at the interface between electrolyte and precipitation 

(or S8(s)). For electrochemical reaction to happen, the electrons should pass the additional 

layer. The equivalent circuit for charge transport through the interface can be described as 

Figure 6.1 (b). Rcontact is the contact resistance between carbon substrate and precipitation 

(or S8(s)). RFilm is the resistance due to the low conductivity of precipitation (or S8(s)) and 

CFilm is the film capacitance. The film resistance and capacitance can be calculated by  

                                          and Film
Film Film Film Film

Film

R C


 


     (6.9) 

where Film  is the film resistivity and Film is the film permittivity. Cdl is the capacitance 

due to the double layer near the interface. Rct is the charge transfer resistance contributed 

by the electrochemical reaction. The charge transfer resistance can be derived from the 

Butler-Volmer equation for multispecies as shown in Eq. (6.3).[179, 180]  To calculate 

the impedance response under equilibrium potential, the reference open-circuit potential 

,j refU should change to equilibrium open-circuit potential ,eqjU by 

                                                   ,eq , ,

,

ln i
j j ref i j

ij i ref

CRT
U U s

n F C

 
   

  
   (6.10) 

With Eq.(6.10), the Butler-Volmer equation can be rewrote to 
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  (6.11) 

where the subscript a and c corresponding to anodic species and cathodic species 

respectively and the overpotential ,j eq is given by 

                                                      , ,eqj eq s e jU       (6.12) 

The charge transfer resistance can be calculated by linearizing the Butler-Volmer equation 

(Eq. (6.11))[181] with the ignorance of Warburg impedance (since there is no solid phase 

diffusion inside the cathode of Li-S battery and the resistance of the diffusion layer has 

been neglected in this study). The expression of charge transfer resistance under 

equilibrium potential can be finalized as 

         

, , , ,

, , , , , c,1
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, , j , , j

( )
a a i j c c i js s

a i j c i j a j j

ct ref

j a i ref c i ref

C C FE
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I C C RT

 

 



    

            
   (6.13) 

From Eq. (6.13), the total charge transfer resistance is the summation of all the kinetic 

resistance take place in the cathode (reaction [2]–[6]). The values used in this study for 

charge transfer resistance is listed in  

 

Table 6.2 and Table 6.3.With all the components, the impedance response of the 

equivalent circuit can be calculated by 
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                                       interface
1 1

ct Film
contact

ct dl Film Film

R R
Z R

j R C j R C 
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 
  (6.14) 

Eq. (6.14) can be treated the impedance on the electrochemical interface.  

By implementing the method developed Meyers and Newman et al. [130] the 

impedance response for the porous electrode can be derived with the using of interfacial 

impedance Z. Figure 6.1 (b) shows the schematic diagram of the differential flow inside 

the porous electrode. i1 and i2 are the current contributed by electron and ion respectively.  

The summation of i1 and i2 should equation to the total current I. From Ohm’s law, the 

potential gradient of solid phase and electrolyte phase can be calculated from 
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where eff is the effective electronic conductivity and eff is the effective ionic 

conductivity. The effective charge transport properties are calculated by the Bruggeman 

relation. 
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
     (6.16) 

where τ is the tortuosity which is calculated from the 3D virtual microstructure.  The ionic 

conductivity κ is obtained from Eq. (6.17) and the species concentration calculated from 

the electrochemical model. 
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With the charge conservation, the gradient of ionic current can be expressed as 

                              12 ,  where  and n s e n j
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By solving Eq. (6.15) and (6.18) with the boundary condition of 
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The impedance response of porous electrode can be expressed as 
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The parameters need to evaluate the impedance response are listed in Table 6.5. The 

Nyquist plot showed in Figure 6.1 (a) shows an example of impedance response of the 

microstructure-aware impedance model. The impedance response can be distributed to 

three parts. The semi-circle at the low frequency region (semi-circle on the right) 

corresponding to the charge transfer resistance. The semi-circle at the medium frequency 

region (semi-circle on the left) is contributed by the layer resistance. The shift of 

impedance response at the high frequency region is referring to the contact resistance 

between the precipitation (solid sulfur) layer and carbon substrate.  

 



170 

 

Table 6.5. Properties for the calculation of impedance response 

Parameters Value 

L Electrode thickness (µm) 60 

R Gas constant 8.3143 

εFilm Layer permittivity (F cm-1) 30.989 ×10-13 

ρFilm Layer resistivity (Ω cm) 7×106 

σeff
 Effective electrical conductivity (S/cm) 1 

 

6.1.3 Reconstruction of Microstructure and Evaluation of Charge Transport Properties 

The virtual 3D microstructure was reconstructed according to the SEM image of the 

experimental cathode framework and the amount of solid sulfur/lithium polysulfide 

precipitation and porous carbon substrate. The carbon substrate, which is used to store 

solid sulfur and to provide pathways for ionic transport, is reconstructed with the 

stochastic method.[45, 176-178] The spherical pores are randomly distributed within the 

carbon substrate with desired porosity. The pore size distribution can be varied with 

different cathode design. The spherical pores are allowed to overlap with one another. In 

this study, solid sulfur and lithium polysulfide precipitation are assumed as a uniform film 

between electrolyte and carbon substrate. The thickness of film changes with the amount 

remaining solid sulfur and lithium polysulfide precipitation. Figure 6.2 (a) shows the 

corresponding microstructure with different volume fraction of precipitation.  

Effective electrochemical properties are calculated by solving the concentration 

gradient inside the microstructure. It is worth mentioning that the diffusion mechanism is 

dependent on the Knudsen number, which is characterized by the pore size relative to the 

mean free path of the diffusing ions. In the case of porous lithium sulfur cathode, the 
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Knudsen number is very small (Kn<<1), which means that the pore diameters are large 

compared to the mean free path length of the diffusing ions. Thus, bulk diffusion modeling 

can be utilized. The diffusion is governed by Laplace’s equation 

                                              0 , x, y,zic i     (6.21) 

with the boundary condition of  

                                           (0)   and ( )left rightc c c L c    (6.22) 

where c is the Li+ ion concentration. The effective diffusivity can be calculated from Eqns. 

(6.21) and (6.22). [60] 
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where L is the length of modeling domain (control volume), A is the surface area of 

simulation box of direction i flux ,and 
effD  is the effective diffusivity in direction i. The 

tortuosity can then be determined via Bruggeman relation[51, 77] 

                                                     eff

iD D



   (6.24) 

where D is the intrinsic diffusivity of a substance in a gas, ε is the porosity (i.e. volume 

fraction of pore space) of the microstructure and τ is the tortuosity of the microstructure.  

The comparison between the EIS obtain from the microstructure-aware impedance 

model and experimental result is as shown in Figure 6.1.[148] The simulation result shows 

good agreement with the experimental EIS.  
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                                      (a)                                                             (b) 

  
                                      (c)                                                              (d) 

            
                                      (e)                                                               (f) 
Figure 6.2.(a) Corresponding microstructure with different volume fractions of S8 loading 

or precipitation. (b) The particle transport path in the microstructure (c) Comparison 

between theoretical value and the value obtained from 3D virtual microstructure. (d) Pore 

size distribution (e) Number of Path and mean path length (f) Fraction of closed pores.  
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6.2 Results and Discussion 

6.2.1 Validation of Microstructures with S8 Loading and Precipitation 

As mentioned in the previous section, due to the precipitation or solid sulfur loading, 

the microstructure of sulfur electrode varies according to the volume fraction of 

precipitation (solid sulfur). The variation of microstructure properties with different 

volume fraction of precipitation (solid sulfur) is presented in this section. In this section, 

the initial porosity (i.e. porosity of carbon substrate) is fixed at 60%. The representative 

microstructure with different volume fraction of precipitation (solid sulfur) is as shown in 

Figure 6.2 (a). As shown in Figure 6.2  (a), the thickness of the layer between carbon 

substrate and electrolyte changes with the increase of volume fraction of precipitation 

(solid sulfur). With the presence of precipitation (solid sulfur), the microstructure 

properties, such as porosity, tortuosity, and electrochemical interfacial area vary 

accordingly as shown in Figure 6.2  (c).  Figure 6.2  (c) also shows the comparison between 

the values calculated from 3D virtual microstructure and theoretical calculation. For the 

interfacial area, lots of previous research used the relation of [179] 
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  

 
  (6.25) 

where 0a is the interfacial area without loading sulfur and precipitation.  

However, from Figure 6.2 (c), Eq. (6.25) under the estimate surface area. Similarly, the 

Bruggeman ideal relation suggested that the tortuosity can be calculated from Eq. (6.26). 

                                                                        0.5     (6.26) 
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However, since the distribution of pores is not uniform within the electrode and the pores 

can be closed by the precipitation, the tortuosity inside the electrode microstructure is 

larger than the tortuosity calculated by Bruggeman ideal relation (see Figure 6.2 (c)). The 

variation of pore size distribution is as shown in Figure 6.2 (d). From Figure 6.2 (d), when 

the volume fraction of precipitation (solid sulfur) increases, the mean pore size decrease 

because of the increase of layer thickness. The diminution of pore size could increase the 

species transport path length and disconnect between pores, which can increase the 

internal resistance or electrode isolation. Figure 6.2 (b) and (e) show the particle transport 

path inside the microstructure with different volume fraction of precipitation (solid sulfur). 

Figure 6.2 (b) represents the transport path for the particles with the diameter range of 10 

µm – 2 µm. Figure 6.2 (e) shows the the number of transport path for the particles larger 

than 0.8 µm. When the precipitation (solid sulfur) increase, the increase of layer thickness 

closes the path for ionic transport in the electrolyte. Following with path close, the number 

of transport path decrease. Since the number of path decrease, the particle or ion are forced 

to detour and cause the increase the transport path. 

The increase of transport path length and the decrease of path number can hinder 

the species transport inside the electrode microstructure. Figure 6.2 (f) shows the fraction 

between open pores porosity and close pores porosity. Close pores referring to the pores, 

which do not connect with other pores at one certain direction (x-, y-, or z-direction). By 

averaging fraction between open and close pores at x, y, and z plane, we can obtain the 

result shown in Figure 6.2 (f). From Figure 6.2 (f), we can divide the results into four 

regions. At region A, the fraction increases since the precipitation (solid sulfur) close a 
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portion pores (~0.1%). After region A, the fraction starts to decrease at region B (vol. % 

= 8 – 20%), which means there is no more close pores and the closed pores at region A 

become smaller and smaller. Then, the fraction starts to increase again at region C because 

there are more and more closed pores appear. In the end at region D, between vol. % = 38 

– 40% the fraction decrease due to the shrink of closed pore diameter. When the volume 

fraction larger than 40%, large amount of pores is closed by the precipitation (solid sulfur). 

The close of pores can result in the increase of transport path and the possible reason to 

cause the electrode insolation, which can result in capacity loss. 

6.2.2 Microstructure–aware Impedance Model 

The proposed microstructure-aware impedance model can be used to observe the 

impedance response of sulfur cathode at different depth of discharge (DOD). In the sulfur 

cathode, the impedance response is mainly affected by (i) interfacial area (ii) ionic 

conductivity (iii) charge transfer resistance (iv) layer (Li2S and S8) thickness. The 

influence of these four factors is shown in Figure 6.3. The influence of interfacial area is 

shown in Figure 6.3 (a). From Figure 6.3 (a), the radius of both semi-circle increase with 

the decrease of the interfacial electrochemical area. Besides the radius of the semi-circle, 

the impedance response also shifts to the right when the interfacial area decreases, which 

means the decrease of contact resistance.  

From the results, we can refer that the decrease of interfacial area enlarges all the 

resistance (i.e. charge transfer resistance, film resistance, and contact resistance) in the 

sulfur cathode. The influence of ionic conductivity on the impedance response is similar 
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to the interfacial area as shown in Figure 6.3 (b). However, the ionic conductivity has less 

influence on the radius of semi-circles. The ionic conductivity has pronounced effect on 

the radius of semi-circle only when the value of ionic conductivity is low. In other words, 

when the ionic conductivity is high, the influence of ionic conductivity is mainly on the 

high frequency resistance and causes the shift of Nyquist plot.   

 

 
                                   (a)                                                                (b) 

 
                                    (c)                                                                (d) 
Figure 6.3.The influence of parameters on the impedance response. (a) Specific surface 

area (b) Ionic conductivity (c) Charge transfer resistance (d) Layer thickness. 
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Figure 6.3 (c) shows the influence charge transfer resistance on the impedance response. 

The charge transfer resistance is dominated by exchange current density 0, jrefi , and species 

concentration ,i jC  according to Eq. (6.13). The variation of charge transfer resistance 

mainly changes the radius of the semi-circle at the low frequency region (semi-circle on 

the right), where the radius of left semi-circle remaining the same. Figure 6.3 (d) shows 

the influence of layer thickness on the impedance response. Opposite to the influence of 

charge transfer resistance, the variation of layer thickness only changes the radius of semi-

circle at the high frequency region (semi-circle on the right). The parametric study on the 

impedance response can help us to interpret the variation of impedance response during 

discharge and the impact of microstructure on the impedance response presented in the 

following sections.   

6.2.3 Impedance and Microstructure Evolution during the Discharge Process 

With the microstructure-aware impedance model, the impedance evolution during 

the discharge process can be observed and discussed. The species concentration, which is 

used to evaluate the charge transfer resistance is calculated from the electrochemical 

model by discharging the cell under C/20. For the cathode microstructure, the initial 

loading volume fraction of solid sulfur is 20%. The porosity of carbon substrate is 60%. 

The representative microstructure can refer to the microstructures showed in Figure 6.2 

(a).  

Figure 6.4 (a) shows the time evolution of microstructure during the discharging 

process. The representative of discharge curve and corresponding DOD is shown in Figure 
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6.4 (c). At the beginning of discharge, with the presence of loaded solid sulfur, the porosity 

is 40% and the corresponding layer thickness is ~1.2 µm. At stage one of discharging 

process (t = 0 – 3 hours), the solid sulfur dissolves into the electrolyte, which decreases 

the porosity and decreases the layer thickness. The decrease of porosity lowers the 

tortuosity and enlarges the interfacial electrochemical area. When the solid sulfur full 

dissolved, there is no film cover on the carbon substrate (thickness = 0 µm) and the 

microstructure reaches its maximum porosity and interfacial area during the discharging 

process. After five hours of discharge, the discharge curve reaches its second plateau and 

the precipitation starts to affect the microstructure. During discharging, the precipitation 

becomes more and more which causes the decrease of porosity and interfacial area 

following with the increase of tortuosity and layer thickness. To the end of discharge, the 

layer thickness can reach ~2 µm and the porosity drops below 25%, which results in large 

tortuosity and low interfacial area.  The variation of pore size distribution is shown in 

Figure 6.4 (d). When the DOD changes from 0.1 (green) to 0.2 (red), the mean pore size 

and the fraction of pores increase, which is due to the dissolve of solid sulfur and the 

decrease of layer thickness.  
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Figure 6.4.Time evolution of properties and impedance response during the discharging 

process with C/20. (a) Porosity, tortuosity, active surface area, and layer thickness. (b) 

Charge transfer admittances of each reaction, total charge transfer resistance, and film 

(layer) resistance. (c) The corresponding DOD during the discharge process. (d) Pore 

size distribution. (e) Impedance response at DOD=0.001 – DOD=0.1 (f) Impedance 

response at DOD=0.2 – DOD=0.95. 
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In the rest of discharging process (black), since the increase of precipitation and layer 

thickness, the mean pore size and volume fraction of pores decrease. The decrease of mean 

porosity further increases tortuosity for the species transport.  

Figure 6.4 (b) shows the time evolution of resistance (admittance) during the 

discharging process. According to Eq.(6.13), the charge transfer resistance is contributed 

by the kinetic admittance of electrochemical reactions (reaction [2]–[6]). Study the kinetic 

admittances of each electrochemical reaction can help us to understand the evolution of 

charge transfer resistance during the discharging process. Yct_1 to Yct_4 referring to reaction 

[2] to [5] respectively. Since the concentration of 2S   is extremely low, which is because 

of the large reaction rate between Li+ and 2S  , the admittance for reaction [6] is almost 

0. At stage one (t = 0 – 3 hours), both charge transfer resistance and film resistance 

decrease. The decrease of film resistance is because of the decrease of layer thickness (see 

Figure 6.4 (a)). The decrease of charge transfer resistance is because of the increase of 

kinetic admittance of all reactions, especially by reaction [3], due to the large increase 

species concentration from the electrochemical reactions. At stage two (t = 3 – 5 hours), 

where the sulfur fully dissolved, the consuming of 8( )lS , 
2

8S 
, and 

2

6S 
causes the sudden 

decrease of the kinetic admittance of reaction [2] and [3] and total charge transfer 

resistance. In addition, the reactions [4] and [5] start to play an important role in the charge 

transfer resistance. At the third state (t > 5hours), the charge transfer resistance and layer 

resistance increase with time. The increase of layer resistance is because of the increase 

of layer thickness of precipitation. The charge transfer resistance is mainly contributed by 
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reaction [4] and [5]. Since
2

6S 
,

2

4S 
and

2

2S 
keep been consuming by the electrochemical 

reaction, the kinetic admittance of reaction [4] and [5] keep decreasing, and hence causes 

the increase of charge transfer resistance. At the end of discharging process, the species 

concentrations become really low, which causes very low kinetic admittance (<1 1 -2cm  

). The low kinetic admittance then results in large charge transfer resistance.  

By implementing the calculated charge transfer resistance and microstructure 

properties, such as interfacial area, porosity, tortuosity, and layer thickness, to the 

microstructure-aware impedance model, the impedance evolution during the discharging 

process can be predicted. The predicted impedance response at different DOD is as shown 

in Figure 6.4 (e) and (f). Figure 4 (e) shows the impedance response at the beginning of 

discharge (DOD = 0.001 – 0.1). When the discharge start, the charge transfer resistance 

(semi-circle on the right) start to decrease very fast (DOD= 0.001 – 0.005) due to the rapid 

increase in the species concentration. After DOD = 0.005, the charge transfer resistance 

becomes very small compared to layer resistance, and there is only one semi-circle in the 

impedance response. At this stage (DOD= 0.005 – 0.1), the impedance response is 

dominated by the layer resistance and the resistance decreases with time because of the 

decrease of the layer thickness of solid sulfur (see Figure 6.4 (a)). When the DOD ~0.2, 

since the solid sulfur is fully and the precipitation still not obvious, the impedance 

response is only contributed by the charge transfer resistance, which is very small (because 

of the large species concentration). When DOD > 0.2, the layer thickness of precipitation 

start to increase (see Figure 6.4 (a)) and the charge transfer resistance also starts to increase 
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(see Figure 6.4 (b)) again because of the consuming of species by the electrochemical 

reactions.  

 
                                 (a)                                                                  (b) 

 
                                  (c)                                                                  (d) 
Figure 6.5.The influence of microstructure on the impedance response during the 

discharge process by comparing the microstructure properties between carbon substrate 

and corresponding properties at (a) DOD = 0.001 (b) DOD = 0.1 (c) DOD = 0.6 (d) 

DOD = 0.8. 

 

As shown in Figure 6.3, the microstructure properties have an influence on the 

impedance response. Besides the layer thickness, which directly affect the radius of the 

semi-circle on the left, it is hard to distinguish the influence of interfacial area and ionic 
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conductivity since both factors can increase the radius of semi-circles and shift the Nyquist 

plot as shown in Figure 6.3 (b) and (c). Figure 6.5 shows the comparison of impedance 

response between the microstructure properties of carbon substrate and the one with 

precipitation or solid sulfur. At different DOD, three cases have been studied. The first 

case, the impedance only accounts for the layer thickness. The interfacial area and 

porosity/tortuosity, which affect the ionic conductivity, are maintained the same as the 

carbon substrate. The second case, the impedance response accounts for the layer 

thickness and interfacial area. The porosity/tortuosity are maintained the same as the 

carbon substrate. The third case, the impedance response accounts for the layer thickness, 

interfacial area, and porosity/tortuosity. The properties used in these three cases are list in 

Table 6.6. In all the cases, the charge transfer resistance corresponding to the resistance at 

the certain DOD.  

 

                                   (a)                                                                    (b) 

Figure 6.6.(a) The representative microstructure with different mean pore size at different 

DOD. (b) Pore size distribution of carbon substrate. 
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Table 6.6. Microstructure Properties for impedance comparision  

 

 Thickness (µm) 

Specific 

Area 

(cm-1) 

Tortuosity Porosity 

DOD=0.001 

case I 1.168a 2122.421b 2.61b 60.0b 

case II 1.168a 1939.763a 2.61b 60.0b 

case III 1.168a 1939.763a 3.65a 40.1a 

DOD=0.1 

case I 0.445a 2122.421b 2.61b 60.0b 

case II 0.445a 2062.217a 2.61b 60.0b 

case III 0.445a 2062.217a 2.96a 52.2a 

DOD=0.6 

case I 0.924a 2122.421b 2.61b 60.0b 

case II 0.924a 1992.962a 2.61b 60.0b 

case III 0.924a 1992.962a 3.39a 44.0a 

DOD=0.8 

case I 1.510a 2122.421b 2.61b 60.0b 

case II 1.510a 1854.701b 2.61b 60.0b 

case III 1.510a 1854.701b 4.13a 34.7a 

aProperty at certain DOD 
bProperty of carbon substrate 

Case I: Thickness; Case II: Thickness + Specific area; CaseIII: Thickness + Spedific area + κeff 

 

The results of the comparison (see Figure 6.5) suggest that the interfacial area has a 

larger influence on the impedance response compare to the porosity/tortuosity at different 

DOD. This is because the ionic conductivity is high during the discharging process due to 

the large species concentration (see Eq. (6.17)). The ionic conductivity has less impact on 

the impedance response when the value is high. Therefore, although the porosity and 

tortuosity change effective ionic conductivity, but it has limite influence on the impedance 

due to the high species concentration. In addition, when DOD = 0.001 and 0.8, the 

interfacial area has a larger influence on the impedance response compare to DOD =0.1 

and 0.6. The difference is because the interfacial area at DOD = 0.001 and 0.8 are much 

lower than the carbon substrate. 
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6.2.4 Influence of Pore Size on Microstructure Evolution and Impedance Response 

With the conclusion of the previous section, which the interfacial area dominates 

the impedance response, it is worth studying the influence initial microstructure (i.e. 

microstructure of carbon substrate) on the microstructure evolution and impedance 

response during the discharging process. In this study, we change the electrochemical 

interfacial area by changing the pose size distribution. With the same standard deviation, 

the smaller the mean pore size can result in a larger interfacial area. Figure 6.6 (a) shows 

the representative microstructure of different mean pore diameter and Figure 6.6 (b) shows 

the corresponding pore size distribution. The microstructure at DOD = 0.0015 and DOD 

= 0.8 also presented in Figure 6.6 (a).  

Figure 6.7 shows the microstructure evolution during the discharging process. As 

expected, the interfacial surface area increase with the decrease of mean pore size as 

shown in Figure 6.7  (a). The interfacial surface area is larger for small mean pores size 

microstructure for the whole discharge process. The time evolution of layer thickness at 

different microstructure is presented in Figure 6.7  (b), where the microstructure with 

small pore size has thinner layer thickness. The difference in layer thickness is mainly due 

to the difference in surface area. With the same volume fraction of precipitation (solid 

sulfur), the large surface area can have thinner layer thickness. During the discharging 

process, the pore size does not have significant effect on the porosity as shown in Figure 

6.7  (c). However, under the same porosity, small mean pore size microstructure has larger 

tortuosity compare to the other two cases (see Figure 6.7  (d)). 
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Figure 6.7. Variation of microstructure properties of different initial mean pore size at 

different DOD. (a) Specific active surface area (b) Thickness (c) Porosity (d) Tortuosity 

(e) Number of transport path (c) Fraction of closed pores. 
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This is because the transport path for species is more tortuous when the pore size 

is small. Similar to the previous section, the influence of pore size on the number of 

transport path and the closure of pores are also studied as shown in Figure 6.7 (e) and (f). 

Different from the transport length, which reflects as tortuosity, the number of path 

increase with the decrease of pore size. This result suggests that small pore size has a better 

interconnection between pores, but it results in longer transport length. In Figure 6.7 (f), 

the fraction between open pores and close pores is higher for the microstructure with a 

mean pore diameter of 5 µm than the microstructure with a mean pore diameter of 10 µm. 

This means the tunnels of the transport path for the small pore microstructure is narrow 

which can easily block by precipitation (solid sulfur). It is worth noticing that, when the 

mean pore diameter is 15 µm, the fraction is higher than the other two cases. This is 

because when the pore size is too large, the microstructure has poor pore interconnection, 

which forms closed pore even when there is no precipitation (solid sulfur). However, the 

decrease of fractions with the increase of precipitation (solid sulfur) means that there is no 

new closed pore during the discharging process since the transport path is wider enough 

due to the large pore size. The decrease of the fraction is mainly because of the diameter 

decrease. 

Since the microstructure properties have an influence on the species concentration 

during the discharging process (see Eq. (6.1) and (6.2)), the microstructure properties can 

vary the charge transfer resistance and hence the impedance response. Figure 6.8 shows 

the kinetic admittance of each electrochemical reaction, total charge transfer resistance, 

and layer resistance during the discharging process. 
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                                         (a)                                                            (b) 

                                                        
                                         (c)                                                            (d) 

  
                                         (e)                                                              (f) 

Figure 6.8.The microstructure effect (different mean pore size) on the charge transfer 

resistance. (a) Yct,1 (b) Yct,2 (c) Yct,3 (d) Yct,4 (e) Rct,total (f) Rfilm  
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Figure 6.8 (a) – (d) present the kinetic admittance for reaction [2] – [5] respectively. From 

the results, at the beginning of discharge (DOD = 0 – 0.2), where the solid sulfur have not 

dissolved totally. Small mean pore size microstructure has better admittance for reaction 

[2] and [3] but worse for reaction [4] and [5]. When precipitation starts to take into place, 

small mean pore size microstructure has better admittance for reaction [3] and [4] but 

worse for reaction [5]. With the consideration of all the kinetic admittance, the charge 

transfer resistance is lower in the microstructure with small pore size compare to the other 

two cases as shown in Figure 6.8 (e). For the layer thickness, the microstructure with small 

pore size also has smaller layer resistance due to the thinner layer thickness. 

Figure 6.9 shows the impedance response of different microstructure at different 

DOD. During the whole discharging process, the microstructure with small pore size has 

the smallest charge transfer resistance (semi-circle on the right), layer resistance (semi-

circle on the left), and contact resistance. These resistances are all affected by the 

interfacial area as shown in Figure 6.7 (a), which large interfacial area of small pore size 

microstructure lower the impedance of the electrode. Besides interfacial area, according 

to the variation of layer thickness (see Figure 6.7 (b)) and charge transfer resistance at the 

interface (see Figure 6.8 (e)), small mean pore size microstructure also should have 

smaller layer resistance and charge transfer resistance on the interface. The combining 

influence of interfacial area, layer thickness, and charge transfer resistance result in the 

impedance response shown in Figure 6.9. At DOD = 0.0015, the radius of the two semi-

circles is close when the pore size is large. This is because large pore size microstructure 

has less kinetic admittance and larger layer thickness compare to the other two case. 
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Figure 6.9. The microstructure effect (different mean pore size) on the impedance 

response at (a) DOD=0.0015 (b) DOD =0.1 (c) DOD =0.2 (d) DOD =0.6 (e) DOD =0.8 

(f) DOD =0.95 
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On the other hand, since the small pore size microstructure has larger kinetic 

admittance and smaller layer thickness, the radius of the two semi-circles has a larger 

difference. For DOD = 0.1 , the different in impedance response is because of the different 

in interfacial area and layer thickness according to the DOD dependent study shown in 

Figure 6.4 (e). In the contrary, the difference of impedance response when DOD = 0.2 is 

mainly because of the interfacial area and charge transfer resistance, since there is no 

loaded sulfur or precipitation. Similar to the impedance response at DOD = 0.0015, due 

to the larger charge transfer resistance, the semi-circle representative the charge transfer 

resistance is more obvious in the microstructure with larger pore size compare the small 

pore microstructure.  

6.3 Conclusions 

In this paper, the microstructure evolution during the discharging process and the 

influence of electrode microstructure variability on the corresponding impedance response 

has been elucidated. In this regard, a microstructure-aware impedance model has been 

proposed for lithium-sulfur batteries, which accounts from lithium polysulfide 

precipitation and solid sulfur loading thereof on the impedance characteristics. The impact 

of lithium polysulfide precipitation (or sulfur loading) on the transport properties (i.e. 

porosity and tortuosity), transport path, interfacial electrochemical area, pore size 

distribution, and pore closure has been detail addressed and discussed. With the impact of 

microstructure variation, the corresponding impedance response is predicted by the 

microstructure-aware impedance model during the discharging process within different 

carbon substrate microstructure. The prediction of impedance response enables a virtual 
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diagnosis and characterization of the discharging process of the lithium-sulfur battery. 

Moreover, this model provides a direction of electrode microstructure synthesis, which 

can minimize the internal resistance.  

Due to the difference of pore size distribution inside the carbon substrate 

microstructure, the microstructure properties, and the corresponding impedance response 

changes accordingly. In the microstructure with mean pore size, the results suggest that 

decrease the mean pore diameter can increase the electrochemical interfacial area, increase 

the number of transport path, and decrease the layer thickness. However, in the point of 

view of pore closure, there is an optimize pore size. When the pore size is too large, the 

poor pore interconnection could cause pore isolation, even there is no precipitation or 

sulfur loading. In the other hand, if the pore size is too small, the narrow transport path 

can easily block by the precipitation (solid sulfur) and result in pore closure. For the 

impedance response, from the comparison between the impedance responses from 

different microstructure properties, the results suggest that the interfacial area is the 

dominated factor of impedance response. The results of impedance prediction from 

different carbon substrate microstructure also show that increase the interfacial area by 

decreasing the mean pore size can have smaller internal resistance during the whole 

discharging process.  
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7 CHAPTER VII                                                                                                      

CONCLUSION AND FUTURE WORK 

 

Due to the increased requirement of energy storage system, significant efforts are 

focusing on predicting and extending the life, performance, and safety of energy storage 

system. In this thesis, the impact of electrode microstructure on the degradation, 

performance, and safety of energy storage has been investigated. The conclusion of the 

observations is expressed in this section. 

7.1 Conclusions 

From the chemical degradation (i.e. SEI formation), the influence of electrode 

microstructural variability on the SEI formation and corresponding impedance response 

has been elucidated. In this regard, a microstructure-aware computational model has been 

presented which consists of physicochemical interactions pertinent to SEI formation in a 

typical LIB anode and elicits the influence thereof on the impedance characteristics. The 

impact of active particle morphology, size distribution, binder and electrolyte volume 

fractions on the SEI thickness, SOC, and the underlying interdependencies of transport 

and interfacial resistances have been investigated in detail. This model enables a virtual 

diagnosis and characterization of the canonical mode of chemical degradation via 

prediction of the impedance spectra snapshots for intercalation electrodes. Due to the 

variation of particle-size distribution, the impedance response changes with the active 

interfacial area, porosity, and mean particle size. The predictions suggest that the surface 

area change dominates the impedance response. Moreover, the trade-off between the SEI 
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resistance and charge transfer resistance has been found to be of critically dependent on 

the variation of the mean size of active particles and electrolyte volume fraction. From 

morphological variability, the spherical active particles show the largest SEI and charge 

transfer resistances compared to the cylindrical and platelet active particles. However, the 

spherical particles exhibit the lowest solid-phase diffusion resistance. The volume fraction 

of binder has been found to affect the impedance response significantly. An increase of 

binder fraction decreases the interfacial active area, which in turn affects the reaction 

current density, charging time and the SEI growth rate and hence ultimately on the 

impedance response.  

For the mechanical degradation, by coupling the lattice spring based damage model 

with the impedance model, the impact of mechanical degradation on the electrode 

impedance response has been investigated. Specifically, the effect of fracture formation 

and propagation due to diffusion induced stress on the charge transfer and solid phase 

diffusion resistance in the LIB electrode particle has been illustrated. Furthermore, the 

influence of active particle size distribution, operating temperature and discharge/charge 

rate on the impedance behavior has been discussed. The results suggest a significant 

difference in the impedance behavior due to the variation in the damage evolution pattern 

for different operational conditions. During the delithiation process, more cracks develop 

close to the periphery of the particle. During lithiation, due to the tensile force acting at 

the center, more microcracks in the interior of the particle are observed. The cracks at the 

peripheral region affect the surface concentration significantly more than those located 

close to the center of the active particle. Subsequently, the microcracks have a larger 
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influence on the impedance response during delithiation than in the lithiation process. It 

has also been observed that fracture formation around the particle center has less effect on 

the surface concentration and solid phase diffusion resistance. The influence of electrode 

microstructure on the impedance response has been demonstrated in terms of the active 

particle volume fraction and particle size distribution. The charge transfer resistance is 

primarily affected due to the change in active material volume fraction. The effective 

diffusivity and solid state transport properties for an active particle with fracture can be 

estimated from the slope of the long tail of the impedance curve, which is left as a future 

exercise. For the operating conditions taken into consideration, the porous electrode 

impedance response suggests that the diffusion induced damage has a larger influence on 

the resistance under low temperature and high discharge/charge rate operation. The higher 

concentration gradient, observed at both low temperature and high C-rate conditions, is 

the main reason behind the formation of enhanced mechanical degradation. In this study, 

we showed that the impact of diffusion induced damage on the impedance response is an 

important aspect and needs to be considered, especially at high charge/discharge rates and 

low temperatures. By controlling the operating conditions and the electrode microstructure 

design, the deleterious impact of mechanical damage on the electrode performance may 

be ameliorated, which will be considered in a future study. 

As mentioned in the mechanical degradation study, the microcrack formation is 

affected by the temperature, particle size, and the delithiation rate. From the single 

delithiation simulations, the temperature, particle size, and C-rate show significant 

influence on the relation between (i) CSE and concentration gradient and (ii) CSE and 
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microcrack density. For the relation between CSE and concentration gradient, the results 

suggest that, under the same value of CSE, the concentration gradient increases with (i) 

decrease of temperature, (ii) increase of particle size, and (iii) increase of C-rate. In 

contrast, for the relation between CSE and microcrack density, the microcrack density 

increases with (i) increase of temperature, (ii) decrease of particle size, and (iii) decrease 

of C-rate under the same value of CSE. According to the results, we introduced a scaling 

factor M, which can collapse the data from different operating conditions. Scaling law 

expressions for the relationships between CSE, concentration gradient, and microcrack 

density were found by fitting data from the high order diffusion induced damage model. 

From the data-drive scaling process, different temperature conditions (T > 0°C or T   

0°C) suggested different scaling factors M, which means that the contribution of operation 

factors (i.e., temperature, particle size, and C-rate) varied with the temperature. The 

reduced-order equations were coupled with the electrochemical model to study the 

influence of mechanical damage on cell performance. According to the results, the 

capacity fade is larger when the microcrack density is higher. Further, the capacity fade 

is directly proportional to the size of the electrode active particles and discharging rates.  

Another important observation is that the microcrack density is higher in the region near 

the separator as compared to the region near the current collector since the current density 

is higher near the separator. In addition to the observation of the single delithiation 

process, we also investigated the damage evolution during the drive cycle. Three kinds 

of drive cycles (HEV, PHEV, and BEV) were tested in this study. The results quantified 

the microcrack formation dependence on temperature, particle size, and C-rate. Since 
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PHEV and HEV applications operate under a higher C-rate than the BEV application, the 

model predicts those applications will experience higher microcrack density. During the 

drive cycle, the microcrack was saturated after operation over time. After saturation, new 

microcracks can only form when the average concentration gradient exceeds its previous 

peak value. In addition, the scaling law expression for the relation between CSE and 

microcrack density found from the single delithiation process has successfully predicted 

the damage evolution during different drive cycles. This result validates our proposed 

approach for reduced order modeling of mechanical damage evolution in LIB active 

material particles. 

The influence of electrode microstructure on the thermal behavior of lithium-ion 

batteries has been elucidated in this thesis. In this regard, a microstructure-aware 

electrochemical-thermal model has been proposed, which adopted the reconstruction of 

the 3D virtual microstructure. This model can better capture the transport property (i.e. 

tortuosity) compare to the Bruggeman ideal relation. The impact of cathode microstructure 

on the cell temperature has detailed addressed and analyzed by studying the time evolution 

and spatial distribution of different heat sources (i.e joule heating, reversible heating, and 

reaction heating). During the discharging process, the influence of cathode microstructure 

on the joule heating and reaction heating is mainly observed in the cathode, and the 

influence of microstructure on the reversible heating is mainly observed in the anode. The 

difference in the total heating rate is mainly observed near the cathode/separator interface 

and at the end of discharge. From the study of the microstructure dependent thermal 

behavior, the trade-off between cell capacity and temperature control has been addressed 
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and discussed. Although increase the amount of active material can boost the cell capacity, 

it also raises the cell temperature and increases the risk of thermal runaway. To control the 

temperature below the safety limit, parts of the capacity of the cell are sacrificed. In 

addition, the study of the microstructure dependent thermal behavior provides the insight 

of using electrode microstructure to control the cell temperature. Increasing electrode 

porosity can decrease the cell temperature due to the low heating rate. Besides increasing 

electrode porosity, the self-shutdown mechanism also can limit the cell temperature if the 

electrode porosity is low enough, especially discharge with high current. In summary, the 

study of microstructure dependent thermal behavior provides a direction to improve the 

safety of battery without additional external control mechanism.  

Besides the LIBs, the microstructure evolutions during the discharging process and 

the influence of electrode microstructure variability on the corresponding impedance 

response have been elucidated for Li-S battery. In this regard, a microstructure-aware 

impedance model has been proposed for lithium-sulfur batteries, which accounts from 

lithium polysulfide precipitation and solid sulfur loading thereof on the impedance 

characteristics. The impact of lithium polysulfide precipitation (or sulfur loading) on the 

transport properties (i.e. porosity and tortuosity), transport path, interfacial 

electrochemical area, pore size distribution, and pore closure has been detail addressed 

and discussed. With the impact of microstructure variation, the corresponding impedance 

response is predicted by the microstructure-aware impedance model during the 

discharging process within different carbon substrate microstructure. The prediction of 

impedance response enables a virtual diagnosis and characterization of the discharging 
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process of the lithium-sulfur battery. Moreover, this model provides a direction of 

electrode microstructure synthesis, which can minimize the internal resistance. Due to the 

difference of pore size distribution inside the carbon substrate microstructure, the 

microstructure properties, and the corresponding impedance response changes 

accordingly. In the microstructure with mean pore size, the results suggest that decrease 

the mean pore diameter can increase the electrochemical interfacial area, increase the 

number of transport path, and decrease the layer thickness. However, in the point of view 

of pore closure, there is an optimize pore size. When the pore size is too large, the poor 

pore interconnection could cause pore isolation, even there is no precipitation or sulfur 

loading. In the other hand, if the pore size is too small, the narrow transport path can easily 

block by the precipitation (solid sulfur) and result in pore closure. For the impedance 

response, from the comparison between the impedance responses from different 

microstructure properties, the results suggest that the interfacial area is the dominated 

factor of impedance response. The results of impedance prediction from different carbon 

substrate microstructure also show that increase the interfacial area by decreasing the 

mean pore size can have smaller internal resistance during the whole discharging process.  

7.2 Future Work 

Almost all the works presented in this thesis can be extended to solve problems that 

are more complex. In the studies of the interaction between microstructure and 

degradation of LIBs (Chapter I – Chapter III), the simulations were based on the 

assumption that the electrolyte has no influence on the degradation phenomena, such as 

the non-uniform distribution of lithium ion concentration. However, due to the non-
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uniform concentration distribution of lithium ion, the SEI or microcrack formation should 

change with the position of the electrode. The local variation of SEI and microcrack 

formation can further affect the predicted impedance response. The non-uniform 

distribution of SEI and microcrack formation should be more obvious when the C-rate is 

high or the temperature is low, due to the large polarization of lithium ion concentration. 

In the present model, since the lithium ion concentration was considered as uniform 

distribution, the SEI thickness, and microcrack density is the same if the particle radius is 

the same. To observe to the local chemical and mechanical degradation and its influence 

on the impedance response, a higher dimension (two-dimensional or three-dimensional) 

of simulation is required.   

For the study of SEI formation, the SEI layer is simply considered as a single 

conduct phase, which the SEI is treated as a film resistance when calculated the impedance 

response. In the real SEI structure, it includes different species, such as Li2CO3, LiF and 

an amorphous polymer layer. The film resistance comes from the transport of lithium ion 

through these species. The assumed value of SEI layer resistance may deviate from the 

resistance of the realistic SEI structure, and hence affect the predicted impedance 

response. To obtain a more realistic film resistance, the reconstruction of SEI layer 

structure is required. According to the experimental observation, the SEI structure can be 

reconstructed with a similar method of electrode microstructure reconstruction. With the 

reconstructed virtual SEI structure, the resistance for the positive charge transport 

resistance can be evaluated and implemented to the impedance model to obtain a more 

accurate prediction of impedance response. Besides the evaluation of film resistance, this 
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thesis used a compared simpler version of SEI formation, which did not solve the 

reduction of electrolyte and the diffusion of species through the SEI layer. Although the 

adopted SEI formation method shows good potential in predicting the capacity loss and 

SEI formation according to previous studies, this method losses the flexibility to solve 

more complex problems. To study more complex problems, such as the influence of 

electrolyte reduction on the impedance response, the impedance model should incorporate 

with an SEI formation model, which includes the detailed chemistry of SEI formation.  

For the study of microcrack formation, the simulation based on the assumption that 

the electrolyte cannot flow into the microcrack, which connected to the surface of the 

particle. However, this is not strictly true in the realistic scenario. If the microcrack 

connects to the surface of the particle, the electrolyte can easily fill the microcrack crack 

with electrolyte and create new electrolyte/active material interface for electrochemical 

reaction or SEI formation. This can significantly vary the lithium concentration 

distribution and the microcrack propagation inside the active particle. The change of 

interfacial area, microcrack propagation, and lithium concentration distribution inside the 

active particle can further change the prediction of impedance response. To better capture 

the influence of mechanical degradation on the impedance response, the impedance model 

should incorporate the flow of electrolyte within the microcrack region, and take the 

increase interfacial area and surface concentration of the entire interface into account. 

As shown in this thesis, the mechanical and chemical degradation was studied 

separately. According to the mechanism of SEI formation, the SEI thickness growing rate 

is highly dependent on the solid phase potential. Since the solid phase potential of the 
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anode is affected by the open-circuit potential, which is a function of surface 

concentration, the solid phase potential can be dominated by the surface concentration. 

With the presence of microcrack formation, the microcracks hinder the transport of lithium 

inside the active particle, and hence the surface concentration. Therefore, the microcrack 

formation could affect the SEI formation during cycling. In this study, the side reaction of 

SEI formation will be combined with the diffusion induced damage model mentioned in 

section 3.1.2. The interaction between SEI and microcrack will be discussed under 

different C-rate and temperature.  

For the study of microstructure dependent thermal behavior, the porosity of 

electrode is assumed uniform inside the electrode microstructure. However, in the realistic 

electrode, the porosity varies inside the electrode. The non-uniform distribution of 

porosity can cause local heat generation, which the heating rate is not just concentrated 

near the separator. Different distribution of porosity inside the electrode can change the 

temperature increase inside the cell. To study the influence of porosity distribution, the 

porosity can be assigned differently along the electrode in the 1D performance model. The 

model can even extend to direct use 2D or 3D virtual electrode microstructure to study the 

local heat generation inside the electrode. Besides the non-uniform distribution of 

porosity, the model in this thesis ignored the heat transfer inside the cell, which considered 

the whole 18650 cell has uniform temperature distribution. Since the heat conductivity of 

the separator and electrode is different, the temperature distribution can vary inside the 

cell. In addition, since the conductivity of the active material, binder, and electrolyte is 

different, the effective heat conductivity of the electrode changes with the composition of 
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electrode. It is worth studying in the future to include the heat transfer inside the cell to 

study the influence the composition of microstructure on the thermal behavior of the cell, 

especially on the heat depletion during the discharging and charging process.    

Finally, the study of Li-S battery assumed that the precipitation and loaded solid 

sulfur is uniformly coated on the surface of carbon substrate. The resistance contributed 

by the layer is treated as a conducting layer similar to the SEI layer. In the realistic case, 

the solid sulfur cannot coat uniformly on the surface of the carbon substrate, and the 

precipitation can growth heterogeneously. The variation of interfacial situation can affect 

the impedance response. By incorporating the impedance model with heterogeneous 

precipitation/dissolution, the predicted impedance response can be more close to real Li-

S electrode. In addition, similar to the SEI study in this thesis, the value of layer resistance 

of precipitation is an assumed value. To better capture the contribution of layer resistance 

on the impedance response, the structure of precipitation layer and loaded sulfur layer 

should be studied. The effective or equivalent resistance of precipitation layer and the 

loaded sulfur layer can be calculated by solving the electron and ion transport through the 

layer with virtual reconstructed structure.  
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