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ABSTRACT

Heavy ion collisions such as those taking place at the Relativistic Heavy Ion Col-

lider (RHIC) at Brookhaven National Laboratory and Large Hadron Collider (LHC)

at CERN provide us with an opportunity to study dense and hot nuclear matter.

This matter, called Quark Gluon Plasma (QGP), is believed to have existed in the

early universe. Now we can create this material in heavy ion collisions and study

its properties. There have been early theoretical arguments that collisions of nuclei

at large energies can be described by relativistic hydrodynamics. The experimental

heavy ion programs at RHIC and LHC have finally provided strong evidence that

quark gluon plasma in those collisions indeed cools and expands hydrodynamically.

In recent years precision hydrodynamic calculations have become tools that are also

necessary ingredients for successful calculations of hard probes, heavy quarks, elec-

tromagnetic probes etc., in heavy ion collisions.

Here we develop, implement and test a viscous 3 + 1 D hydrodynamic code. It

contains both shear and bulk viscous corrections and is able to deal with shocks

and steep gradients. In our approach we used finite volume schemes with a fifth

order accuracy in space and up to third order in time. We benchmarked our code

with several analytical tests which tested our code rigorously for accuracy in all

the spatial and temporal directions. The shear viscous part of our code was also

analytically compared with results from the evolution of Gubser initial conditions.

We also conducted numerical tests for the accuracy of the implementation of bulk

stress and a variety of standard tests including shock wave and fluctuating initial

conditions.

We finally apply this code to initial conditions based on color glass condensate
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(CGC) theory to trace key observables from very early times to freeze-out. Despite

the high viscous corrections in our CGC initial conditions and its surprising similarity

in structure to the Navier Stokes values (but with higher magnitudes in general), our

code was able to run successfully for several impact parameters and we were able to

extract key physical parameters of interest like energy momentum tensor and angular

momentum. With this we intend to tune to data from RHIC and LHC.
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1. INTRODUCTION

1.1 Quantum Chromodynamics (QCD) and Quark Gluon Plasma (QGP)

The strong interaction of nuclear matter (quarks and gluons) is described by the

theory of QCD. Quarks and gluons, as we witness in our every day life of low tem-

peratures and density, only exist in bound states of hadrons (baryons and mesons).

This is the color confinement property, which prevents quarks from being isolated

individually.

If we try to separate a quark-antiquark pair, the interaction will get stronger as

we get them further apart. A string tube of colored gluon fields form between the

quarks. It breaks if pulled apart further and a new quark-antiquark pair is created

from the vacuum.

Opposite to confinement, we have the property of asymptotic freedom [7, 8, 9]

which says that the interaction between quarks decreases as energy increases or

distance decreases. One interesting property that has been predicted, in light of

asymptotic freedom, is that at very high temperatures and density it might be possi-

ble to have a de-confined state of quarks and gluons. For this we would need to bring

together hadrons like protons and neutrons, at high density and very high tempera-

ture, until the strength of the strong interaction is reduced enough, for confinement

to cease. Such a state has been called the Quark Gluon Plasma.

Asymptotic freedom implies, that a phase transition of color neutral hadrons to

the deconfined plasma state of QGP is possible. But where or when could such a

state of matter exist? It is believed that in the early universe and up to 10−4 seconds

after the Big Bang, the universe was in a QGP state. It might also be found at

the center of neutron and quark stars. The other scenario of producing QGP would

1



Figure 1.1: Lattice QCD plots of equation of state and speed of sound. Left Panel:
Energy density ε/T 4 and 3P/T 4 plotted with respect to temperature T . Right
Panel: Speed of sound squared c2

s = ∂P/∂ε plotted with respect to temperature
T . In the QGP phase these curves are fits to lattice QCD results with various
assumptions. Plots taken with permission from [1].

be to do our own small-scale Big Bang, achieved by colliding heavy nuclei, after

accelerating them close to the speed of light. The STAR and PHENIX experiments

at the Relativistic Heavy Ion Collider (RHIC) and the ALICE, CMS and ATLAS

groups at the Large Hadron Collider (LHC), are exploring this latter option.

1.1.1 Equation of State

In the study of relativistic hydrodynamics of the QGP state, it is essential we

know the equation of state. The equation must come from the underlying physics

of nuclear matter which is the theory of QCD. In QGP state the strong interaction

works over large distance, a regime where perturbative QCD fails to give analytical

results.

The best theoretical approach to learn about the QCD phase transition is Lattice

QCD where we computationally solve the equations on a finite space-time grid. Fig

1.1 shows the energy density ε scaled by T 4 vs temperature T from Lattice QCD [1]
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Figure 1.2: Conjectured QCD phase diagram. Plot taken with permission from [2].

results. Recall that for a free relativistic gas,

ε = d
3π2

90
T 4 (1.1)

where d is the number of degrees of freedom. This is compatible with ε/T 4 at large

T in Fig. 1.1 . We can see that between 150 and 200 MeV the number of degrees of

freedom increases rather sharply. Even though it is not a sharp first-order transition,

it is still indicative of a rapid crossover to the plasma state. Similarly, signatures of

a crossover can also be seen from the speed of sound squared c2
s = ∂P/∂ε, (here P is

the pressure) for the plot on right side in Fig. 1.1.

The schematic QCD phase diagram in Fig. 1.2 summarizes many of the prop-

erties of QCD. At low baryon densities the crossover from the hadron phase to the

deconfined QGP phase is a smooth transition (dotted red line ) as predicted by Lat-

tice QCD. There are theoretical motivations and models which predict the existence

of a critical point, beyond which, at higher baryon chemical potentials the phase

3



Figure 1.3: Time evolution of the nuclei with respect to z and t. The motion of the
nuclei, almost along the light cone axes is visible.

transition should be of first order (bold black line). The experimental search for the

critical point is actively being pursued [10, 11, 12]. At lower temperature and larger

potentials exotic superconductor like phases of quark matter (Color-Flavor-Locked

(CFL), Non-CFL (NQ) and the Two-Flavor Color Superconductor (2SC)) are also

predicted [13, 14, 15].

1.2 Time Evolution of Heavy Ion Collisions (HIC)

Relativistic heavy ion collisions at RHIC located at Brookhaven National Labs

(BNL), are being done at a center of mass energy up to
√
sNN = 200 GeV per nucleon

pair. More recently, heavy ion collisions at the Large Hadron Collider (LHC) ring

at the European Organization for Nuclear Research (CERN) are capable of going

as high as
√
sNN = 5.5 TeV per nucleon pair. There is good evidence that the

postulated QGP matter has been experimentally found at RHIC and LHC [16, 17,

18, 19, 20, 21, 22]

The various stages of a heavy ion collision are schematically given in Fig. 1.3.
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The two heavy nuclei are moving along the Z-Axis in opposite directions and heading

towards each other. Their motion is almost along the two light cone axes, because

their speed is very close to c, the speed of light.

The collision takes place at z = 0 and t = 0. At RHIC the Lorentz factor γ is

close to 100 and at LHC it is close to 3500. Such a high velocity causes Lorentz

contraction by this factor γ and the nuclei appear as thin pancakes in the lab frame.

Immediately after the collision we have dense QCD matter which is not in equilib-

rium. These non-equilibrium processes are quite complex to understand. The Color

Glass Condensate gives a good description of these initial stages which we will look

into in Chapter 5 of this thesis.

Once near thermal equilibrium is achieved, then thermodynamic properties can

be studied with the help of relativistic viscous hydrodynamics. In Fig. 1.3 this

happens at proper time τi. Hydrodynamics is a universal description of the long

wavelength limit of any system close enough to thermal equilibrium and in our time

evolution it makes for a good model between τi and a freeze-out time τf . In between

these times the QCD matter undergoes the phase transition and we again reach a

stage were the entire matter is made up of hadrons which interact and are in thermal

equilibrium with each other. Shortly after that the chemical freeze out occurs, which

freezes the number of species of each kind of hadron. Even after the chemical freeze-

out of hadrons, thermal equilibrium remains and hydrodynamics is still considered

a valid description maybe with chemical potentials until thermal freeze-out happens

at proper time τf . After thermal freeze-out the free streaming hadrons head towards

the detectors.
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Figure 1.4: A spatial three dimensional view of the two heavy nuclei briefly before
the collision.

1.3 Hydrodynamics in Heavy Ion Collisions

As we can see hydrodynamics has been used to describe a substantial part of the

time evolution of a nuclear collision, from τi to τf . Ideal and viscous hydrodynamics

have been used by many research groups for this purpose [23, 24, 25, 26, 27, 28, 29,

30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46]. Initially ideal 2 + 1

dimensional hydrodynamics had great success in the early days of RHIC. Motivated

by the interest in the shear viscosity of QGP 2+1 dimensional viscous hydrodynamic

packages have been developed and applied to RHIC and LHC [32, 33]. More recently,

full blown 3+1 dimensional viscous hydro packages [40, 45, 44] have come out which

allow for longitudinal profiles. Some of these packages run event by event and also

have parallelization of code to save run time of the hydro evolution.
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1.3.1 Geometry and Initial Conditions

A spatial visualization of a typical collision is given in Fig. 1.4. The impact

parameter of the collision is marked as b. In Fig. 1.5 we see the same event in the

transverse plane. The QGP is formed in the overlap zone of the two nuclei. For

computing initial conditions e.g. of the local energy density in the overlap zone,

we first need to compute the nucleon density in the individual nuclei. We use the

Wood-Saxon profile [47] for this purpose,

ρ(~x) =
ρ0

1 + exp

(√
x2+y2+z2−R

a

) , (1.2)

here R is the radius of the nucleus, a is the surface thickness measuring the diffu-

siveness of the nucleus and ρ0 is a normalization factor such that after integration

over space we get the number of nucleons A (≡ mass number) in the nucleus i.e.

∫
ρ(~x) d3x = A . (1.3)

Starting from this profile one can estimate the initial energy density in the colli-

sion using different models and degrees of freedom. The two major models used are

the Glauber Model [48] (nucleon-nucleon collision) and the Color Glass Condensate

[49, 50] (classical gluon production) model. For either case we start with a Woods-

Saxon profile for the nucleon density. Working with relativistic Lorentz contracted

nuclei we can treat the density to be residing only in the transverse plane, for this we

integrate the density over the z-axis and compute the nucleon density as a function

of only transverse coordinates ,
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T (~x⊥) =

∫ +∞

−∞

ρ0

1 + exp

(√
x2+y2+z2−R

a

) dz . (1.4)

This is called the thickness function of the nucleus. In the Glauber Model the

density after collision is assumed to be a sum of contributions of the density of

the participant nucleons npart and the density of the binary collisions ncoll in the

transverse plane. npart or the wounded nucleon density for two nuclei with mass

numbers A and B is given by

npart = TA

(
x+

b

2
, y

)[
1−

(
1−

1− σ TB(x− b
2
)

B

)B]
+TB

(
x− b

2
, y

)[
1−

(
1−

1− σ TA(x+ b
2
)

B

)A]
, (1.5)

and the binary collision density ncoll is given by

ncoll = σ TA

(
x+

b

2
, y

)
TB

(
x− b

2
, y

)
. (1.6)

In equations (1.5) and (1.6), σ is the inelastic nucleon-nucleon cross-section, b is

the impact parameter and TA and TB are the thickness functions for nuclei A and B

respectively. Finally the energy density from Glauber Model is proptional to a linear

sum of npart and ncoll

ε ∝ α ncoll + (1− α)npart . (1.7)

CGC based initial conditions will be main source of initial conditions for the

hydro code in this thesis and we will discuss it in detail in chapter 5. We will use a
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CGC model developed by Fries, Kapusta and Li [51, 52] and further refined by Chen

[6]. Some other widely used CGC based initial conditions in our field are the KLN

model [53, 54] and the nucleon fluctuation inclusive IP-Glasma model [55, 56].

1.3.2 Thermal Freeze-out

At the time τf , a thermal freeze-out procedure needs to convert fluid cells to

particles so that one can calculate the particle spectra. The Cooper-Frye [57] pro-

cedure is used for this purpose. Instead of fixing τf globally a better approach is

to determine a decoupling temperature Tdec and find the isothermal hypersurface

Σ. Computationally this problem is geometrical in nature. The Cooper-Frye pre-

scription for calculating the momentum spectrum for a particle species i is given by

summing the momentum flux outflow through the hypersurface Σ.

E
dNi

d3p
=

∫
Σ

gi p · d3σ

(2π)3
(
e
p.u−µi
Tdec ± 1

) (1.8)

Here gi is the degeneracy factor for particle species i, d3σµ is the normal vector

to the hypersurface, µi is the chemical potential for species i and Tdec is the decou-

pling temperature at which hypersurface resides. A sharp freeze-out corresponds to

an instantaneous switch from very small (in the hydro phase) to very large mean

free path. These could be improved by switching to a Boltzmann transport code

like URQMD [58, 59] before freeze-out. In this work we will use a freeze-out code

developed by S. Rose where needed.

1.4 A Selection of Important Observables

1.4.1 Transverse Anisotropies and Spectra

In Fig. 1.5 we can see the shaded red region were the collision takes place. In

a typical collision at RHIC the temperature of the hot nuclear matter generated
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Figure 1.5: Collision geometry in transverse plane. The nucleus on the right is
traveling in positive z direction (or out of page) and the nucleus on the left is going in
the opposite direction. We will define the x-axis as being along the impact parameter
and the x− η plane is the reaction plane.

could be as high as 1012 K. For a off-center collision such as the one depicted in Fig.

1.5 we can see a spatial anisotropy is present. The hot QCD matter has a smaller

length along the impact parameter, which results in a higher pressure gradients. This

spatial anisotropy should result in a momentum anisotropy of the particles produced.

To quantify this momentum anisotropy, we can perform a Fourier expansion of the

transverse momentum spectra.

E
d3Ni

dp3
(b) =

d2Ni

2πpTdpTdy

(
1 +

∞∑
n=1

2 vn(b, pT ) cos
(
n(φ− ψ)

)
+ .....

)
(1.9a)

vn = < cos
(
n(φ− ψ)

)
> (1.9b)
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Figure 1.6: Particle spectra for pions, kaon and proton at PHENIX, STAR and
ALICE. Plot taken with permission from [3].

where d2Ni
2πpT dpT dy

is the particle distribution for species i, b is the impact parameter

of the collision, φ is the azimuthal angle, ψ is a reference angle, pT is the transverse

momentum, pL is the longitudinal momentum, i is the particle species and y is the

rapidity defined as

y =
1

2
log

(
E + pL
E − pL

)
(1.10)

In Fig. 1.6 one can see the particle spectra for various species π+, π−, K+, K−

etc at both RHIC (STAR and PHENIX) and LHC (ALICE). The v2 parameter in

equation (1.9), gives a measure of the elliptic flow in HIC. v2 has been experimentally

measured at RHIC and LHC [60, 61]. In Fig. 1.7 we see the elliptic flow results from

the detectors at RHIC. Much recently, higher harmonics have been detected at LHC

[62]. v2 has been a very important quantity to verify the validity of hydrodynamic
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Figure 1.7: Plot for elliptic flow v2 as a function of transverse momentum pT and
kinetic energy KET from the STAR and PHENIX collaborations at RHIC measured
at
√
sNN= 200 GeV. Plots taken with permission from [4].

apparatus.

1.4.2 HBT Radii

The shape and dimensions of the hot QCD matter would be a quantity which

would be very interesting to measure. It is possible to use two particle interferometry

(the Hanbury-Brown and Twiss Effect [63]) techniques to experimentally measure

this information. For these measurements, we need the two particle correlations in

momentum space, which can be extracted from the particle spectra.

C(p1, p2) =
dN

d3p1d3p2

/(
dN

d3p1

.
dN

d3p2

)
(1.11)

Particles with similar momentum will have larger correlations. The correlation

can be expressed in terms of q,K where q = p1 − p2 and K = p1+p2

2
. They together
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Figure 1.8: HBT radii plotted with respect to the transverse kinetic energy at the
PHENIX and STAR experiments. Left Panel: Shows the results for Rout/Rside

from both PHENIX and STAR experiments. Right Panel: Shows the results for
Rout, Rlong and Rside from the PHENIX experiment. Plots taken with permission
from [5].

satisfy the orthogonality relation

Kµq
µ = 0 (1.12)

The correlation can now be expressed as [64, 65, 66]

C(q,K) = 1 + e−R
2
sideq

2
side−R

2
outq

2
out−R2

longq
2
long (1.13)

Here “long” is the longitudinal or beam direction, “out” is the direction parallel to

that component of K which is perpendicular to the beam direction, and “side” is

orthogonal to the other two directions. Rside, Rout and Rlong are called the HBT radii

and they measure the dimensions of the emission regions. In Fig. 1.8 we can see the
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experimentally measured HBT radii at RHIC. We can see that Rout/Rside stays close

to 1.0 suggestive of a faster freeze out.

1.5 Objective and Outline of This Thesis

Our goal has been to develop a parallelized 3 + 1 dimensional hydro package

including vorticity effects, shear viscosity and bulk viscosity. In chapter 2, we will

discuss the equations of relativistic hydrodynamics, specifically the Israel Stewart

equations. We will derive the specific equations which we will be solving in our

hydro code. In chapter 3, we will look into the details of the hydro algorithms and

the computational parallelization we have used in our hydro. In chapter 4 we will

look into some of the numerical results and benchmark tests we did with our hydro

code. And in chapter 5, we will look into the specific CGC based initial conditions

which we have run with our hydro code and present some results.
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2. RELATIVISTIC HYDRODYNAMICS

2.1 Background

In this chapter we will develop the framework of relativistic viscous hydrodynam-

ics. The first attempt at relativistic viscous hydrodynamics could be the relativistic

version of the Navier-Stokes equations [67, 68], which are first order in a gradient

expansion of the velocity field. However these equations gives us acausal results

[69]. For quite some time now, the Israel Stewart equations [70] have been used

to model causal dissipative hydrodynamics equations for heavy ion collisions. They

include second order gradients of the velocity field. We will look into the various

approaches to arrive at the Israel Stewart equations and also further simplify the

specific equation which we will implement for our code.

2.1.1 Coordinate System and Metric

At this point we should clarify that the metric of choice for our hydro code in

(3+1) viscous and (3+1) ideal case is gµν = diag{1,−1,−1,− 1
τ2} for the {τ, x, y, η}

coordinate system. Here, τ is the longitudinal proper time and η is the rapidity.

τ =
√
t2 − z2 (2.1)

η =
1

2
log

1 + z
t

1− z
t

= arctanh(
z

t
) (2.2)

This coordinate system is more convenient for a system expanding strongly in

the z-direction. In particular boost invariance along the z-axis becomes a simple

translational invariance along the η-axis. However, we have also formulated the hydro

code in the simpler Minkowski metric {t, x, y, z} with gµν = diag{1,−1,−1,−1},
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especially to test some cases of interest in (1 + 1) and (2 + 1) dimensions. We will

make a note of the difference in the formulation of equations in those two cases at

various points in the thesis. But for the rest of the chapter we aim to simplify the

equations for the hyperbolic {τ, x, y, η} coordinate system. Please see the appendix

for more details on the hyperbolic coordinate system.

2.1.2 Ideal Relativistic Hydrodynamics

In the relativistic regime the Lorentz four velocity in Minkowski space is given

by,

uµ =
dXµ

dτ
. (2.3)

Here the Greek indices run from 0 to 3 for the four dimensional space. The

proper-time increment is given by

dτ 2 = gµνdx
µdxν . (2.4)

Now, in order to obtain energy-momentum conservation equations we need to

derive the energy momentum tensor T µν . Here we denote the ideal part of the

energy momentum tensor as T µνid . Once we impose the restrictions on the energy

momentum tensor to be symmetric, and Lorentz covariant, and we require that T 00
id

represents the energy density ε in the local rest frame we get the following expression

T µνid = ε uµuν − p ∆µν . (2.5)

Here ∆µν = gµν − uµuν is a projection operator orthogonal to uµ (i.e ∆µνuν = 0 ), ε

is the local rest frame energy density and p is the pressure given by the equation of

state. And in absence of external sources the conservation equations for energy and
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momentum are

∂µT
µν
id = 0. (2.6)

2.1.3 Non-Relativistic Dissipative Hydrodynamics

Let us first take a brief look at the theory of non-relativistic hydrodynamics. For

the ideal, inviscid fluid we have Euler’s equations (conservation of momentum in

three directions) [71]

∂tv
i + (~v · ~∂)vi = −1

ρ
∂ip. (2.7)

and the continuity equation (conservation of mass)

∂tρ+ ρ ~∂ · ~v + (~v · ~∂) ρ = 0. (2.8)

These equations (2.7, 2.8) are the non-relativistic analog of equation (2.6). From

equation (2.7) we can see that the flow fields are dictated by the gradient of the

pressure. This would be more prominent initially if the flow is small or zero in the

initial stages. For the viscous case we have the Navier-Stokes equations which amend

equation (2.7) by an additional term

∂tv
i + (~v · ~∂)vi = −1

ρ
∂ip−

1

ρ

∂Πki

∂xk
(2.9)
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and defines the stress tensor Πki through gradients of the velocity field.

Πki = πki + δkiΠ .

πki = −η
(
∂vi

∂xk
+
∂vk

∂xi
− 2

3
δki
∂vl

∂xl

)
.

Π = −ζ ∂v
l

∂xl
. (2.10)

Πki has both shear (πki ) and bulk (Π) components, and here η is the shear

viscosity and ζ is the bulk viscosity. The shear component (πki ), as we can see

from equation (2.10), is a measure of the resistance in fluid coming from gradients

of velocity orthogonal to the flow direction. Even though this matrix may have

diagonal components, the sum of all parallel to the flow contributions (i.e. the trace

of the matrix) is zero by construction. Intuitively we can say the total effect of shear

viscosity is a drag orthogonal to the flow direction. The bulk viscosity in contrast

depends solely on gradients in velocity parallel/anti-parallel to the flow direction,

this can be seen as a compression or expansion effect of viscosity in the system.

2.1.4 Energy Momentum Tensor in Hyperbolic Metric

Moving on to relativistic viscous hydrodynamics, we need to add the correspond-

ing viscous corrections to the ideal energy momentum tensor. So we can represent

the viscous energy momentum tensor and the conservation equation as

T µν = T µνid + Πµν (2.11a)

∂;µT
µν = 0. (2.11b)

As we saw earlier in non-relativistic viscous hydrodynamics, we will do the cus-
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tomary thing of separating Πµν into a traceless shear part and the remnant as bulk

viscous component. We decompose

Πµν = πµν + ∆µνΠ (2.12)

where πµν is the shear viscous tensor and Π is the bulk viscous coefficient. πµν is

traceless and orthogonal to the flow field

πµνgµν = 0 (2.13a)

πµνuν = 0 = uµπ
µν (2.13b)

Notice that we wrote equation (2.11b) with covariant derivative because of the metric

gµν = diag{1,−1,−1,− 1
τ2}. If we write this out explicitly we obtain equations that

look like a conservation law in the usual metric, and additional terms that will be

treated as source terms. Expanding into four separate equations we get

∂τT
ττ + ∂xT

τx + ∂yT
τy + ∂ηT

τη = −τT ηη − 1

τ
T ττ . (2.14a)

∂τT
xτ + ∂xT

xx + ∂yT
xy + ∂ηT

xη = −1

τ
T xτ . (2.14b)

∂τT
yτ + ∂xT

yx + ∂yT
yy + ∂ηT

yη = −1

τ
T yτ . (2.14c)

∂τT
ητ + ∂xT

ηx + ∂yT
ηy + ∂ηT

ηη = −3

τ
T ητ . (2.14d)

For a flux based finite volume numerical scheme the above equations are in ap-

propriate conservative form with source terms as we will discuss in the next chapter.

We can simplify two of these source terms by multiplying each of the four equations
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with τ . The result is

∂ν(τT
τν) = −τ 2 T ηη (2.15a)

∂ν(τT
xν) = 0. (2.15b)

∂ν(τT
yν) = 0. (2.15c)

∂ν(τT
ην) = −2 T ητ . (2.15d)

with only two source terms remaining and ∂µ =
(
∂
∂τ
, ∂
∂x
, ∂
∂y
, ∂
∂η

)
. The multiplication

with τ also changes our “conserved” variables to {τT ττ , τT xτ , τT yτ , τT ητ}. And

these conserved variable will be governed by the above equation. Let’s also note that

equations (2.15a) through (2.15d) are true for both the dissipative and the inviscid

case.

2.1.5 Relativistic Navier-Stokes Equations

In order to arrive at equations for the viscous coefficients we take the entropy

flow sµ = suµ and impose the second law of thermodynamics ∂µs
µ ≥ 0.

∂µs
µ = uµ∂µs+ s ∂µu

µ (2.16)

In equation (2.16), using equation (2.11b) and with some algebra we can arrive

at

∂µs
µ =

1

T
Πµν∇(µuν) ≥ 0 (2.17)

Here ∇µ = ∆µν∂
ν and the parenthesis brackets () is the symmetric operator i.e.

A(µBν) = 1
2
(AµBν + AνBµ). Now we can apply the decomposition (2.12) and truly
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separate ∂µs
µ into traceless and the non-traceless part. With some more algebra we

arrive at

∂µs
µ =

1

2T
πµν∇<µuν> +

1

T
Π ∇αu

α ≥ 0 (2.18)

Here ∇<µuν> ≡ 2∇(µuν) − 2
3
∆µν∇αu

α is the traceless part of ∇µuν . If we are

to guarantee the positivity of equation (2.18), then that will give us expressions for

shear viscosity and bulk viscosity.

πµν = η∇〈µuν〉, (2.19)

Π = ζ∇αu
α (2.20)

where η is the shear viscosity coefficient and ζ is the bulk viscosity coefficient. The

above equations are the relativistic Navier Stokes equations. The Navier Stokes value

of shear stress (2.19) is also expressed as

πµν = 2 η σµν , (2.21)

Here σµν is the traceless, symmetric and orthogonal flow portion of ∂;µuν , that

we describe in more detail in section 2.2.3.

However, there is a well known causality problem with these equations in the

relativistic case. For instance if we give a small perturbation in velocity then the

evolution of that perturbation can go to infinite speeds violating causality. Correc-

tions to the Navier-Stokes equations have been worked out in the past by Muller,

Israel and Stewart [70]. These second order corrections are now known as the Israel-

Stewart equations. We will look into these equations derived from both the second
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law of thermodynamics and from the Boltzmann equation.

2.2 Israel Stewart Formalism

2.2.1 Arriving From Second Law of thermodynamics

The generalized definition of the entropy current was suggested, which must in-

clude viscous corrections

sµ = suµ − β2

2T
uµ παβ π

αβ − β0

2T
uµΠ2 +O(Π3) (2.22)

where β0 and β2 are coefficients which can be written in terms of relaxation times

τπ and τΠ, respectively as, β0 = τΠ
ζ

and β2 = τπ
2η

. Again, if we apply ∂µs
µ ≥ 0 to

equation (2.22) we get the Israel Stewart equations for shear and bulk stress.

πµβ = η

(
∇<µuβ> − πµβTuρ∂ρ

(
β2

T

)
− 2β2u

ρ∂ρπ
µβ − β2π

µβ∂ρu
ρ

)
(2.23)

Π = ζ

(
∇ρu

ρ − 1

2
ΠTuρ∂ρ

(
β0

T

)
− β0u

ρ∂ρΠ−
1

2
β0Π∂ρu

ρ

)
(2.24)

2.2.2 Derivation From the Boltzmann Equation

We will also show the approach for deriving the shear viscous Israel Stewart

equation from the Boltzmann transport equation [72]

pµdµf(x, t, p) = C(x) (2.25)

where f is the distribution function, pµ is the four momentum and C is the
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collision term. The zeroth and first moments of the Boltzmann transport equation

give us charge and energy-momentum conservation, which we may ignore for now.

The idea is to work out the second moment of the Boltzmann transport equation so

that we can find deviations from T µνid . Using
∫
dω ≡

∫
d3p

(2π)3p0
for integrating over

momentum space

∫
dω pµpαpβdµf =

∫
dω pαpβC (2.26)

The equilibrium distribution f0 is given by

f0(uµp
µ) = exp

(
−β uµpµ

)
(2.27)

with β = 1
T

and we can use the following relaxation time approximation for the

collision term.

C = −pµuµ
f − f0

τΠ

(2.28)

We can write the deviations from local equilibrium f0 as

f = f0(1 + δf). |δf | � 1 (2.29)

In order to find corrections to T µν = T µνid + πµν , coming only from the shear

viscous effects we can write the correction term δf as

δf(x, t, p) = ελν(x, t)p
λpν (2.30)

From these assumptions (equation (2.27) through (2.30)), and starting from the

second moment equation (2.26), we can arrive at the equations of motion including
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dissipative corrections to second order. For a complete derivation and the interme-

diate steps please refer to the appendix of [72]. Here we will quote the familiar final

result.

τΠ∆µ
α∆ν

β Dπ
αβ + πµν = η∇<µuν> − 2τππ

α(φΩν)
α (2.31)

here D = uµ∂µ and Ωµν = ∆µα∆νβ(
∂;βuα−∂;αuβ

2
) is the anti-symmetric tensor, which

is used to evaulate the vorticity contribution. One can also find a corresponding

equation of motion for bulk viscosity Π.

2.2.3 Israel-Stewart Equations

We can arrive at the Israel-Stewart equations from different approaches, let’s

look at the final version of the equation which we wish to solve numerically. In

this equation we also include the 4
3
πµν∂ρu

ρ contribution as mentioned in [73] which

preserves conformal symmetry. Since we will be working in hyperbolic coordinate

system {τ, x, y, η}, we also need to replace all derivatives with the covariant deriva-

tives. This equation is really a tensor equation consisting of 16 individual equations.

But once we consider the symmetry, tracelessness and orthogonality to uµ, for πµν

we see that there are really only 5 independent variables.

〈uρ∂;ρπ
µν〉 =

(
πµνNS − πµν

τπ

)
− 4

3
πµν ∂;ρu

ρ + 2 πφ(µΩν)
φ (2.32)

here, πµνNS is the Navier Stokes value for the shear stress, as previously mentioned in

equations (2.19) and (2.21).

The angled bracket 〈〉 operation makes the enclosed tensor symmetric, traceless

and orthogonal to the flow field. This is achieved by acting the tensor with the
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following operators

σµν ≡ 〈∂µ; uν〉 ≡ ∆µναβ ∂;αuβ (2.33a)

〈uρ∂;ρ π
µν〉 ≡ ∆µν

αβ uρ∂;ρπ
αβ (2.33b)

and ∆µναβ and ∆µν
αβ are both double symmetric, orthogonal to flow and trace-

less operators defined by

∆µναβ ≡ 1

2
(∆µα∆νβ + ∆µβ∆να)− 1

3
(∆µν∆αβ) (2.34a)

∆µν
αβ ≡

1

2
(∆µ

α∆ν
β + ∆µ

β∆ν
α)− 1

3
(∆µν∆αβ) (2.34b)

The Israel-Stewart formalism for bulk viscosity, being a non-tensor equation and

absent of vorticity affects, is a relatively simpler one and given by

uρ∂;ρΠ =

(
ΠNS − Π

τΠ

)
− 4

3
Π ∂;ρu

ρ (2.35)

Here the Navier Stokes value of the bulk stress is given by

ΠNS = −ζ ∂;ρu
ρ (2.36)

2.2.4 Rewriting Israel-Stewart Equations in Conservative Form

2.2.4.1 The Shear Israel-Stewart Equation

We want our shear stress tensor IS-equation rewritten in conservative form. We

can begin doing that by simplifying the left hand side of equation (2.32). Every term

on the right hand side of equation (2.32) acts like a source term to the conservation

25



equation. We will also use the operator D for brevity. So the left hand side of

equation (2.32) can be simplified to

〈Dπµν〉 = ∆µν
αβ Dπ

αβ

=
1

2

(
(gµ α − uµuα)(gν β − uνuβ) + (gµ β − uµuβ)(gν α − uνuα)

− 1

3
(gµν − uµuν)(gαβ − uαuβ)

)
Dπαβ

=
1

2

(
(gµ αg

ν
β − gν βu

µuα − gµ αu
νuβ + uµuαu

νuβ)

+ (gµ βg
ν
α − uµuβgν α − gµ βu

νuα + uµuβu
νuα)

− 1

3
(gµνgαβ − gαβuµuν − gµνuαuβ + uµuνuαuβ)

)
Dπαβ

= Dπµν +
1

2

(
(−gν βu

µuα − gµ αu
νuβ + uµuαu

νuβ

− uµuβgν α − gµ βu
νuα + uµuβu

νuα)

− 1

3
(gµνgαβ − gαβuµuν − gµνuαuβ + uµuνuαuβ)

)
Dπαβ

= Dπµν +
1

2

(
(−gν βu

µuα − gµ αu
νuβ − uµuβgν α − gµ βu

νuα)

− 1

3
(gµνgαβ − gαβuµuν)

)
Dπαβ

(2.37)

We now use the following relations to simplify our expression further. These relations

come from tracelessness and transversality of πµν .

• uαDπαβ ≡ −παβDuα from transversality with respect to flow

• uβDπ
αβ ≡ −παβDuβ from transversality with respect to flow

• uαuβDπαβ ≡ 0 from transversality with respect to flow

• gαβDπαβ ≡ −παβDgαβ = 0 from tracelessness
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For our metric of choice gαβ = {1,−1,−1,−τ 2} in the evaluation of Dgαβ, the

covariant derivative tensor ∂;ρgαβ has all zero entries. Now we can simplify (2.37)

further

< Dπµν > = Dπµν +
1

2
(gν βu

µπαβDuα + gµ βu
νπαβDuα + gµ αu

νπαβDuβ + gν αu
µπαβDuβ)

= Dπµν +
1

2
((uµπνβ + uνπµβ)Duβ + (uνπµβ + uµπνβ)Duβ)

= Dπµν + (uνπµβ + uµπνβ)Duβ

= uρ∂;ρπ
µν + (uνπµβ + uµπνβ)uρ∂;ρuβ

(2.38)

Let’s apply this result to the left hand side of equation (2.32) to get

uρ∂;ρπ
µν+(uµπνβ+uνπµβ)Duβ =

(
πµνNS − πµν

τπ

)
− 4

3
πµν(∂;ρu

ρ)+2 πφ(µΩν)
φ (2.39)

uρ∂ρπ
µν +Gµν =

(
πµνNS − πµν

τπ

)
− 4

3
πµν(∂;ρu

ρ)− (uµπνβ + uνπµβ)Duβ + 2 πφ(µΩν)
φ

(2.40)

Here Gµν is the geometrical term which comes from the covariant differentiation

of uρ∂;ρπ
µν , please find the explicit terms for Gµν in equation (A.19) of appendix A.

We also divide the equation by uτ which is same as the Lorentz γ factor to arrive at
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∂τπ
µν + vx∂xπ

µν + vy∂yπ
µν + vη∂ηπ

µν =(
πµνNS − πµν

τπγ

)
− 4

3γ
πµν(∂;ρu

ρ)− (uµπνβ + uνπµβ)

γ
Duβ

− Gµν

γ
+ 2

πφ(µΩν)
φ

γ
(2.41)

We can finally rewrite equation (2.32) in conservative form with a source term.

This is the preferred form for hydro algorithms to numerically solve these equations.

The source terms also are independent of any derivative of πµν

∂τπ
µν + ∂x(vxπ

µν) + ∂y(vyπ
µν) + ∂η(vηπ

µν) =(
πµνNS − πµν

τπγ

)
− 4

3

πµν(∂;ρu
ρ)

γ
− (uνπµβ + uµπνβ)Duβ

γ

− Gµν

γ
+ πµν∂ρ(

uρ

γ
) + 2

πφ(µΩν)
φ

γ
(2.42)

2.2.4.2 The Bulk IS Equation

Simplifying the bulk IS equation to conservative form is relatively easier. We will

quote the final result here.

∂τΠ + ∂x(vxΠ) + ∂y(vyΠ) + ∂η(vηΠ) =

(
ΠNS − Π

τΠ γ

)
− 4

3

Π(∂;ρu
ρ)

γ
+ Π∂ρ(

uρ

γ
)

(2.43)

Equations (2.42) and (2.43) in addition to equations (2.15a, 2.15b, 2.15c, 2.15d)
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form a complete set of equations for viscous second order relativistic hydrodynamics.

We have already written them in explicit conservation form with source terms. This

will enable us to readily apply established fluid dynamics algorithms to solve them.
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3. HYDRO ALGORITHMS

Computational fluid dynamics is a simulation methodology in which we use com-

puters and numerical schemes to discretize our equations of motion on a numerical

grid. The system of discrete equations is then solved on computational clusters by

using suitable algorithms. In the previous chapter we talked in detail about set-

ting up the relativistic equations of motion pertaining to hydrodynamics and in this

chapter we will study the algorithms used to solve the discrete form of those partial

differential equations.

The first algorithm which we implemented to solve the hydrodynamical equations

was SHASTA [74]. In 1+1 and 2+1 dimensions we found it gave good results for

some standard problems. However in comparison to the Kurgunov Tadmor (KT)

scheme [75] we found the latter being generally superior. While most of our 3+1

viscous hydrodynamics simulations have been done with the KT scheme, SHASTA

is also available in our package.

3.1 The Primary Conserved Variables

Let us review the entire set of hydro equations. From equations (2.15a), (2.15b),

(2.15c), (2.15d), (2.42) and (2.43) we can see that our list of 21 conserved variables

are

~ρ = {τT ττ , τT xτ , τT yτ , τT ητ , πµν ,Π} µ, ν ∈ {τ, x, y, η} (3.1)

As we mentioned earlier in section (2.2.3), the πµν tensor is symmetric, traceless

and orthogonal to the fluid flow velocity uµ,
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πµν = πνµ (3.2a)

πµνgµν = 0 (3.2b)

πµνuν = πµνuµ = 0 (3.2c)

These conditions reduce the number of independent variables in the shear stress

tensor πµν from 16 to 5. We can write the πµν tensor as

πµν =



A1 A2 A3 A4

A2 πxx πxy πxη

A3 πxy πyy πyη

A4 πxη πyη A5


(3.3)

Here our choice of dependent variables are πxx, πyy, πxy, πxη, πyη,. The other en-

tries of the shear stress tensor, A1 through A5 can be calculated from the following

relations provided we know the four velocity uµ = {uτ , ux, uy, uη}

A1 ≡ πττ =
1

(uτ )2 − (τuη)2

[
πxx(ux)2 + πyy(uy)2 + 2πxyuxuy

+uητ 2

(
2πxηux + 2πyηuy − (πxx + πyy)uη

)] (3.4)

A2 ≡ πτx =
πxxux + πxyuy + πxηuητ 2

uτ
(3.5)

A3 ≡ πτy =
πxyux + πyyuy + πyηuητ 2

uτ
(3.6)
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A4 ≡ πτη =
1

(uτ )3 − uτ (τuη)2

[(
πxx(ux)2 + πyy(uy)2 + 2πxyuxuy − (uτ )2(πxx + πyy)

)
uη

+

(
(uτ )2 + (τuη)2)(πxηux + πyηuy)

)]
(3.7)

A5 ≡ πηη =
1

(uη)2τ 4 − (uτ )2τ 2

[
πxx
(
(uτ )2 − (ux)2

)
+ πyy

(
(uτ )2 − (uy)2

)
− 2πxyuxuy

− 2uητ 2
(
πxηux + πyηuy

)]
(3.8)

One can readily check that the resulting tensor πµν from equation (3.3) satisfies

equations (3.2a, 3.2b, 3.2c). Since we need to only evolve 5 shear stress variables

instead of 16, our number of conserved quantities reduces to the following 10.

~ρ = {τT ττ , τT xτ , τT yτ , τT ητ , πxx, πyy, πxy, πxη, πyη,Π} (3.9)

3.2 Hyperbolic Conservation Equations

The primary objective of any fluid dynamics algorithm is to solve hyperbolic

equations of the type

∂tρ+ ∂x(vxρ) = 0 (3.10)

Here ρ is a conserved variable like mass density or momentum and vx is the

x-component of the fluid velocity. Algorithms are often first devised for this one

dimensional simple form of a conservation equation. The computational approach

in solving these equations is to begin with a start time t0 for simulation and define

an initial condition ρ(t0). For equation (3.10), in the space domain this is achieved
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by discretizing the x-axis into a number of points with a fixed spacing. For our

implementation of algorithms our approach to meshing is fixed spacing. However the

dynamical spacing of grid points during the run time of the code is also an option,

often mentioned as adaptive meshing in literature. Obviously, finer meshing in a

region would result in higher accuracy for results in that region. Adaptive meshing

would allow the concentration of points in key regions where we might have to resolve

important structures like steep energy gradients, a complex boundary condition etc.

A difference equation is then devised based on the original differential equation.

The algorithm then advances the conserved variable ρ, from a time tn to tn+1. Here

we choose spacings ∆x and ∆t in x- and t- directions respectively. The time step

forward can be expressed as

ρn+1 − ρn = F (ρn, vnx ,∆x,∆t) (3.11)

The upper superscript n denotes the current time step, starting from the initial

condition i.e. ρn = ρ(t0 + n∆t). Here F (ρn, vnx ,∆x,∆t) is the flux of the quantity ρ

in or out of the spatial cell of size ∆x considered here during the time step ∆t.

For our calculation we will have to consider a more general equation in three

dimensions of the form

∂tρ+ ∂x(vxρ) + ∂y(vyρ) + ∂z(vzρ) = S(ρ,~v, t, x, y, z) (3.12)

Here S(ρ, t, x, y, z) acts like a source or sink term to the conservation equation.

We saw in the last chapter that the relativistic hydro equations give us a non zero

source term, that arises from using hyperbolic coordinates and becomes particularly

lengthy when viscous terms are considered. However, once calculated the source

terms simply need to be integrated over time to evaluate its contribution to ρn. To
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proceed further we need to devise an algorithm to calculate the flux F , and we need

to discuss the integration for the source term.

We would like to generalize the one dimensional equation (3.1) for multi-dimensional

partial differential equations of the type (3.12). In one dimension the value of a vari-

able at location xi represents the region from xi − ∆x
2

to xi + ∆x
2

. This could be

something as simple as a piecewise linear assumption between the cells, or a higher

order sophisticated fit like the WENO scheme [76, 77].

In three dimensions, discretization implies that the value of a variable at (xi, yj, zk)

approximates the value inside a cube with side length equal to grid spacing ∆x,∆y,∆z

in x, y and z directions. Hence the three dimensional problem can be rephrased as

one of flow of the conserved variable into or out of a cell (parallelepiped) of dimen-

sions ∆x,∆y,∆z, see Fig. 3.1. The net flow from or into a cell, can be expressed as

the sum of fluxes through each face and the contribution of the source term inside

the cell. For our problem in Cartesian coordinates we can achieve this by directional

operator splitting.

∆ρtotal = ∆ρX + ∆ρY + ∆ρZ + ∆ρS (3.13a)

∆ρX = Fx(ρ
n, vnx ,∆x,∆t) (3.13b)

∆ρY = Fy(ρ
n, vny ,∆y,∆t) (3.13c)

∆ρZ = Fz(ρ
n, vnz ,∆z,∆t) (3.13d)

∆ρS = ∆t Sn(ρn, ~vn, tn, x, y, z) (3.13e)

The simplistic way of looking at the problem is that, at the end of a time step

iteration, the total update of lets say the conserved variable ρ can be expressed as
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Figure 3.1: A fluid cell in XYZ coordinate system.

the sum of its updates due to the flow along the 3 coordinate axes in X, Y and Z

and also due to the source/sink contribution within the computational cell. This

assumption is valid because flow along each direction and the influx or outflux in a

cell due to sink or source terms is independent of the others. This approach is also

known as operator splitting. Hence we can split equation (3.13a) into four separate

difference equations (3.13b, 3.13c, 3.13d, 3.13e).

We can write the final result after a full three dimensional time step as

ρn+1 − ρn = ∆ρX + ∆ρY + ∆ρZ + ∆ρS. (3.14)

We still need effective algorithms to compute the updates in ρ = {∆ρX ,∆ρY ,∆ρZ}

from the fluxes, on the right hands side of equation (3.13a). The source term is time

integrated and added to the result of the updates from fluxes, to get the total update

in ρ for the time step ∆t. (3.14).
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3.3 Sharp and Smooth Transport Algorithm (SHASTA)

SHASTA was one of the first flux correction algorithms which gave good results in

terms shock resolution [74]. Its essential philosophy was to give a high order solution

in smooth regions devoid of shock, ( 2nd order in ∆x and ∆t in the original work)

however on encountering shocks it would try to prevent growth of new extrema, by

sacrificing accuracy. It accomplishes this objective by doing non-linear flux based

corrections, which give a lower order but stable solution in regions of shocks.

3.3.1 Transport Stage

The first step in SHASTA is the transport stage. The cell centered values are

interpolated linearly as shown in Figure 3.2a. After a time ∆t each grid point moves

forward by vj∆t. Each grid point moves according to the velocity at that point,

however it is obvious that the following condition be met for a positive solution

∣∣∣∣vj ∆t

∆x

∣∣∣∣ < 1

2
(3.15)

After a time of ∆t each cell center would have moved to new positions dictated

by the velocity at that point. However the material between two neighboring cells

would have been conserved. Hence the height of each trapezoid will be scaled in

proportion to how much its base on the X-axis has shrunk or expanded. Hence we

will have two peak values (for instance ρ1j , ρ2j in the jth cell Figure (3.2)) for the

variable ρ within each cell. Now we can find the updated transport value ρ̃n+1
j inside

each cell by using linear interpolation between neighboring cells and recalculating

the area of the new shaded region within the cell. This computation gives us the

result
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(a) at tn

(b) at tn + ∆T

Figure 3.2: Shasta transport stage.
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ρ̃ n+1
j =

1

2
Q2
−(ρnj−1 − ρnj ) +

1

2
Q2

+(ρnj+1 − ρnj ) + (Q+ +Q−)ρnj

Q± =
(1

2
∓ vj ∆t

∆x
)

1± (vj±1 − vj) ∆t
∆x

.

(3.16)

3.3.2 Flux Correction

Equation (3.16) carries substantial diffusion in its solution and for zero velocity

flow, it reduces to the diffusion equation.

ρ̃ n+1
j = ρnj −

1

8
(ρnj+1 − 2ρnj + ρnj−1) (3.17)

The diffusive properties of the solution (3.16) can be canceled by introducing

anti-diffusive fluxes of the transported solution.

fj± 1
2
≡ ±1

8
(ρ̃ n+1
j±1 − ρ̃ n+1

j ) (3.18)

While applying these anti-diffusive fluxes to the transport solution it is essential

that no new maxima or minima should be generated in the solution. The prescription

of selectively applying these anti diffusive fluxes to the transport solution was the

key point of the SHASTA algorithm. The corrected fluxes are

f c
j+ 1

2
= sgn(∆j+ 1

2
) max( 0, min( ∆j− 1

2
sgn(∆j+ 1

2
),

1

8

∣∣∣∆j+ 1
2

∣∣∣, ∆j+ 3
2

sgn(∆j+ 1
2
) ) )

(3.19)

where

∆j+ 1
2
≡ ρ̃ n+1

j+1 − ρ̃ n+1
j (3.20)
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This flux correction essentially compares three consecutive slopes between neigh-

boring points of the transported solution and checks for maxima or minima. The

anti-diffusive flux is not applied if there is a new maxima/minima growing in the

solution. With the corrected anti diffusive flux of equation (3.19) computed, the

final value of ρj after the time step is given by

ρn+1
j = ρ̃ n+1

j − f c
j+ 1

2
+ f c

j− 1
2

(3.21)

This result (3.21) is second order in ∆x. For time integration one can use schemes

like RK2, RK3 or RK4. SHASTA and its multidimensional extension proposed by

Zalesak [78] has been used in our field [27, 28, 41] with good success.

3.4 Kurganov and Tadmor (KT) Central Scheme

The KT scheme [75] is a finite volume scheme of the MUSCL (Monotonic Upstream-

Centered Scheme for Conservation Laws) type [79]. The KT scheme can be used to

solve conservation equations written down in flux form.

∂tρ+ ∂x(Fx) = 0 (3.22)

Unlike the SHASTA scheme it is not necessary for the equations to be in pre-

cisely the form of equation (3.10). The quantities inside the space derivatives are

interpreted as the flux flowing along that particular direction. This interpretation

comes from applying the divergence theorem. Let us look at the three dimensional

conservation law

∂tρ+∇ · ~F (ρ) = 0 . (3.23)

Let’s integrate over a finite volume (Vj) of the computational cell j.
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∂t

∫
Vj

ρ dV +

∫
Vj

(∇ · ~F (ρ)) dV = 0 (3.24)

Now we use the divergence theorem to change the volume integral in the second

term to a surface integral.

∂t

∫
Vj

ρ dV +

∮
S

(~F (ρ) · ~n) dS = 0 (3.25)

Where ~n is a vector normal to the surface S. For computational purposes we

assume that the value at the center of a cell is the average of that entire cell. Hence

the volume integral of ρ over the entire computational cell can be written as the

product of the cell center value of ρ i.e. ρj and the volume of the cell Vj.

∫
Vj

ρ dV = Vjρj (3.26)

Using this in equation (3.25) we get

Vj
∂ρj
∂t

+

∮
S

(~F (ρ) · ~n) dS = 0 (3.27)

and thus with discretized time step

ρn+1
j − ρnj

∆t
= − 1

Vj

∮
S

(~F (ρ) · ~n) dS (3.28)

We simplify the right hand side for the one dimensional case

ρn+1
j − ρnj

∆t
= − 1

∆x

∮ xj+
∆x
2

xj−∆x
2

Fx(ρ) dS (3.29)

The surface integral of Fx(ρ) along the x-axis equals evaluating it at xj − ∆x
2

and

xj + ∆x
2

, i.e.
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Figure 3.3: Reconstruction of central flux to boundary in a fluid cell.

ρn+1
j = ρnj −

∆t

∆x
( F (ρj+ 1

2
)− F (ρj− 1

2
) ) (3.30)

here F (ρj+ 1
2
) is the flux evaluated at boundary xj+ 1

2
= xj + ∆x

2
and Fj− 1

2
is the flux

evaluated at boundary xj− 1
2

= xj − ∆x
2

. Equation (3.31) is the general equation for

any finite volume scheme. We can also see similarity with equation (3.14), as ∆ρX

would be given by
(
− ∆t

∆x
(F (ρj+ 1

2
)− F (ρj− 1

2
))
)
.

The two key aspects of using (3.30) are a) the choice of how to construct fluxes

of the boundaries of cells from fluxes at the center, and b) the process of finding

the total flux at each boundary between two neighbor cells. Figure 3.3 clarifies the

situation. The so-called reconstruction scheme will give us reconstructed values of

fluxes both at the right and left of any cell boundary, for example FR
j+ 1

2

, FL
j+ 1

2

for the

boundary located at xj+ 1
2
. These values need not be same (due to discontinuities).

In order to find the total flux at a boundary we need to make a reasonable choice

from the right and left-hand fluxes. We use the WENO scheme for reconstruction

and the KT scheme for the computation of final flux needed by equation (3.30).
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3.4.1 WENO Reconstruction

For our hydro code we have used the 5th order WENO scheme for reconstructing

the centered average fluxes to the boundary walls of the computational cell. WENO

stands for Weighted Essentially Non-Oscillatory scheme. In this scheme we use cell

average values of flux or primary variables and reconstruct them at the boundary of

cells.

The WENO scheme is an improvement over the older ENO scheme [80]. For an

nth order ENO scheme one needs 2n−1 points. As we previously saw with SHASTA,

the order of scheme is only guaranteed for smooth regions. If a shock is being resolved

in a region, then the order of the solution is reduced to prevent unphysical ripples

in the solution. An ENO scheme of order n may use a stencil up to n points (hence

nth order). The crux of the ENO scheme is in selecting an adaptive stencil based on

the profile being resolved. For smooth regions all the n points will be used.

In the WENO scheme, k candidate stencils are considered. These k stencils each

covering k neighboring cells, altogether span 2k−1 adjacent cells. In smooth regions

WENO will use information from all the 2k − 1 cells and give a (2k − 1)th order

solution. So for our need of a 5th order WENO scheme we need three k = 3 stencils

{S1, S2, S3}, with each stencil enclosing 3 neighboring cells and in total covering 5

cells. (Figure 3.4)

We will give the recipe for the WENO reconstruction scheme of centered flux Fj

at cell centered at Xj. After the reconstruction we should arrive at FL
j+ 1

2

andFR
j− 1

2

.

Here the three stencils include points,

S1 = {Xj−2, Xj−1, Xj}, S2 = {Xj−1, Xj, Xj+1}, S3 = {Xj, Xj+1, Xj+2} (3.31)

Each of these three stencils will give a contribution to the reconstructed flux at
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Figure 3.4: Stencils for the WENO scheme.

Xj+ 1
2
. The WENO scheme assigns weights to the reconstructed fluxes from each

stencil fS1

j+ 1
2

, fS2

j+ 1
2

and fS3

j+ 1
2

.

FL
j+ 1

2
= w1 f

S1

j+ 1
2

+ w2 f
S2

j+ 1
2

+ w3 f
S3

j+ 1
2

(3.32)

Here
∑3

k=1wk = 1. Reconstructed third order fluxes from each stencil are given

by

fS1

j+ 1
2

=
1

3
F (ρj−2)− 7

6
F (ρj−1) +

11

6
F (ρj) (3.33a)

fS2

j+ 1
2

= −1

6
F (ρj−1) +

5

6
F (ρj) +

1

3
F (ρj+1) (3.33b)

fS3

j+ 1
2

=
1

3
F (ρj)−

5

6
F (ρj+1)− 1

6
F (ρj+2) (3.33c)

The essential component of the scheme is the calculation of the weights {w1, w2, w3}.
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These weights give a 5th order solution in the smooth region and lower order solution

in shocks. These weights also include smoothing effects to the final solution, which

keeps the solution non-oscillatory. These weights are given by

wi =
w̃i∑3
k=1 w̃k

, w̃k =
γk

(ε+ βk)2
(3.34)

The weights γk are given by

γ1 =
1

10
, γ2 =

3

5
, γ3 =

3

10
(3.35)

and the smoothness indicators β are given by

β1 =
13

12
(F (ρj−2)− 2F (ρj−1) + F (ρj))

2 +
1

4
(F (ρj−2)− 4F (ρj−1) + 3F (ρj))

2

(3.36a)

β2 =
13

12
(F (ρj−1)− 2F (ρj) + F (ρj+1))2 +

1

4
(F (ρj−1)− F (ρj+1))2 (3.36b)

β3 =
13

12
(F (ρj)− 2F (ρj+1) + F (ρj+2))2 +

1

4
(3F (ρj)− 4F (ρj+1) + F (ρj+2))2

(3.36c)

The parameter ε is used to prevent the denominator from becoming 0. We set it

to 10−6 in our code. Now we have everything we need to compute FL
j+ 1

2

. The recipe

for FR
j− 1

2

is mirror symmetric to what we did earlier for FL
j+ 1

2

.

Using this process we can reconstruct all fluxes, velocities and conserved variables

to each boundary between adjacent cells. Now every such boundary in X, Y and Z

direction would have two different values coming from the cell on its left and right

side. The KT scheme can now be employed to find the final values for total fluxes

at each boundary using these left and right values.
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3.4.2 The KT Recipe For Total Flux

The Kurganov and Tadmor [75] (KT) algorithm is a finite volume MUSCL [79]

(Monotonic Upstream-Centered Scheme for Conservation Laws) scheme which can

provide accurate solutions to hyperbolic partial differential equations. Other research

groups have already used the KT algorithm to solve hydro (notably Schenke et.al

in [39] ). Our approach of using KT algorithm with a better 5th order smooth

reconstruction of WENO and a stable third order time integration of TVD-RK3

gives excellent results in tests which we will present in next chapter.

As we saw with the reconstruction step, at any interface xj+ 1
2

we will have left

FL
j+ 1

2

and right FR
j+ 1

2

values. These values could result in discontinuities at that

boundary. KT algorithm uses a staggered grid approach and computes maximum

local propagation speed at the interface boundary, in order to restrict the propagation

of discontinuities to the cell centers. We will quote the final results for the KT scheme,

please refer the original paper [75] and also [39] for detailed derivation.

The total flux is given by

Fj± 1
2

=
FR
j± 1

2

+ FL
j± 1

2

2
− aj± 1

2

ρR
j± 1

2

− ρL
j± 1

2

2
(3.37)

Here, aj± 1
2

is the maximum absolute value of all the eigenvalues of both the left

and right flux Jacobian matrices at xj ± ∆x
2

i.e.

aj± 1
2

= Max

(
ρ̃

(∂FR
j± 1

2

∂ρ

)
, ρ̃

(∂FL
j± 1

2

∂ρ

))
(3.38)

Here ρ̃(F ) is the spectral radius of the square matrix F . The spectral radius of a

square matrix is the maximum of the magnitude of all Eigenvalues. This completes

the calculation of the fluxes needed for equation (3.30).
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3.5 Time Integration

We see that the KT algorithm with WENO reconstruction computes spatial

derivatives with an accuracy of 5th order in ∆x. But from our main equations we

can see that we also have source terms, over which we need to do time integration.

Our conservative equation (3.23) with source term looks like.

∂tρ+∇ · ~F (ρ) = S(ρ) (3.39)

We are using the third order Total Variation Diminishing Runge-Kutta 3 (TVD

RK3) [81, 82] algorithm to perform the time integration. Loosing the coordinate

indices’s, The semi-discrete form of equations can be succinctly written in a general

form for any cell as

∂tρ = f(tn, ρni,j,k). (3.40)

Here, i, j and k are the spatial indices in x, y and z directions respectively of the

cell. We are computing the right hand side of this equation at current time tn. Let

us remember that this right hand side already includes the fluxes calculated with the

KT scheme. Instead of simply doing a first order integration ρn+1 = ρn+∆t f(tn, ρn),

we now intend to advance from ρn to ρn+1 using the TVD RK3 integration which

gives a 3rd order in time solution. Losing the spatial indices, the equations are

ρ1 = ρn + ∆tf(tn, ρn) (3.41a)

ρ2 =
3

4
ρn +

1

4
ρ1 +

1

4
∆tf(tn + ∆t, ρ1) (3.41b)

ρn+1 =
1

3
ρn +

2

3
ρ2 +

2

3
∆tf(tn +

∆t

2
, ρ2) (3.41c)
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The accuracy improves because we use contributions from intermediate partial

time steps to complete the full time step.

3.6 Multi-Dimensional Root Finding

Equation (3.9) gives our list of variables. Using the scheme we have developed

in the previous sections we can advance all of these 10 variables by a single time

step from τ to τ + ∆τ . However, the equations are phrased directly in terms of the

variables in ~ρ, and not in terms of the more physical variables local rest frame energy

density ε , pressure P and velocities (vx, vy and vη). We need these quantities to

compute the fluxes, source terms etc. in the computations of future time step.

So our problem is – given that we know T ττ , T τx, T τy, T τη, πxx, πyy, πxy, πxη,

πyη and Π in a fluid cell, how can we numerically compute the local energy density

and velocity of the cell. Finding pressure is straight forward after that, using the

equation of state. The solution can be found by considering the complete energy

momentum tensor.

T µν =
(
ε+ P (ε)

)
uµuν − P (ε)gµν + ∆µνΠ + πµν (3.42)

The trace of the energy momentum tensor is given by

Tr(T µν) = T µνgµν = ε− 3P (ε) + Π (3.43)
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On the other hand, introducing the variables in ~ρ into equation (3.42) gives

T µν =



T ττ T xτ T yτ T ητ

T xτ πxx + P (ε)− Π + (ux)2δ πxy + uxuyδ πxη + uxuηδ

T yτ πxy + uxuyδ πyy + P (ε)− Π + (uy)2δ πyη + uyuηδ

T ητ πxη + uxuηδ πyη + uyuηδ X


(3.44)

Here we use the symbol δ for brevity and it stands for

δ = ε+ P (ε)− Π (3.45)

and X is determined by the trace equation (3.43)

X =

T ττ −
(
ε− P (ε) + Π + πxx + πyy

)
−
(
(ux)2 + (uy)2

)2
δ

τ 2
(3.46)

Now that we have used the trace equation (3.43) and symmetry of T µν , and now

the only unknowns we are left with are ε, P (ε), ux, uy and uη. Considering that

Pressure, P (ε) depends on ε through the equation of state we are left with four

unknowns ε, ux, uy and uη. We need another set of 4 equations to solve for these

unknowns. For that let’s start by contracting T µν from equation (3.42) with uν , this

gives us

T µνuν =
(
ε+ P (ε)

)
uµuνuν − P (ε)gµνuν + ∆µνuνΠ + πµνuν . (3.47)

Now we use the relations uνuν = 1 , ∆µνuν = 0 and πµνuν = 0 to arrive at
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T µνuν = ε uµ . (3.48)

The four velcoity uν can be written in terms of ux, uy and uη as

uν = {γ,−ux,−uy,−uη} (3.49)

where γ is given by

γ =
√

1 + (ux)2 + (uy)2 + τ 2(uη)2 (3.50)

Using T µν from (3.42), X from (3.46) and uν from (3.49) and substituting in

equation (3.50) we can simplify to the following 4 non-linear equations. (The non-

linearity comes from γ and possibly the equation of state.)

γ(T ττ − ε)− uxT xτ − uyT yτ − τ 2uηT ητ = 0 (3.51)

γ(T xτ )− ux
(
(1 + (ux)2)δ − πxx

)
− uy

(
uxuyδ − πxy

)
− τ 2uη

(
uxuηδ + πxη

)
= 0

(3.52)

γ(T yτ )− ux
(
uxuyδ − πxy

)
− uy

(
(1 + (uy)2)δ − πyy

)
− τ 2uη

(
uyuηδ + πyη

)
= 0

(3.53)

γ(T ητ )− uxπxη − uyπyη + uη
(
πxx + πyy + Π− P (ε)− T ττ

)
= 0 (3.54)

We use the gsl multiroot fsolver dnewton algorithm (Discrete Newton’s) within

the GSL library [83] to solve these 4 equations iteratively. The library requires us to

provide the Jacobian terms (with respect to ε , ux, uy, uη) of the equations (3.51) to

(3.54), and an initial guess for ε , ux, uy, uη. For the initial guess we provide values
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from the previous time step.

3.7 3+1D Parallelization and Code Details

In Fig. 3.5 we can see a visualization of what happens when we parallelize our

code in the spatial domain. The goal is to give each processor a sub-domain of the

space, where it can solve the equations independently. However due to the nature of

the algorithms employed we know that to find the spatial gradient at any point (e.g.

for the WENO scheme) we need to get information on the neighboring few points.

Hence each processor cannot simply do computations within its domain without

interacting with neighbors.

We have used an MPI based parallelization where we split the transverse plane

into m × n tiles in the X-Y-plane, each of which will be assigned to one processor.

In Fig. 3.5, m = n = 3. For the process number 5 at the center (marked in yellow),

one can see there will be a pseudo-boundary region (shaded in dark blue) where we

need information from neighboring processes (numbered 2, 4, 6 and 8) in order to

compute the gradients and evolve the equation. MPI based parallelization gives us

routines like MPI Send, MPI Recv for inter process communication. This has to be

done at the end of every time iteration. For simplicity we chose to not decompose

space in the η direction. In our runs we have run the hydro code with up to 100

processors i.e. m = 10 and n = 10 and we have found an almost linear speedup with

this parallelization.

Inter-process communications are also needed when we have to compute some

quantity globally, like the maximum temperature, or the maximum velocity in the

grid. Such computations can be done using MPI Reduce calls of the MPI library.
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Figure 3.5: The computational grid using 9 processors spanning a space from −20
fm to 20 fm in transverse plane and from −5 to 5 in η direction. In our code we use
spatial domain decomposition only along the X and Y axis. The η direction has no
decomposition. The η = 0 plane has been shaded light blue to emphasize that this
is a three-dimensional computational grid.
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3.7.1 Boundary Conditions

The computational grid also has 6 boundary faces, for instance in Fig. 3.5 the

boundaries are the planes along x = −20, x = 20, y = −20, y = 20, η = −5 and

η = 5. We deal with the boundary, which is typically far removed from any physical

region by holding few a shadow cells which have the same value of primary variables

( τT ττ , πxx.. etc ), as the nearest cell on the grid. Such a boundary condition allows

for free flow of material to the outside of the grid. It is appropriate if the system is

either translationally invariant perpendicular to the wall, or if the energy density at

the wall is negligibly small.

3.7.2 Parallel File Writing

Writing out space time information for quantities of interest is essential for hydro.

Not only are these output files large, but disk access slows down the run time. In

our parallelization we write files out in parallel and in binary format. This gave

us a compression of file sizes in comparison to writing out in ASCII. Considerable

speedup also happens when many processes are allowed to write out different chunks

of a file to a single binary file. We have routines like MPI Write for parallel binary

mode writing to disk in the MPI library.
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4. TESTS AND RESULTS

In this chapter we will look into some of the standard benchmarks to test our

hydro package. To begin with we had started with ideal hydrodynamics in 1 + 1

dimensions in the {t, x, y, z} coordinates. Standard tests like the Sod shock tube and

the Bjorken boost invariance [84] were conducted. We then moved to the hyperbolic

coordinates {τ, x, y, η}, in which we implemented our 3 + 1 viscous hydrodynamics.

The tests we will look at in this chapter in {t, x, y, z} coordinates are

• 1+1 Ideal Sod Test (sub-section 4.2.1) ,

• 2+1 Ideal Sod Test (sub-section 4.2.2) ,

• 1+1 Shear Viscous Sod Test (sub-section 4.2.3),

and then in {τ, x, y, η} coordinates are

• 2+1 Boost invariant fluctuating initial conditions (sub-section 4.3.1),

• 3+1 Boost invariant Navier-Stokes approximation test (sub-section 4.3.2),

• 3+1 Boost invariant Bulk Visocus analytical test (sub-section 4.3.3),

• 2+1 Ideal Gubser test (sub-section 4.3.4),

• 2+1 Shear viscous Gubser semi-analytical test (sub-section 4.3.5),

• 2+1 Shear viscous Gubser in cold-plasma limit analytical test (sub-section

4.3.6),

• 3+1 Non-boost invariant setup with rapidity cutoff in energy density (sub-

section 4.3.7),
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• 3+1 Non-boost invariant setup simulating Vz = 0 (sub-section 4.3.8).

4.1 Equation of State and Vorticity

For all the computational tests done in this chapter we have considered the rela-

tivistic free gas, for which the energy density ε, as a function of temperature is given

by

ε = 3
(
gb +

7

8
gf
) π2

90
T 4. (4.1)

Here, gb is the degeneracy for bosons, which are gluons in this case. And gf is

the degeneracy for fermions, which are quarks in this case. For the computational

simulations we have considered 8 color charges for gluons and 2.5 flavors for the 3

quark colors. This gives us

gb = 2helicity × 8colour = 16 (4.2a)

gf = 2spin × 2q,q̄ × 3colour × 2.5flavor = 30 . (4.2b)

The energy density ε becomes

ε = 42.25
π2

30
T 4 , (4.3)

and the fluid pressure p, given by the equation of state for a relativistic conformal

fluid is

p =
ε

3
. (4.4)

For all tests in this chapter we have turned the vorticity term πφ(µΩν)
φ in the
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Israel Stewart equation 2.42 for shear stress to zero. We enable the vorticity term

when dealing with CGC based initial conditions which we will discuss in chapter 5.

4.2 Hydrodynamics Tests in {t, x, y, z} Coordinates

During my master’s work we tested a 1 + 1 dimension set up where we took the

classical Sod tube test and solved the relativistic inviscid hydro equations. This test

was done in {t, x, y, z} coordinates so the equations we solved are different from but

easily related to the equations we worked out in hyperbolic coordinates in chapter

2. Here we will simply state the equations in {t, x, y, z} coordinates for the 1 + 1

dimensional setup.

∂tT
tt + ∂xT

tx + ∂yT
ty + ∂zT

tz = 0 (4.5a)

∂tT
xt + ∂xT

xx + ∂yT
xy + ∂zT

xz = 0 (4.5b)

∂tT
yt + ∂xT

yx + ∂yT
yy + ∂zT

yz = 0 (4.5c)

∂tT
zt + ∂xT

zx + ∂yT
zy + ∂zT

zz = 0 (4.5d)

We can either use the KT algorithm on the above equations as they are or we

can rewrite the equations in conservative form (like the form of equation 2.42, 2.43 )

for the SHASTA algorithm. For sake of completion we will quote the final result of

the rearranged equations used by SHASTA for the viscous case. To arrive at ideal

equations of same form, we can just set the viscous terms πµν and Π to zero.
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∂tT
tt + ∂x(vxT

tt) + ∂y(vyT
tt) + ∂z(vzT

tt) = S0 (4.6a)

∂tT
xt + ∂x(vxT

xt) + ∂y(vyT
xt) + ∂z(vzT

xt) = S1 (4.6b)

∂tT
yt + ∂x(vxT

yt) + ∂y(vyT
yt) + ∂z(vzT

yt) = S2 (4.6c)

∂tT
zt + ∂x(vxT

zt) + ∂y(vyT
zt) + ∂z(vzT

zt) = S3 (4.6d)

Here the source terms S0, S1, S2 and S3 are

S0 = −∂x(vx(P − Π− πtt) + πtx)− ∂y(vy(P − Π− πtt) + πty)− ∂z(vz(P − Π− πtt) + πtz)

(4.7a)

S1 = −∂x(P − Π− vxπxt + πxx)− ∂y(−vyπxt + πxy)− ∂z(−vzπxt + πxz) (4.7b)

S2 = −∂x(−vxπyt + πyx)− ∂y(P − Π− vyπyt + πyy)− ∂z(−vzπyt + πyz) (4.7c)

S3 = −∂x(−vxπzt + πzx)− ∂y(−vyπzt + πzy)− ∂z(P − Π− vzπzt + πzz) . (4.7d)

The equations for the viscous case are the same as the previously described equa-

tions (2.42) and (2.43), with the small change that we have to set the geometrical

terms coming from the covariant derivative to zero. Hence we are not repeating them

again here.

4.2.1 1+1 Inviscid Sod Test

In Sod shock tube test [85], we set up the fluid along the z-axis into two different

pressure zones initially. This can be thought of as realizing an invisible barrier

separating the two zones at the origin z = 0. At t = 0 the invisible barrier is

instantaneously removed and the fluid faces a shock at the boundary between two

pressure zones.
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(a) Energy density ε versus z

(b) Velocity Vz versus z

Figure 4.1: Sod shock tube test solved with SHASTA and RK4 time integration.
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In figure 4.1a, we can see the initial energy density (black bold line) and it is

given by

ε(z, t = 0) =


16 z < 0

1 z ≥ 0

(4.8)

and the initial velocity Vz(z, t = 0) = 0. Pressure on both sides comes from the

equation of state (4.4), and we can see that the sharp shock-like pressure gradient at

z = 0 drives the flow of fluid. As a reminder, in the 1 + 1 case we are only solving

the two equations, (4.5a) and (4.5d). This test has been previously studied [86] and

analytical solutions were found. For our simulation the details of grid are in table 4.1

and the results are in Fig. 4.1a and Fig. 4.1b for ε and vz respectively. We ran the

hydro code from initial time at t = 0 to t = 4 and our results were indistinguishable

from the analytical results.

Table 4.1: Grid details for inviscid Sod test.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

z (in fm) -4 4 0.01 801 SHASTA

time t (c) 0 4 0.004 1000 RK4

The Sod test is a good benchmark for how well a fluid simulation can deal with

shocks and steep gradients.
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(a) Energy density ε in xy-plane at t = 0. (b) Energy density ε in xy-plane at t =
4fm/c.

Figure 4.2: Sod shock test tube in 2+1 dimensions.

4.2.2 2+1 Ideal Sod Test

We do the same test in 2 + 1 dimensions, with the initial condition

ε(x, y, t = 0) =


16 x < 0 and y < 0

1 otherwise

(4.9)

The grid details for this are given in table 4.2. In Fig. 4.2b we can see the results

of energy density evolution. The signatures of the 1 + 1 D result can be seen in two

of the quadrants, but the rest of the plot shows the interaction of fluids movement

happening due to the combined effect of flow in x and y direction. This is a test

that the operator splitting approach we took in (3.13a) resolves this interaction, in

a smooth and stable fashion.

59



Table 4.2: Grid details for 2+1 ideal Sod test.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -4 4 0.01 801 SHASTA

y (in fm) -4 4 0.01 801 SHASTA

time t (c) 0 4 0.004 1000 RK4

4.2.3 1+1 Shear Viscous Sod Test

Here we perform the same Sod test of section 4.2.1 but now with non-zero shear

viscosity. The shear viscous tensor looks like

πµνrest =



0 0 0 0

0 φ/2 0 0

0 0 φ/2 0

0 0 0 −φ


(4.10)

in the local rest frame of the fluid. Since vz is non zero, we apply a boost to it to

arrive at πµν in lab frame. This is done by

πµν = Λµ
α Λν

β παβrest . (4.11)

Here, the Lorentz boost tensor is
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(a) Energy density ε versus z (b) Shear viscosity φ versus z

(c) Velocity vz versus z

Figure 4.3: Sod shock tube test for viscous fluid with non-zero shear viscosity, solved
with SHASTA and first order time integration.

Λµ
ν =



1
1−v2

z
0 0 vz

1−v2
z

0 1 0 0

0 0 1 0

vz
1−v2

z
0 0 1

1−v2
z


(4.12)

Now we can use πµν to solve the Israel Stewart equations like we did for the other

cases. For this test the η/s ratio was set to 0.1. We choose a coarse grid (Table 4.3)

to emulate test conditions similar to what as was done in [38]. Our results are shown

in figure 4.3. We can see that even a small nominal shear viscosity, significantly

smoothens the sharp features in the solution compared to the inviscid case. For this

test we had used a 1 + 1 code with SHASTA scheme.
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Table 4.3: Grid details for the viscous Sod test.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

z (in fm) -20 20 0.2 201 SHASTA

time t (c) 0 4 0.04 100 First Order

4.3 Hydrodynamics Tests in {τ, x, y, η} Coordinates

4.3.1 Fluctuating Initial Conditions

In this test we initialize our 3 + 1 hydro only in the η = 0 plane assuming boost

invariance with fluctuating initial conditions provided by R. Rodriguez and generated

by the Glauber Monte Carlo code GLISSANDO [87]. Details of the grid are given in

table 4.4. This test should demonstrate that steeper gradients typically associated

with fluctuating initial conditions are easily resolved by this code. We use the KT

scheme here

Table 4.4: Grid details for fluctuating initial conditions.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -15 14.975 0.025 1200 KT(WENO)

y (in fm) -15 14.975 0.025 1200 KT(WENO)

time τ (c) 0.6 10.6 0.001 10000 TVDRK3
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(a) ε in xy plane at τ = 0.6 fm (b) ε in xy plane at τ = 10.6 fm

Figure 4.4: Fluctuating initial conditions with longitudinal boost invariance.

We run this code for 10000 TVDRK3 time steps. The initial and final three

dimensional plots of energy density ε can be seen in figure 4.4. The schematics for

temperature evolution is presented in figure 4.5. As we can that the hydro scheme is

able to deal with the complex fluctuating initial conditions and cool down the system

as time progresses.

4.3.2 Bjorken Test in the Navier-Stokes Limit

In this test we initialize the energy density in the entire 3 + 1 D hydro grid

with constant value (ε = 30 GeV/fm3, temperature = 359 MeV) and zero velocities

(uµ = {1, 0, 0, 0} i.e. vx = vy = vη = 0). Considering these symmetries this system

is effectively a 0 + 1 system with all physical quantities invariant in three spatial

dimensions and only the time evolution being a variant. The traceless shear stress

tensor in {τ, x, y, η} coordinates and in the local rest frame can be parametrized as
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Figure 4.5: Temperature evolution at y = 0.

πµν =



0 0 0 0

0 φ/2 0 0

0 0 φ/2 0

0 0 0 −φ/τ 2


(4.13)

Our equation of motions involve only two independent variables (ε and φ) gov-

erned by the following equations (derived by imposing the symmetry of a 0+1 system

in equations (2.15a ) and (2.42) )

∂τ (τε) = −P + φ (4.14a)

∂τφ =
φNS − φ

τπ
− 4φ

3τ
. (4.14b)

Here there are no direct analytical solutions, but if we set τπ to a small value (we

test with τπ = 0.005 fm), then the φ relaxes to its Navier-Stokes value rather quickly.

In such a scenario we can set φ = φNS ≡ 4η
3τ

in equation (4.14a). For our test we
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have set η/s = a = 0.2. From (4.3), we can write ε = f T 4, here f = 42.25π2

30
. Now

we are set to convert (4.14a) to an equation with temperature T as the independent

variable.

∂τ (τ T
4) = − T 4

3
+

4

3τ
a

(
4T 3

3

)
(4.15)

For a certain choice of initial temperature T (τ0) = T0 at τ = τ0, equation (4.15 ) has

an analytical solution, given by

T (τ) =

(
τ0

τ

)1/3

T0 +
2a

3

(
1

τ 1/3 τ
2/3
0

− 1

τ

)
(4.16)

In figure 4.6 we show the results for evolution of temperature at x = 0, y = 0 and

η = 0. In table 4.5 we can see the details of the grid we used. Despite the symmetry

of 0 + 1 we used the full 3 + 1 dimensional viscous code with bulk viscosity turned

off. As previously studied in [45] we start the hydro simulation from τ0 = 0.6 and

we get a perfect agreement with the analytical solution.

Table 4.5: Grid details for the Bjorken test in the Navier Stokes limit.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -0.5 0.4 0.1 9 KT(WENO)

y (in fm) -0.5 0.4 0.1 9 KT(WENO)

η -2 2 0.1 41 KT(WENO)

time τ (c) 0.6 10 0.01 940 TVDRK3
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Figure 4.6: Temperature evolution at origin of the three dimensional hydro grid.

4.3.3 Bjorken Bulk Test

We repeat the same test as in previous sub-section 4.3.2 with bulk viscosity turned

on. For the 0 + 1 case the equation of motion for Π from (2.43) is

∂τ (Π) =
ΠNS − Π

τΠ

− 4Π

3τ
(4.17)

Here we can use the Navier-Stokes value of bulk viscosity ΠNS = −ζ ∂;µu
µ, which

can be further simplified because the expansion ∂;µu
µ = 1/τ in the local rest frame of

hyperbolic coordinates. One might be expecting expansion to be zero with ~v = 0 in

this frame, but this non-zero result we get is from the geometrical term of covariant

derivative and hence is a result of the hyperbolic geometry. Of course in the usual

cartesian coordinates we would have vz = tanh(η). The details of the grid are the

same as we used before in table 4.4. Now setting the initial condition Π(τ0) = 0 and
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Figure 4.7: Bulk viscous stress evolution in the Navier-Stokes limit.

with the help of Mathematica [88] we can find the analytical result for Π

Π(τ) =

e
− τ
τΠ ζ

(
− 3
√
τE 2

3

(
− τ
τΠ

)
+ 3
√
τ0E 2

3

(
− τ0
τΠ

)
− 3 3
√
τeτ/τΠ + 3 3

√
τ0e

τ0/τΠ

)
3τ 4/3

(4.18)

Here En(z) =
∫∞

1
exp(−zt)

tn
dt. In figure 4.7 we can see that our numerical result

matches the analytical result perfectly. In this hydro run we used τ0 = 0.6 fm,

τΠ = 0.1 fm and the bulk viscosity ζ = 1.

4.3.4 3+1 Gubser Flow - Ideal

One of the most useful tests for relativistic hydrodynamics comes from Gubser

flow [89, 90]. In [89], Gubser’s primary objective was to find a generalization of

Bjorken flow which could give a non-zero flow (ur) in the transverse plane. The
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intent was to break the translational invariance in the transverse plane while keeping

the longitudinal boost invariance and the rotational invariance in the transverse

plane. This symmetry possessed by the Gubser flow is SO(3)q ⊗ SO(1, 1) ⊗ Z2.

The Minkowski metric in cylindrical like coordinates for the transverse plane can be

parametrized as

ds2 = dτ 2 − dr2 − r2dφ2 − τ 2dη2. (4.19)

Gubser discovered a flow that obeys the symmetry constraints ( i.e. invariance un-

der ∂
∂η

, ∂
∂φ

and η → −η). In {τ, r, φ, η} coordinates, this four velocity is parametrized

as

uµ = {cosh(κ), sinh(κ), 0, 0} (4.20)

and in {τ, x, y, η} coordinates as

uµ = {cosh(κ),
x

r
sinh(κ),

y

r
sinh(κ), 0} (4.21)

where ,

κ ≡ arctanh(
2q2τr

1 + q2τ 2 + q2r2
) (4.22)

and q is a scaling factor. This expression for flow is used for both the inviscid and

viscous tests. Since the flow is known at all times we do not have to solve analytically

for equations (2.15b, 2.15c, 2.15d). It can be shown that for the inviscid case the

energy density follows the analytical equation

ε(τ, r) =
ε̂0
τ 4/3

(2q)8/3

[1 + 2q2(τ 2 + r2) + q4(τ 2 − r2)2]4/3
(4.23)
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(a) ε plotted with respect to cylindrical coor-
dinate r

(b) Transverse velocity VT plotted with re-
spect to cylindrical coordinate r

Figure 4.8: Gubser flow results - 3+1 ideal fluid.

Here, ε̂0 is an integration constant. Notice that the transverse velocity VT =√
v2
x + v2

y is given by

VT (τ, r) = tanhκ =
2q2τr

1 + q2τ 2 + q2r2
(4.24)

For testing our 3 + 1 ideal hydro code we set q = ε̂0 = 1. We start the hydro

simulation from τ = 1 and this gives us ε(1, 0) = 1. With these assumptions we

ran the hydro in a grid of specification shown in table 4.5. And we were able to get

a stable and long run till τ = 13 fm, in which the numerical results matched the

analytical result perfectly.
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Table 4.6: Grid details for ideal Gubser test.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -16 15.9 0.1 320 KT(WENO)

y (in fm) -16 15.9 0.1 320 KT(WENO)

η -0.1 0.1 0.1 3 KT(WENO)

time τ (c) 1 13 0.01 1200 TVDRK3

4.3.5 Semi-Analytical Case with Israel-Stewart

Using the same Gubser flow as in the previous section and following along the

lines of [91] we will test our code with solutions to Israel-Stewart equations. Ignoring

bulk viscosity, vorticity and the flow equations (since flow is already defined) it can

be shown that our equations of interest are

D(T )

T
+

1

3
∂;ρu

ρ +
πµν σ

µν

sT
= 0 (4.25a)

τπ
sT

(
〈Dπµν〉+

4

3
∂;ρu

ρ

)
+
πµν

sT
=
−2η σµν

sT
. (4.25b)

It would be easier to solve these equation if one could find a transformation

wherein the Gubser flow transform to a zero flow in the new coordinates. This was

done in [90] with the coordinate system

dŝ2 = dρ2 − cosh2 ρ dθ2 − cosh2 ρ sin2 θ dφ2 − dη2 (4.26)

Here ρ and θ are defined as
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ρ = arcsinh

(
1− q2τ 2 + q2r2

2qτ

)
(4.27a)

θ = arctan

(
2qr

1 + q2τ 2 − q2r2

)
(4.27b)

In the new coordinates and using uµ = {1, 0, 0, 0}, equation (4.25) can be written

into two equations

1

T̂

dT̂

dρ
+

2

3
tanh ρ =

1

3
π̂ηη tanh ρ (4.28a)

τπ

(
dπ̂ηη
dρ

+
4

3
(π̂ηη)2 tanh ρ

)
+ π̂ηη =

4τπ
3c

tanh ρ. (4.28b)

Here τπ = c η

T̂ s
, η is the shear viscosity, s is the entropy and c is a constant. As we

saw earlier in equations (4.10) and (4.13), in the rest frame the shear stress tensor

has just one degree of freedom. The other non zero components can be found (π̂θθ =

π̂φφ = − π̂ηη
2

). These equations can be solved in Mathematica [88] and we can generate

initial conditions by performing a coordinate transformation from x̂ ≡ {ρ, θ, φ, η} to

x ≡ {τ, x, y, η}. The temperature T and πµν in hyperbolic coordinates are given by

T =
T̂

τ
(4.29)

πµν =
1

τ 2

∂xµ

∂x̂α
∂xν

∂x̂β
π̂αβ (4.30)

Thereafter the results from a hydro simulation can be compared to the solution

found by Mathematica. This is the semi-analytical approach to testing the algorithm

for the Israel Stewart equations. In our tests we took q = 1, τπ = 5 η

T̂ s
and the viscosity
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by entropy ratio η
s

was set to 0.2. The details of the grid are given in table (4.7).

We used 10 processors each in x and y direction for this test, in total using 100

processors.

Table 4.7: Grid details for viscous Gubser test.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -23 22.075 0.025 1840 KT(WENO)

y (in fm) -23 22.075 0.025 1840 KT(WENO)

η -0.1 0.1 0.1 3 KT(WENO)

time τ (c) 1 6 0.001 5000 TVD-RK3

In figures 4.9 and 4.10 we can see the comparison plots between the hydro com-

putation and the semi analytical results. We get very good agreement after 5000

TVD-RK3 integration steps.

4.3.6 Analytical with the Modified Israel-Stewart Equations

The slight drawback of the previous tests was the dependence on another library

or method (Mathematica) to give us a numerical solution of (4.28a) and (4.28b), so

that we can compare them with hydro. An analytical solution is more desirable, and

as was argued in [91], that, in the so called cold-plasma limit with the assumption

η

s T̂
� 1, we can set the term π̂ηη to zero. This reduces (4.28b) to

dπ̂ηη
dρ

+
4

3
(π̂ηη)2 tanh ρ =

4

3 c
tanh ρ (4.31)
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Figure 4.9: Gubser flow results - comparison between hydro evolution and the semi-
analytical calculations.

Now we set c = 5 as in the semi-analytical tests, and find that (4.31 ) has

analytical solutions given by

π̂ηη(ρ) = tanh

[
−5α + (4/3) log(cosh ρ)√

5

]
(4.32)

where α is some constant. We can use this solution of π̂ηη(ρ) in (4.28a) and find

the analytical solution for the temperature

T̂ (ρ) =

exp
(
5α/2

)
β cosh

[
−5α+(4/3) log(cosh ρ)√

5

]
(cosh ρ)2/3

(4.33)

where β is another constant.

For our hydro simulation we have set α = 0 and β = 1.21. We can find the

analytical functions for temperature T and πµν in {τ, x, y, η} coordinate system by

using equations (4.29) and (4.30) respectively. These along with the Gubser flow

profile (4.21) is used as the initial condition for the hydro simulation. The grid
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Figure 4.10: Gubser flow results - comparison between hydro and the semi-analytical
calculations.
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Figure 4.11: Gubser flow results - comparison between hydro and the analytical
calculations for the modified Israel-Stewart shear equations in the cold-plasma limit.

details are same as the table 4.7 in previous sub-section, and our results are in Fig.

4.11 and Fig. 4.12. For this test we also used 100 processors.

4.3.7 Non Boost Invariant Setup with Rapidity Cutoff in Energy Density

In this and the next test, we will employ profiles which are variant in η, in this

way we are breaking the boost invariance. Here we will use an energy density profile

which is invariant in x and y but has a profile in η made up of two half Gaussian’s

and a flat region around mid-rapidity.

ε(x, y, η) = 16 exp

(
−
( |η| − ηF

2√
2σ

)2)
θ
(
|η| − ηF

2

)
fm−4 (4.34)

vx = vy = vη = 0; (4.35)

Here, θ is the Heaviside function, ηF is the flat region in η centered around mid-

rapidity and σ is the width of the Gaussian. This has been the standard procedure
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Figure 4.12: Gubser flow results - comparison between hydro and the analytical
calculations for the modified Israel-Stewart shear equations in the cold-plasma limit.
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Figure 4.13: Gaussian with a flat portion, initialization for ε.

to initialize 3 + 1 D non-boost invariant hydrodynamics for many years [92, 93]. We

expect the vx and vy to remain zero as there are no pressure gradients that drive

transverse motion. However due to the pressure gradients in η we should see vη

developing flow outside the flat region of Gaussian’s and indeed in Fig. 4.13b we see

the expected behavior. The grid details for our simulation are given in table 4.8.

Table 4.8: Grid details for the Gaussian profile in η.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -0.3 0.2 0.1 6 KT(WENO)

y (in fm) -0.3 0.2 0.1 6 KT(WENO)

η -8 8 0.025 641 KT(WENO)

time τ (c) 0.6 6.6 0.002 3000 TVD-RK3
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4.3.8 Non Boost Invariant Setup Simulating vz = 0

We know that boost invariance can be enforced in {t, x, y, z} coordinates by

using a velocity profile vz = tanh(η). This boost invariance is much easily obtained

in {τ, x, y, η} coordinates by setting vη = 0. In appendix, in equation (A.30) we can

see that corresponding to vz = 0 we get

vη =
− tanh(η)

τ
(4.36)

This implies that if we initialize our hydro code with vx = 0 , vy = 0 and

vη = − tanh(η)
τ

and a uniform spatially invariant energy density, then in the Minkowski

world the fluid will be at rest. Hence by giving a non-trivial flow (4.36) in η direction

we should observe that the energy density, pressure and temperature remain invariant

with τ . Intuitively one can see that the in-built flow coming from the geometry of

the hyperbolic coordinates is exactly canceled by the flow in (4.36), in such a manner

that we end up with a static system.

Table 4.9: Grid details for vz = 0 test.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -0.3 0.2 0.1 6 KT(WENO)

y (in fm) -0.3 0.2 0.1 6 KT(WENO)

η -3 3 0.025 121 KT(WENO)

time τ (c) 0.6 5.6 0.002 2500 TVD-RK3
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Figure 4.14: Non boost invariant evolution with vz = 0.

To simulate this test we set a grid as in table 4.9. In the 3 + 1 grid we initialize

all grid points with ε = 16 fm−4 at τ = 0.6 fm. As expected, we observe in figure

4.14a that the temperature remains constant even after 2500 time steps at τ = 5.6 as

expected. Also notice that from equation (4.36) that the expression −τvη retains a

static profile of tanh(η) with respect to η. In figure 4.14b we can see that the profile

for −τvη and tanh(η) agree very well with each other at τ = 5.6 fm.

In conclusion we can say that we have tested our code for numerical accuracy

by giving it challenging initial conditions with non-trivial initial conditions in all the

three directions.
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5. COLOR GLASS CONDENSATE BASED INITIAL CONDITIONS

In this chapter we will give a brief overview of the Color Glass Condensate (CGC)

theory following the work done by Guangyao Chen and Rainer Fries [94]. Then we

work towards arriving at initial conditions for our hydrodynamics equations and

thereafter we will discuss results from a subsequent hydro simulation. In section

5.2 we discuss matching of the Color Glass fields with the hydro energy momentum

tensor. And in the last section 5.3 we will discuss some of the interesting results which

came from evolution of this CGC based initial conditions with our 3+1 viscous hydro

code.

5.1 Overview of CGC

In CGC theory the hadron is seen as a collection of valence quarks carrying large

momentum fraction x and wee partons, which are small x carrying gluons. The

system evolves at much longer time scale compared to typical collision times and

hence the term color glass is used. Condensate refers to the saturated state of the

gluons in the infinite momentum frame (IMF). Since the nuclei in heavy ion collisions

at RHIC and LHC stay ultrarelativistic, using the IMF is a good assumption. Here

it will be convenient to use the light cone coordinates

x± =
1√
2

(t± z) (5.1)

in describing the color currents associated with hadrons. One can also derive the

relationship between the light cone coordinates and the proper time τ and the space

80



time rapidity η,

τ =
√
t2 − z2 =

√
2x+x− (5.2a)

η =
1

2
log

t+ z

t− z
=

1

2
log

x+

x−
. (5.2b)

The Yang-Mills equations describe the relation between gluon field strength F µν and

the current Jν

[Dµ, F
µν ] = Jν (5.3)

where

Dµ = ∂µ − igAµ, (5.4)

is the covariant derivative and the field strength tensor is given by

F µν =
i

g
[Dµ, Dν ] . (5.5)

The components of the current Jν are given by

J+
1 (x) = δ(x−)ρ1(~x⊥), J−1 (x) = 0 (5.6a)

J−2 (x) = δ(x+)ρ2(~x⊥), J+
2 (x) = 0 (5.6b)

J i1,2 = 0 (5.6c)

reflecting the two colliding nuclei approaching each other along the light cone axes.

ρ1 and ρ2 are the distributions of color charges in nucleus 1 and 2 in the transverse
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Figure 5.1: Light cone coordinates and the initial field configuration. The green
region is the applicability for the CGC theory wherein we want to use the τ expansion.
Image taken with permission from [6].

plane. And for the choice of axial gauge

x+A− + x−A+ = 0, (5.7)

the current Jν fulfills the equation of continuity

[Dµ, J
µ] = 0 (5.8)

We can express the charge currents and fields in terms of light cone coordinates

x+, x− and the transverse coordinates x⊥. In light of longitudinal boost invariance

we can see that the glasma fields of the individual nuclei and the collided nuclei

depend only on the transverse coordinates. In case of collided nuclei there is also

an additional τ dependence for the evolving fields. The following ansatz solution for
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the fields reflects these properties

A+(x) = Θ(x+)Θ(x+)x+A(τ, ~x⊥) (5.9)

A−(x) = −Θ(x+)Θ(x−)x−A(τ, ~x⊥) (5.10)

Ai(x) = Θ(x−)Θ(−x+)Ai1(~x⊥) + Θ(x−)Θ(−x+)Ai1(~x⊥)

+ Θ(x+)Θ(x−)Ai⊥(τ, ~x⊥) (5.11)

Here, Ai1(~x⊥) and Ai2(~x⊥) are the gluon fields of individual nuclei before the collision

whereas Ai⊥(τ, ~x⊥) and A(τ, ~x⊥) are the fields after collision. In figure 5.1 we can

see the two currents J1 and J2 traveling along the light cone axes’s. The boundary

conditions connecting different sections for the forward light cone are

Ai⊥(τ = 0, ~x⊥) = Ai1(~x⊥) + Ai2(~x⊥) (5.12)

A(τ = 0, ~x⊥) = −ig
2

[Ai1(~x⊥), Ai2(~x⊥)] (5.13)

5.1.1 CGC for Later Times - τ Expansion

In [51, 52] a novel approach to solve the Yang Mills equations was proposed. The

crux of the idea was to focus on the near field at small τ as at higher τ ’s, as the

classical Yang Mills loses its applicability. The solution proposed [95] was to use a

power series expansion

A(τ, ~x⊥) =
∞∑
n=0

τnA(n)(~x⊥) (5.14)

Ai⊥(τ, ~x⊥) =
∞∑
n=0

τnAi⊥(n)(~x⊥) (5.15)

For the general solution of the non-abelian case, a recursion solution was found
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by Fries et al in [52]. The solution for even n, n > 1 was found to be

A(n) =
1

n(n+ 2)

∑
k+l+m=n−2

[
Di

(k),
[
Di

(l), A(m)

]]
, (5.16)

Ai⊥(n) =
1

n2

( ∑
k+l=n−2

[
Dj

(l), F
ji
(l)

]
+ ig

∑
k+l+m=n−4

[
A(k),

[
Di

(l), A(m)

]])
. (5.17)

The boundary condition (5.12, 5.13) is the initial step for the recursion in which

one finds that odd power contributions vanish and the even terms (n > 1) remain.

From this approach one can compute the chromoelectric and chromomagnetic field

at different orders of τ terms.

E = E(0) + τE(1) + τ 2E(2) + .... (5.18)

B = B(0) + τB(1) + τ 2B(2) + .... (5.19)

by using

F+− = −1

τ

∂

∂τ
τ 2A, (5.20)

F i± = −x±
(

1

τ

∂

∂τ
Ai⊥ ∓ [Di, A]

)
, (5.21)

F ij = ∂iAj⊥ − ∂
jAi⊥ − ig[Ai⊥, A

j
⊥], (5.22)

one observes that only the longitudinal components of electric and magnetic field are
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Figure 5.2: On the left we see in the immediate aftermath of the collision only the
longitudinal chromofields exist. On the right we see that shortly thereafter at later
τ the transverse chromofields are developing fueled by the QCD version of Gauss’s
law and Ampere’s law. Image taken with permission from [6].

non-zero at τ = 0

E0 ≡ E3
(0) = F+−

(0) = ig[Ai1, A
i
2] (5.23)

B0 ≡ B3
(0) = F 21

(0) = ig εij[Ai1, A
i
2]. (5.24)

It is observed that longitudinal fields have even powers of τ contributions and the

transverse fields have odd power of τ contributions. For expressions of higher order

terms (Ei
1, B

i
1, E

3
2 , B

3
2) please refer to [6].

An intuitive understanding is that at τ = 0 only longitudinal chromofields exist,

but at later times due to the change of the longitudinal chromofields, transverse chro-

mofields are generated. This is analogous to what we see in classical electrodynamics

and depicted in figure 5.2.

5.1.2 Energy Momentum Tensor for the Initial Gluon Field

We can compute the energy momentum tensor of the gluon field just like in the

case of electromagnetic fields

T µν = F µλF ν
λ +

1

4
gµνF κλFκλ . (5.25)
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Like our previous approach we can analyse the tensor T µν by expansion in τ

T µν = T µν(0) + τT µν(1) + τ 2T µν(2) + .... (5.26)

At τ = 0 the energy momentum tensor is diagonal T µν(0) = diag{ε0, ε0, ε0,−ε0},

similar to a longitudinal field in classical electrodynamics. Here,

ε0 =
1

2
(E2

0 +B2
0) . (5.27)

At first order we have contributions with η dependence (despite being longitudinally

boost invariant) and contributions which reflect the onset of the transverse flow

T 0i
(1) =

1

2
αi cosh η +

1

2
βi sinh η (5.28)

T 3i
(1) =

1

2
αi sinh η +

1

2
βi cosh η (5.29)

and here

αi = −∇iε0 (5.30)

βi = εij
(
[Dj, B0]E0 − [Dj, E0]B0

)
(5.31)

For second and higher order terms please refer to [6].

5.1.3 Average Energy Momentum Tensor for Colliding Nuclei

What we saw in previous section was the description of the energy momentum

tensor in terms of initial charges ρ1 and ρ2 . They are not known to us however if we

know the statistical distributions of the color charge densities ρk then we can analyt-

ically compute the two point correlation functions for the gluon fields 〈A(~x⊥)A(~y⊥)〉

, where 〈..〉 denotes a statistical average over all ρk. Using a Gaussian distribution
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for color charges, as proposed first by McLerran and Venugopalan [96, 97], one can

analytically calculate gluon correlation functions. After this one can go ahead and

calculate the energy momentum tensor for the collided nuclei. All these extensive

calculations have been carried out in detail in [6]. We will quote the result for the

energy momentum tensor in {τ, x, y, η} coordinates up to the second order terms.

For a Gaussian distribution we only need to know the expectation values 〈ρk〉 = 0

for both nuclei 〈ρk(~x), ρk(~y)〉 = g2

N2
c−1

µk δ
(2)(~x− ~y)

T µν(τ, x⊥) =

ε0 − τ2

8
(−2∆ε0 + δ) τ

2
αx τ

2
αy τ

8
∇iβi

τ
2
αx ε0 − τ2

4
(−∆ε0 + δ) 0 1

2
βx

τ
2
αy 0 ε0 − τ2

4
(−∆ε0 + δ) 1

2
βy

τ
8
∇iβi 1

2
βx 1

2
βy ε0

τ2 + 1
8
(−2∆ε0 + 3 δ)


(5.32)

Let’s unpack the expression for the stress tensor. The term ε0 is given by

ε0(~x⊥) =
2πNcα

3
s

N2
c − 1

µ1(~x⊥)µ2(~x⊥) ln

(
Q2

1

m̂2

)
ln

(
Q2

2

m̂2

)
, (5.33)

where Nc is the number of color charges, αs is the coupling constant for the strong

force and Q1, Q2 are energy scales for each nucleus. The αi and βi are given by

αi = −ε0
∇i(µ1µ2)

µ1µ2

, (5.34)

βi = −ε0
µ2∇iµ1 − µ1∇iµ2

µ1µ2

. (5.35)
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The δ term is

δ = 4ε0Q
2 ln−1

(
Q2

m̂2

)
(5.36)

Finally, the ∆ε0 term is the divergence for ε0 given by (∂2
x + ∂2

y)ε0. The equations in

this subsection provide a description of the true evolution of the energy momentum

tensor of the system up to a roughly a time ≈ 1/saturation scale ≈ 0.1 to 0.2 fm/c

at RHIC and LHC.

5.2 Matching with Hydro - Initial Conditions

For generating the CGC initial conditions for our hydro code it is essential that

we first compute the energy momentum tensor in equation (5.30). It is interesting

to note that the tensor only depends on the transverse coordinates and the proper

time τ , we can see it is manifestly boost invariant. The key step in computing the

tensor in code is to first get the average charge densities of both nuclei µ1 and µ2.

From (5.31) we can see that ε0 is proportional to the product ‘µ1(~x⊥)µ2(~x⊥)’. We use

the thickness function from equation (1.4) derived from the Wood Saxon potential

for the functional form of the µk. For this in our code we numerically integrate

the Wood-Saxon nucleon density over z-axis using the GSL library and compute

the thickness function as a function of transverse coordinates only. In our hydro

simulation we used the thickness function of two Gold (Au) nuclei separated by an

impact parameter b, hence the nuclear densities are

µ1 = C TAu

(
x+

b

2
, y

)
,

µ2 = C TAu

(
x− b

2
, y

)
. (5.37)

where C is a normalization parameter. Once we compute µ1 and µ2 for both
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the nuclei then it is straightforward to compute the ε0, δ1, αi and βi terms from

equations (5.32) and (5.33). In this step we also need the x and y derivatives of the

µ’s, for which we used the WENO scheme, so as to get smooth numerical gradients.

Lastly for the hydro simulation we chose an energy scale of Q = 1 GeV and mass

m̂ = 0.3 GeV. With this our calculation of the tensor in (5.30) is complete.

At this point our energy momentum tensor describes a system of classical gluon

fields. The actual process of decoherence and thermalization is not quite clear yet,

but is known to happen very fast. Here we adopt the matching procedure as in

[98]. Thus we simply decompose the energy momentum tensor into the local energy

density ε, the four velocity uµ, shear viscosity πµν and the bulk viscosity Π. Thus

we simply write (5.30) as

T µν =
(
ε+ P (ε)

)
uµuν − P (ε) gµν + πµν + ∆µν Π (5.38)

Notice that,

T µνuν =
(
ε+ P (ε)

)
uµ − P (ε) uµ = ε uµ. (5.39)

Using this interesting property we can see that the solution for the Eigenvalue

problem

T µν u
ν = ε uµ, (5.40)

gives us the local energy density ε as the Eigenvalue and the four velocity comes

from the corresponding Eigenvector. We use the GSL library routines to solve for the

Eigen values of T µν . Out of the possible four solutions, only one set of Eigenvalue

and vector, gives us positive ε and a causal structure for the four velocity. Next thing
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in order, is to find both the bulk and shear viscosity. Another property of the energy

momentum tensor is that its trace is given by

Tr(T µν) = ε− 3P (ε) + 3Π. (5.41)

Since we already know the tensor T µν , ε and P (ε), we can calculate the bulk

viscosity

Π =
1

3

(
Tr(T µν)− ε+ 3P (ε)

)
. (5.42)

Finally we can calculate the shear tensor,

πµν = T µν −
[(
ε+ P (ε)

)
uµuν − P (ε) gµν + ∆µν Π

]
. (5.43)

Here we have used the modern lattice QCD equation of state s95p-PCE165-v0

[1, 99], in its parametrized form.

From this we now have a complete CGC based initial condition which gives us

fluid energy, velocity and the initial viscosity. Recall that the Navier-Stoke values of

viscosities are given by

πµνNS = 2 η ∆µναβ ∂;αuβ (5.44)

ΠNS = −ζ ∂;ρu
ρ (5.45)

In figure (5.3) we present comparisons between the bulk and shear stress from

CGC initial conditions and the bulk and shear stress from Navier-Stokes based on

the initial flow profile. We find two interesting features
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Figure 5.3: Comparative plots between CGC based initial condition and the Navier-
Stokes initialization for both shear and bulk viscosities at τ = 0.1 fm.
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• The general shape of viscous stress (both bulk and shear) from classical gluon

fields is similar to their Navier-Stokes behavior.

• We can see that except for πxy in all other cases the magnitude of viscous stress

from CGC is greater than the Navier Stokes value, and in some cases like πxη

or πyη the difference can be very large.

While the latter result is not surprising as the system is not close to equilibrium, the

first result is somewhat unexpected and deserves more attention in the future.

5.3 Results

In this section we will present some of the results from our CGC hydro simulation.

For this section we have simulated the collision of two gold nuclei at various impact

parameters. The parameter C in (5.37) and hence the initial maximum temperature

in the grid at τ = 0.1 fm has been adjusted such that

Tmax(τ = 0.6 fm) ≈ 0.4 GeV, (5.46)

which roughly matches initial energy densities at RHIC. However no precision fits to

data have been performed here for further refinement.

5.3.1 Evolution of Physical Quantities

For observing the evolution of physical quantities we did a simulation with impact

parameter of b = 6 fm. In table 5.1 we have listed the details of the grid. The

shear viscosity over entropy ratio was set at η/s = 1/4π. Bulk viscosity was set at

ζ/s = 0.01/4π.
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Table 5.1: Grid details for the CGC initial condition at b = 6 fm.

Coordinate Min Max Grid Spacing Grid Points Integration Scheme

x (in fm) -20 19.5 0.1 400 KT(WENO)

y (in fm) -20 19.5 0.1 400 KT(WENO)

η -0 0 0 1 KT(WENO)

time τ (c) 0.1 9.604 0.002 4752 TVD-RK3

In Fig. 5.4 we show temperature T , velocities vx, vη and the shear stress πxy at

various time steps between 0.1 fm and 9.6 fm for η = 0. As expected we can see the

temperature coming down until we stop the hydro simulation when the system cools

down below 120 MeV.

5.3.1.1 Flow Features

The angular momentum about y axis, Ly is a quantity of interest for us. We talk

about it in more detail in the sub-section 5.3.3. Since the flow vy does not contribute

to Ly let’s study the flow vector {vx, vη} in the xη plane. We can see in Fig. 5.5a

that the initial longitudinal velocities vη dominates and contributes to a negative Ly

and by the end of the hydro simulation (Fig. 5.5b) we see that the vη dies and we

have a strong radial flow.

5.3.2 Momentum Anisotropy

In this and the next sub-section (5.3.3) we run the CGC simulation at various

impact parameters. The x and y grid details are same as in table 5.1. In each case, as

before, we run the hydro simulation until the peak temperature in the computational
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Figure 5.4: Time evolution of temperature T , velocities vx and vz ≡ τvη and the
shear stress component πxy of the physical quantities. All of these quantities have
been calculated at η = 0 for the longitudinal boost invariance assumption and with
an impact parameter of b = 6 fm.
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Figure 5.5: A plot of the vector {vx, vη} at y = 0 in the xη plane. The colored shading
in background shows the energy density. The initial longitudinal flow converts to
radial flow by the end of hydro simulation.

grid has cooled down below 120 MeV. Hence, dependent on the impact parameter b,

the run time of the simulation is different for each case. We show the temporal grid

details in table 5.2. In hydrodynamics the anisotropy

ω =

∫ (
T xx − T yy

)
dx dy∫ (

T xx + T yy
)
dx dy

, (5.47)

is the quantity reflecting elliptic flow v2. We can also define this only for the ideal

part of energy momentum tensor.

ωideal =

∫ (
T xxideal − T

yy
ideal

)
dx dy∫ (

T xxideal + T yyideal
)
dx dy

(5.48)
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Figure 5.6: Momentum anisotropy.

In Fig. 5.6 one can observe the expected suppression in anisotropy to the ideal

part due to the presence of shear and bulk viscosity.
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Table 5.2: Grid details for the time evolution of CGC runs at various impact param-
eters

Coordinate Min Max Grid Spacing Grid Points Integration

b = 0, time τ (in fm) 0.1 12.224 0.002 6062 TVD-RK3

b = 2, time τ (in fm) 0.1 11.806 0.002 5853 TVD-RK3

b = 4, time τ (in fm) 0.1 10.804 0.002 5352 TVD-RK3

b = 6, time τ (in fm) 0.1 9.604 0.002 4752 TVD-RK3

b = 8, time τ (in fm) 0.1 8.558 0.002 4229 TVD-RK3

b = 10, time τ (in fm) 0.1 7.602 0.002 3751 TVD-RK3

5.3.3 Angular Momentum - Ly

Our CGC initial conditions exhibit obvious angular momentum for b 6= 0. This

is to be expected. Note however that the total angular momentum in the system

would not be conserved since the sources on the light cone are fixed. However, we

can study angular momentum around mid-rapidity and relative behavior e.g. as a

function of impact parameter. In the relativistic case we need the covariant angular

momentum density tensor

Mµνρ = xµT νρ − xνT µρ (5.49)
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Figure 5.7: Angular momentum component Ly around the origin.

Integrating over some spatial volume we get

Mµν =

∫
Mµν0 τdxdydη (5.50)

The familiar angular momentum operator (Lk) about any axis can be extracted

from the components of this tensor, since

Mµν = εijkLk , (5.51)

here εijk is the anti-symmetric Levi-Cevita symbol. The reference point chosen

in (5.49) is the origin. In Fig. 5.7 we show Ly around η = 0 as a function of time

τ for different impact parameters. To compute (5.50), in the η direction we have
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done the integration from η = −0.5 to η = 0.5, while in the x and y directions we

have integrated from −20 fm to 20 fm. We observe as expected, that Ly increases

with impact parameter, and increases with time to a maximum value after which it

relaxes to zero.

5.3.4 Particle Spectra

Finally we show some results for particles generated from this hydrodynamics

code. The freeze out and particle generator developed by S. Rose were used in this

section with Tf.o = 120 MeV and impact parameter b = 6 fm. In Fig. 5.8a and Fig.

5.8b we show the spectra and v2 results for proton p. We see typical features like the

“flow shoulder” reflecting radial flow. And in Fig. 5.8c and Fig. 5.8d we show the

spectra and v2 results for pion π0.

In all of these plots we show the freeze-out with the equilibrium particle distri-

bution only (ideal) and the full result using corrections to the particle distributions

given by the shear and bulk stress [100]. And in the v2 plots (Fig.5.8b and 5.8d) we

can see the suppression of flow due to the viscous corrections just as we had observed

on the hydro side in Fig. 5.6.
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(a) Particle spectra for proton.
(b) v2 for proton.

(c) Particle spectra for pion.
(d) v2 for pion.

Figure 5.8: Figures (a) and (b) show the particle spectra and v2 for proton and in
figures (c) and (d) we see the particle spectra and v2 for pion.
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6. SUMMARY AND OUTLOOK

We have developed from bottom-up a shear and bulk viscous three dimensional

hydrodynamics code. There are several hydro codes in the market but in many

technical respects they are distinct to each other with different choices of algorithms

and implementation details. We used a 5th order WENO scheme as a reconstruction

scheme along with the KT algorithm. We saw a marked improvement in the stability

and accuracy of our results for standard tests with the WENO scheme. For an

accurate time integration we have used the total variation diminishing TVD-RK3

scheme, a variant of Runge-Kutta integration. We have run our code through a

gamut of tests many of them with analytical results and we were able to match the

results with high accuracy for non-trivial initial conditions. Gubser flow and its semi-

analytical and analytical shear viscous tests are examples of such highly non-trivial

tests. And we have run through these tests with stability and more importantly

without any manual fixes.

Finally we ran our code with CGC based initial conditions with strong initial

flows at early times, when the expansion is very high (proportional to 1/τ). Our

CGC initial conditions, have very high corrections for shear and bulk stresses, which

we have been able to run stably. We believe currently no other research group is

dealing with such initial condition with large flows and large viscous corrections. We

also discovered that the structure of viscous stresses coming from the CGC initial

conditions are similar in shape and profile to their natural Navier-Stokes values, that

can be calculated from the initial CGC flow. This was a surprising observation. We

have also studied that behavior of angular momentum in our CGC hydro evolution,

we observed that though it is not conserved globally it does relax to the ”naive”
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boost invariant case.

Our outlook for the future is

• Further investigation of the relation between CGC viscous corrections and

Navier Stokes,

• Correcting large initial radial flow that needs taming by 3rd order terms in the

CGC initial conditions,

• Eventually tuning to data from RHIC and LHC,

• And finally looking at CGC beyond boost invariance and with fluctuations,

which will be a definitive treatment of the angular momentum.
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APPENDIX A

COORDINATE SYSTEM

A.1 Relations

We are working with the hyperbolic coordinates for our (3 + 1) hydro code. The

relations connecting the hyperbolic coordinates to the Minkowski coordinates are

τ =
√
t2 − z2 (A.1)

η =
1

2
log

1 + z
t

1− z
t

= arctanh(
z

t
) (A.2)

z = τ sinhη (A.3)

t = τ coshη (A.4)

A.2 Metric

For the Minkowski space we know the metric gµν must satisfy

gµνx
µxν = 0. (A.5)

so that the space-time interval is independent of the choice of inertial frame. The

form of metric we are using for this thesis is
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

1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1


(A.6)

However, we are mostly working in the hyperbolic coordinates {τ, x, y, η}, to

which we can arrive from transformation on the Minkowski coordinates {t, x, y, z}.

The Jacobian for transformation from xµ = {t, x, y, z} to x̃µ = {τ, x, y, η}

J µ
ν =

dx̃µ

dxν
=



∂τ
∂t

0 0 ∂τ
∂z

0 1 0 0

0 0 1 0

∂η
∂t

0 0 ∂η
∂z


=



t
τ

0 0 −z
τ

0 1 0 0

0 0 1 0

−z
τ2 0 0 t

τ2


=



cosh(η) 0 0 − sinh(η)

0 1 0 0

0 0 1 0

− sinh(η)
τ

0 0 cosh(η)
τ


(A.7)

Now derivation of metric g̃µν is straight forward.

[
dt dx dy dz

]


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1





dt

dx

dy

dz


= 0 (A.8)

≡
[
∂τ ∂x ∂y ∂η

]
J µ

ν
T



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1


J µ

ν



∂τ

∂x

∂y

∂η


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Hence, we arrive at

g̃µν = J α
µ J β

ν gαβ (A.9)

And more explicitly this is

g̃µν =



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −τ 2


(A.10)

The differential length element can be written as

ds2 = dτ 2 − dx2 − dy2 − τ 2dη2 (A.11)

A.3 Covariant Derivatives and Geometrical Terms

While simplifying equations in chapter 2 we encountered covaraiant derivatives.

These covariant derivatives introduce geometrical terms. While evaluating some

of these terms let’s keep in mind that for the metric g̃µν , only non-zero christoffel

symbols are

Γηητ = Γητη =
1

τ
(A.12a)

Γτηη = τ (A.12b)

A.3.1 Expansion ∂;ρu
ρ

The expansion of fluid in hyperbolic coordinates is given by
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∂;ρu
ρ = ∂ρu

ρ + Γρρdu
d ≡ ∂ρu

ρ +
1

τ
u0 (A.13)

A.3.2 Source Terms for ∂;µT
µν

∂;µT
µν = ∂µT

µν + Sν (A.14)

Here sν comes from the covariant derivative and is given by

Sν = Γρρd T
dν + Γνρd T

ρd (A.15)

which we can work out to arrive at

Sν =



T ττ+τ2T ηη

τ

Txτ

τ

T yτ

τ

3T ητ

τ


(A.16)

A.3.3 Geometrical Term Gµν

Gµν is the geometric term which comes from contraction of four velocity uρ with

the three index ∂;ρπ
µν . That is

uρ∂;ρπ
µν = uρ∂ρπ

µν +Gµν (A.17)

Gµν = uρΓµρd π
dν + uρΓνρd π

µd (A.18)

On simplifying using the Christoffel symbols we get
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Gµν =



2πτηuητ πxηuητ πyηuητ πττuη+πτηuτ+τ2uηπηη

τ

πxηuητ 0 0 πxηuτ+πτxuη

τ

πyηuητ 0 0 πyηuτ+πτyuη

τ

πττuη+πτηuτ+τ2uηπηη

τ
πxηuτ+πτxuη

τ
πyηuτ+πτyuη

τ
2(πηηuτ+πτηuη)

τ


(A.19)

• ∂;ρu
β = ∂ρu

β + Γβρdu
d

• ∂;ρuβ = ∂ρuβ − Γdρβu
d

• σµν = ∆µναβ ∂;αuβ ≡ ∆µναβ (∂αuβ − Γdβα ud)

• Duβ = uρ∂;ρuβ ≡ uρ(∂ρuβ − Γdβρ ud)

• Dgαβ = uρ∂;ρgαβ ≡ uρ(∂ρgαβ − Γdρα gdβ − Γdρβ gαd)

A.3.4 Four Velocity

Here we will establish the relationship between four velocity in the Minkowski

coordinates {t, x, y, z} to the hyperbolic coordinates {τ, x, y, η}. Starting with

uµ = {γ, γ vx, γ vy, γ vz}, (A.20)

γ =
1√

1− v2
x − v2

y − v2
z

(A.21)

For transforming to hyperbolic coordinates

ũµ = J µ
ν u

ν (A.22)
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is to be computed. The result is

ũµ = J µ
ν u

ν (A.23)

which on calculation gives

ũµ =

{
(cosh(η)− vz sinh(η)), γvx, γvy,

(vz cosh(η)− sinh(η)) γ

τ

}
(A.24)

Comparing this result with a general structure of four velocity in hyperbolic coordi-

nates

uµ = {γ̃, γ̃ ṽx, γ̃ ṽy, γ̃ ṽη}, (A.25)

γ̃ =
1√

1− ṽ2
x − ṽ2

y − τ 2ṽ2
η

(A.26)

we can derive

γ̃ = γ(cosh(η))− vz sinh(η) (A.27)

ṽx =
vx

cosh(η)− vz sinh(η)
(A.28)

ṽy =
vy

cosh(η)− vz sinh(η)
(A.29)

ṽη =
vz − tanh(η)

τ(1− vz tanh(η))
(A.30)

Notice that in the case of boost invariance when we have vz = tanh(η), it turns out

ṽη = 0, this is the primary reason we do hydro simulation in hyperbolic coordinates.

Finally our results are from hydro are in the hyperbolic coordinate so it would be
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convenient to get the reverse relationship

γ =
cosh(η) + ṽητ sinh(η)

1− ṽ2
x − ṽ2

y − τ 2ṽ2
η

(A.31)

vx =
ṽx

cosh(η) + τ ṽη sinh(η)
(A.32)

vy =
ṽy

cosh(η) + τ ṽη sinh(η)
(A.33)

vz =
τ ṽη + tanh(η)

(1 + τ ṽη tanh(η))
(A.34)

And finally if we run the hydro simulation at only mid-rapidity (η = 0) then the

relation between flow in the two coordinate systems is

{vx, vy, vz} = {ṽx, ṽy, τ ṽη} (A.35)

115


	ABSTRACT
	DEDICATION
	ACKNOWLEDGEMENTS
	TABLE OF CONTENTS
	LIST OF FIGURES
	LIST OF TABLES
	INTRODUCTION 
	Quantum Chromodynamics (QCD) and Quark Gluon Plasma (QGP)
	Equation of State

	Time Evolution of Heavy Ion Collisions (HIC)
	Hydrodynamics in Heavy Ion Collisions
	Geometry and Initial Conditions
	Thermal Freeze-out

	A Selection of Important Observables
	Transverse Anisotropies and Spectra 
	HBT Radii

	Objective and Outline of This Thesis

	Relativistic Hydrodynamics
	Background
	Coordinate System and Metric
	Ideal Relativistic Hydrodynamics
	Non-Relativistic Dissipative Hydrodynamics
	Energy Momentum Tensor in Hyperbolic Metric
	Relativistic Navier-Stokes equations

	Israel Stewart Formalism
	Arriving from Second Law of thermodynamics
	Derivation From the Boltzmann Equation
	Israel-Stewart Equations
	Rewriting Israel-Stewart Equations in Conservative Form


	Hydro Algorithms
	The Primary Conserved Variables
	Hyperbolic Conservation Equations
	Sharp and Smooth Transport Algorithm (SHASTA)
	Transport Stage
	Flux Correction

	Kurganov and Tadmor (KT) Central Scheme 
	WENO Reconstruction
	The KT Recipe For Total Flux

	Time Integration
	Multi-Dimensional Root Finding
	3+1D Parallelization and Code Details
	Boundary Conditions
	Parallel File Writing


	Tests And Results
	Equation of State and Vorticity
	Hydrodynamics Tests in {t,x,y,z} Coordinates 
	1+1 Inviscid Sod Test
	2+1 Ideal Sod Test 
	1+1 Shear Viscous Sod Test

	Hydrodynamics Tests in {,x,y,} Coordinates 
	Fluctuating Initial Conditions 
	Bjorken Test in the Navier-Stokes Limit
	Bjorken Bulk Test 
	3+1 Gubser Flow - Ideal
	Semi-Analytical Case with Israel-Stewart
	Analytical with the Modified Israel-Stewart Equations
	Non Boost Invariant Setup with Rapidity Cutoff in Energy Density 
	Non Boost Invariant Setup Simulating vz=0 


	Color Glass Condensate based Initial Conditions
	Overview of CGC
	CGC for Later Times -  Expansion
	Energy Momentum Tensor for the Initial Gluon Field 
	Average Energy Momentum tensor for Colliding Nuclei 

	Matching with Hydro - Initial Conditions
	Results
	Evolution of Physical Quantities
	Momentum Anisotropy
	Angular Momentum - Ly 
	Particle Spectra


	Summary and outlook
	REFERENCES
	APPENDIX Coordinate System
	Relations
	Metric
	Covariant Derivatives and Geometrical Terms
	Expansion ; u 
	Source Terms for ;T
	Geometrical Term G 
	Four Velocity 





