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ABSTRACT

A need for network centric topologies using mobile wireless communications makes it important to investigate new distributed beamforming techniques. Platforms such as micro air vehicles (MAVs), unattended ground sensors (UGSs), and unpiloted aerial vehicles (UAVs) can all benefit from advances in this area utilizing advantages in stealth, enhanced survivability and maximum maneuverability. Moreover, in this dissertation, electromagnetic radiation is investigated such that the signal power of each element is coherently added in the far-field region of a specified target direction with net destructive interference occurring in all other regions to suppress sidelobe behavior. This provides superior range and resolution characteristics for a variety of applications including; early warning radar, ballistic missile defense and search and rescue efforts.

A wide variety of topologies can be used to confine geometrically these mobile random arrays for analysis. The distribution function for these topologies must be able to generalize the randomness within the geometry. By this means it is feasible to assume the random element distribution of a very large volumetric space will yield either a normal or Gaussian distribution. Therefore the underlying assumption stands that the statistically averaged beam pattern develops from an arrangement of uniformly or Gaussian distrusted elements; both confined to a variety of geometry of radius $A$ and is further generalized using a simple theory based upon the Fourier Transform. Hence, this theory will be derived and serve as the foundation for advanced performance characteristics of these arrays such as its ability for sidelobe tapering, adaptive nulling and multi beam control. In addition it will be shown that for the most ideal of conditions a steerable beam pattern free of sidelobe behavior (better known as a Gaussian distribution) is quite possible. As well these random array structures will be shown to provide superior bandwidth capability over traditional array structures since they are frequency independent. Last of all a summary of the random array analysis and its results concludes this dissertation.
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NOMENCLATURE

Path length (Cartesian) \[ Z_n \cos \psi_n = \vec{Z}_n \cdot \vec{a}_n = x_n \sin \theta \cos \phi + y_n \sin \theta \sin \phi + z_n \cos \theta \]

Path length (cylindrical) \[ Z_n \cos \psi_n = \vec{Z}_n \cdot \vec{a}_n = \rho_n \sin \theta (\cos (\phi - \phi_n)) + z_n \cos \theta \]

Path Length (spherical) \[ \vec{Z}_n \cdot \vec{a}_n = r_n \sin \theta_n \sin \phi_n \cos (\phi - \phi_n) + r_n \cos \theta_n \cos \theta \]

Phase correction (Cartesian) \[ Z_n \cos \psi_n - Z_n \cos \psi_{n0} = u_n \alpha(\theta, \phi) + v_n \beta(\theta, \phi) + \chi_n \xi(\theta) \]

Phase correction (cylindrical) \[ Z_n \cos \psi_n - r_n \cos \psi_{n0} = \mu_n \zeta_{n,1}(\theta, \phi) + \nu_n \zeta_{n,2}(\theta, \phi) \]

Phase correction (spherical) \[ Z_n \cos \psi_n - Z_n \cos \psi_{n0} = \gamma_{n,1} \xi_{n,1}(\theta, \phi) + \gamma_{n,2} \xi_{n,2}(\theta, \phi) + \gamma_{n,3} \xi_{n,3}(\theta) \]

Circular (x) random variable \[ \nu_{n,1} \triangleq \tilde{\rho}_n \cos \phi_n \]

Circular (y) random variable \[ \nu_{n,3} \triangleq \tilde{\rho}_n \sin \phi_n \]

Spherical (x) random variable \[ \gamma_{n,1} \triangleq \tilde{r}_n \sin \theta_n \cos \phi_n \]

Spherical (y) random variable \[ \gamma_{n,2} \triangleq \tilde{r}_n \sin \theta_n \sin \phi_n \]

Spherical (z) random variable \[ \gamma_{n,3} \triangleq \tilde{r}_n \cos \theta_n \]

Cartesian (x) random variable \[ u_n \triangleq \tilde{x}_n \triangleq \frac{x_n}{A} \]

Cartesian (y) random variable \[ v_n \triangleq \tilde{y}_n \triangleq \frac{y_n}{A} \]

Cartesian (z) random variable \[ \chi_n \triangleq \tilde{z}_n \triangleq \frac{z_n}{A} \]

Beamsteering (x) Cartesian \[ \alpha(\theta, \phi) \triangleq 2 \pi \tilde{A} (\sin \theta \cos \phi - \sin \theta_n \cos \phi_n) = \tilde{x} \cdot (\tilde{r}(\theta, \phi) - \tilde{r}_n(\theta_n, \phi_n)) \]

Beamsteering (y) Cartesian \[ \beta(\theta, \phi) \triangleq 2 \pi \tilde{A} (\sin \theta \sin \phi - \sin \theta_n \sin \phi_n) = \tilde{y} \cdot (\tilde{r}(\theta, \phi) - \tilde{r}_n(\theta_n, \phi_n)) \]

Beamsteering (z) Cartesian \[ \zeta(\theta) \triangleq 2 \pi \tilde{A} (\cos \theta - \cos \theta_n) = \tilde{z} \cdot (\tilde{r}(\theta, \phi) - \tilde{r}_n(\theta_n, \phi_n)) \]

Beamsteering (x) cylindrical and spherical \[ \zeta_{n,1}(\theta, \phi) \triangleq 2 \pi \tilde{A} \rho_n \cos \delta = \tilde{x} \cdot (\tilde{r}(\theta, \phi) - \tilde{r}_n(\theta_n, \phi_n)) \]

Beamsteering (y) cylindrical and spherical \[ \zeta_{n,2}(\theta, \phi) \triangleq 2 \pi \tilde{A} \rho_n \cos \delta = \tilde{y} \cdot (\tilde{r}(\theta, \phi) - \tilde{r}_n(\theta_n, \phi_n)) \]

Beamsteering (z) cylindrical and spherical \[ \zeta_{n,3}(\theta, \phi) \triangleq 2 \pi \tilde{A} \rho_n \cos \delta = \tilde{z} \cdot (\tilde{r}(\theta, \phi) - \tilde{r}_n(\theta_n, \phi_n)) \]

Beamsteering directional angle (z) spherical \[ \gamma = \cos^{-1}(\rho^{-1}_n (\cos \theta - \cos \theta_n)) \]

Beamsteering directional angle (x, y) cylindrical and spherical \[ \delta = \tan^{-1} \left[ \frac{\sin \theta \sin \phi - \sin \theta_n \sin \phi_n}{\sin \theta \cos \phi - \sin \theta_n \cos \phi_n} \right] \]
Steering magnitude cylindrical and spherical

Azimuthal random variable \( \phi_n \triangleq \phi_n - \delta \)

Elevation random variable \( \tilde{\theta}_n \triangleq \theta_n \)

Radial random variable (cylindrical) \( \tilde{\rho}_n \triangleq \frac{\rho_n}{A}, \rho_n = \sqrt{x_n^2 + y_n^2} \)

Radial random variable (spherical) \( \tilde{r}_n \triangleq \frac{r_n}{A}, r_n = \sqrt{x_n^2 + y_n^2 + z_n^2} \)

Largest diameter of array \( D \)

Effective aperture size \( A = \frac{D}{2} \)

Normalized aperture size \( \tilde{\lambda} = \frac{A}{\lambda} \)

Beamsteering coefficients \( X = \left( \Psi_x + \Psi_y + \Psi_z \right) = \left( \hat{x} + \hat{y} + \hat{z} \right) \left( \hat{r} (\theta, \phi) - \tilde{r}_n (\theta_n, \phi_n) \right) \)

Gaussian beamsteering coefficients (x) \( Z_n \cdot \hat{x} = U \)

Gaussian beamsteering coefficients (y) \( Z_n \cdot \hat{y} = V \)

Gaussian beamsteering coefficients (z) \( Z_n \cdot \hat{z} = W \)
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CHAPTER I
INTRODUCTION

1.1 Background

Applications today require radiation characteristics with high values of directivity and bandwidth, which are not often achievable by a single antenna operating on its own behalf. Ultra wide band (UWB) antennas persist to mitigate some of the bandwidth limitations and accommodate high-resolution scanning capabilities [1]-[18] with low probability intercept (LPI) and ELINT hardening. A single one of these broadband antennas operating on its own behalf will routinely not provide the sufficient amount of both bandwidth [19]-[22] and directivity. Therefore “to design antennas with very large directivities, it is usually necessary to increase the electrical size of the antenna. This can be accomplished by enlarging the electrical dimensions of the chosen single element. However, mechanical problems are frequently associated with very large elements [23]. For example, a parabolic dish is an excellent choice as a single element, but its size is limited by gravitational and thermal stresses to a few hundred feet. In addition, its silhouette is often unacceptable and aerodynamic drag precludes its use on an aircraft. Last of all, its very attractiveness with respect to its ease of scan, limits the microwave dish to a sequential scan only; for random access a phased array is required.

“An alternative way to achieve large directivities, without increasing the size of the individual elements, is to use multiple single elements to form an array. An array is a sampled version of a very large single element. In an array, the mechanical problems of large single elements are traded for the electrical problems associated with the feed networks of arrays [23].” Further this collection or distribution of radiating elements form an aggregate geometrical arrangement (called an array), capable of providing adequate radiation characteristics of large values of directivity and bandwidth [24]-[27]. Plus today’s solid-state technology, very efficient (reduced equipment size and power consumption) and low-cost feed networks can be designed and integrated into these arrays offering some of the most versatile of antenna systems. However, just as size has a natural limit for the parabolic dish, so too do cost and certain physical and electrical phenomena limit the natural size of the phased array. Techniques for extending the size of phased arrays are investigated by the use of random arrays. These random and sparse distributions of radiating elements (called an aperiodic array) can be utilized to achieve more illustrious behavior when compared to the well-populated periodic distribution [28]-[37]. Random arrays even mitigate array spacing and spatial constraints provided, which allows for considerably superior broadband behavior. An illustration of a large parabolic dish, periodic phased array and random array is shown in Figure 1. Other insightful studies for random arrays are provided by the works [38]-[101].
(a) **Directivity and beam resolution**

In the periodic array half-wavelength spacing is common especially when the elements have a narrow bandwidth. This spatial guidance creates an acceptable beampattern, but for an array of electrically large antennas degradation due to mutual coupling prevails and prevents the full utilization of its instantaneous bandwidth [30], [36]-[39] (More specifically this can be analyzed and explained in a signal processing approach provided by Section 4.3). Further use of these electrically larger radiators are necessary for more broadband or wideband capabilities [40]-[44]. For example, sparsely populated and thinned arrays [45]-[48] are utilized to relax physical size restrictions on element dimensions and spacing, but should not to be confused with random array environments. In these situations elements are removed from the overall periodicity in formations, but overall periodicity is still maintained. The increased spacing significantly reduces the unintended effects of mutual coupling on scan impedance and is of course, very different from current sheet arrays (CSAs) and other densely populated or continuous [49]-[53] wideband array designs that exploit the inter-element interactions. The primary difference between beamforming techniques using random arrays and CSAs or other more widely recognized arrangements (planar and volumetric) is the absence of periodicity. Hence the overall solution to sparse, thinned and periodic array problems is to just remove the periodicity and space the $N$ elements aperiodically into a larger aperture. This allows for greater bandwidth in beamforming across larger distances [26], [27], [32] and [35]. More so it reduces the need to have elements spaced close to each other inducing mutual coupling issues. For instance, experimentally limited studies have been performed to verify whether mutual coupling (occurring by radiation, from paths within the feed structure, surface paths, or reflections at the antenna terminal due to impedance mismatches illustrated in Figure 2) issues are minimal or not for these random arrays. But, insightful studies were performed in [32] and [37], and assessed therein demonstrating two petty outcomes. First minor increases in sidelobe level may result from small average spacing of less than two and a half wavelengths. This is also shown by the coupling magnitude of the coupling coefficients calculated in (1) for isotropic elements [102] and illustrated in Figure 3 relating the current flowing into
the $n^{th}$ element due to the current from the $m^{th}$ element. Second coupling may produce small fluctuations of main-beam amplitude as a function of the scan angle. Henceforward, this dissertation ignores the effects of mutual coupling, which were shown to be minimal anyway [32]. In addition, Chapter XIII derives an informal proof toward displaying, frequency independence characteristics of these random arrays for the first time in their history.

$$c_{nm} = \frac{\sin(kd_{nm})}{kd_{nm}} \text{ (isotropic elements)}$$

(1)

Nevertheless, it should be noted that it is theoretically possible to calculate the effects of mutual coupling, but in reality this is not easily measured and is generally unstable with scan angle. Thus, to
reduce these effects it is seen from the envelope of Figure 3 that increasing the element spacing greater than $\lambda/2$ is the best course of action for negligible mutual coupling. However, for periodic spacing thinning must be utilized, which again typically induces higher sidelobes and at times does not totally eliminate the grating lobes. On the other hand increasing the element spacing or aperture size too large for a random array induces unrealistic requirements on the phase shifter accuracy, which will also be demonstrated in this dissertation (Appendix I). Thus, a set of design guidelines are presented in regard to this accuracy for the first time.

Radiation characteristics and beamsteering of these random arrays can be controlled via adequate phase control and synchronization such that a coherence of signals superimpose upon one another in the desired target direction. The added benefit is the arrays randomized phase information causes a net destructive interference to occur outside this region, and for a large number of elements predictable sidelobes are formed adjacent to the mainlobe region based upon the Fourier transform illustrated by the vector diagrams of Figure 4. The most notable results from this randomization include a reduction in sidelobe levels without amplitude tapering and the mitigation of grating lobes over wide bandwidths [27]-[33]. A narrower beam is typically achieved in these arrays and the directive gain reaches a fundamental limit of order $N$ when the element distribution is sparse. The resolution of this beam depends mainly upon the effective aperture dimension in wavelengths and $N$, but also on the probability density function to which the elements are placed. Accordingly, the resolution of the aperture can be improved for a fixed number of elements by spreading them over a larger aperture. This can also be used to eliminate high peaking sidelobes [31] that are undesirable.

![Figure 4](image.png)

Figure 4. Phasor diagram representation of $N$ randomly spaced elements forming (a) mainbeam (b) sidelobe (c) null, but mean power grows as $N$. [102]
(b) Bandwidth and applications

Frequency independence attributes are critical in current applications since bandwidth is a major design challenge in current electronic support equipment, typically operating in the range of 2 GHz to 20 GHz. [104] For the multifunctional needs of any architecture, it is a typical fact that different functions need different bands for applications in surveillance, tracking, communications, direction finding and weapons guidance purposes. Even more though frequencies below 2 GHz are still of importance as electronic warfare operators typically have trouble detecting radars operating in the UHF band, due to the dense electronic environment. Lower HF, VHF and UHF bands can be especially effective in random array applications exploiting the advantage of their widespread use in long distance communications Table 1. This can even be extended in many applications such as: man portable networks, UAV swarms or even wirelessly networked digital array radars. [102]-[125]

<table>
<thead>
<tr>
<th>Band Designation</th>
<th>Frequency Range</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>3-30 MHz</td>
<td>OTH Surveillance</td>
</tr>
<tr>
<td>VHF</td>
<td>30-300 MHz</td>
<td>Very-long-range surveillance</td>
</tr>
<tr>
<td>UHF</td>
<td>300-3,000 MHz</td>
<td>Very-long-range surveillance</td>
</tr>
<tr>
<td>L</td>
<td>1-2 GHz</td>
<td>Long-range surveillance</td>
</tr>
<tr>
<td>S</td>
<td>2-4 GHz</td>
<td>En route traffic control</td>
</tr>
<tr>
<td>C</td>
<td>4-8 GHz</td>
<td>Moderate-range surveillance Terminal traffic control</td>
</tr>
<tr>
<td>X</td>
<td>8-12 GHz</td>
<td>Short-range tracking Missile guidance Mapping marine radar Airborne intercept</td>
</tr>
<tr>
<td>Kw</td>
<td>12-18 GHz</td>
<td>High-resolution mapping Satellite altimetry</td>
</tr>
<tr>
<td>K</td>
<td>18-27 GHz</td>
<td>Little use (water vapor)</td>
</tr>
<tr>
<td>Kw</td>
<td>27-40 GHz</td>
<td>Very-high-resolution mapping Airport surveillance</td>
</tr>
<tr>
<td>Millimeter</td>
<td>40-100+ GHz</td>
<td>Experimental</td>
</tr>
</tbody>
</table>

The incorporation of beamforming in the HF range will have significant impacts in SIGINT since the sky wave may be utilized illustrated in Figure 5-Figure 7. These characteristics provide extremely long range and high power jamming capabilities down to frequencies as low as 3 MHz. Also employing more elements at this band allows for greater power constraints and again provides significant advantages in distance. Moreover, the improvements for these lower frequencies bands will play a vital role in future applications that overcome difficulties of current phased array architectures and large antenna sizes at these low frequency ranges. [105]
HF Coastal Radar (CODAR)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating frequency</td>
<td>77.65 MHz</td>
</tr>
<tr>
<td>Transmitted power</td>
<td>30 W</td>
</tr>
<tr>
<td>Working range (50% probability)</td>
<td>up to 50 km</td>
</tr>
<tr>
<td>Length of sea surface wave (Bragg)</td>
<td>3.43 m</td>
</tr>
<tr>
<td>Depth over which current is averaged</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Range resolution</td>
<td>0.3 km, 0.6 km, 1.2 km</td>
</tr>
<tr>
<td>Azimuthal smear (Direction Finding)</td>
<td>1 degree</td>
</tr>
<tr>
<td>Azimuthal smear (Beam Forming)</td>
<td>±5.3 degrees</td>
</tr>
<tr>
<td>Integration time</td>
<td>9 minutes, 18 minutes</td>
</tr>
<tr>
<td>Accuracy of radial component</td>
<td>1…2 cm/s</td>
</tr>
<tr>
<td>Accuracy of current field</td>
<td>1…5 cm/s</td>
</tr>
</tbody>
</table>

Figure 5. High frequency (HF) codar random array application. [106]

Figure 6. Illustration of the sky wave for over the horizon (OTH) capability. [107]
Bandwidth increases will also lead to more troubling architectures. Hence, it will be more important than ever to have the necessary technological advancements ready for these mobile random array environments. Receiver and transmitter type architectures are the most critical of such needs and will need to handle these large bandwidths for data processing. Digital signal processing techniques will be needed and serve as the backbone for down conversion over increasingly wide frequency bandwidths and use in the recovery of transmitted signals. Additional incorporation of independent receivers in these architectures will reduce, if not eliminate performance inhibitors of the homodyne or direct conversion architecture. Hence, once these advancements are established incorporation of these technologies may be implemented into UAVs so that they can be launched in order to obtain video imagery containing real time video signals and time sensitive ISR (Information Surveillance and Reconnaissance) information. Tracking and delivering of this information will be vital as it alleviates the necessity of sending out reconnaissance parties for intelligence gathering purposes. Even more the incorporation of additional bandwidth will allow for these video images to be broadcast to other units in the nearby vicinity or even back to rear HQs for dissemination. [105]

(c) LPI integration

In today’s operational environment radars have to contend with very capable and advanced threats ranging “from antiradiation missiles (ARMs), radar warning receivers (RWRs), electronic warfare support (ES) interception capabilities, and electronic attack (EA) systems. All of these are designed to contribute to the degradation of radar performance by jamming, evasion, or destruction.” [108] To counteract these threats and survive it is critical for these radars to mask their presence and hide their emissions from hostile receivers. For this purpose, radars composed of random arrays will be essential for masking their presence; benefits of utilizing a wider operational bandwidth for high duty cycle/wide band transmission containing enough frequency agility will be vital to not be seen. Also employing irregular and advanced scan patterns (modulations), power management control, and ultra-low side lobe levels (-45 dB and below for LPI radar) will further benefit. Accordingly, these architectures provide what is “called
Low Probability of Intercept (LPI) radars and they use techniques to see and not to be seen by modern and capable intercept receivers. In fact, so called LPI performance is a probability event” [108]. Last of all, the overall incorporation of LPI capability integrated into random arrays offers momentous advancements in monostatic/bistatic and multistatic configurations, coherent detection and high processing gains illustrated in Figure 8.

![Bistatic Radar Diagram](image)

Figure 8. Notional example of bistatic radar from the notes of [109].

Another advantage of wide-bandwidth characteristics of these random arrays will help LPI radars in effort toward spreading their radiated energy over a wider spectrum of frequencies. This allows the LPI radar the ability exploit the time bandwidth product and reduce its peak transmitted power so low such that it is buried within the environmental noise floor. As a consequence it becomes exceptionally difficult for an ES receiver to detect the LPI radar since it must search these tremendously large bandwidths to find the transmitting LPI radar. In addition, “due to the mismatch in waveforms for which the ES receiver is tuned, the LPI radar is effectively invisible to the ES receiver, since the high peak power transmitted by the pulsed radar can easily be detected by ES receivers.” [108] Therefore continuous wave (CW) radars are a very popular choice, because they have the ability to send very low power while still maintaining the required energy profile by taking advantage of energy superposition across these large bandwidths. An illustration of other available waveforms are presented in Figure 9 as alternatives. However though, it should be noted that the increased bandwidth and incorporation of FMCW will also alleviate issues of range gating once again making it a better choice.
Another perpetual benefit of very large bandwidths permit the utilization of the uncommon frequencies used as the carrier frequencies. “An LPI radar can use frequencies of 22, 60, 118, 183, and 320 GHz at which peak absorption occurs. This will serve to maximize attenuation in order to mask the transmit signal and limit reception by hostile receivers (atmospheric attenuation shielding). Because of the high absorption of the emitter’s energy, this technique is always limited to short range systems.” [108] However, when incorporated into random arrays and collaborative coherent beamforming type situations, limitations in range can be assuredly overcome, but at a burdensome expense of wasted power. Hence, this is not one of the more green (energy efficient) of choices, but provides as an example. An illustration of these troublesome frequencies is provided below in Figure 10.

![Diagram of waveforms and their characteristics.](image)

**Figure 9. Examples of common waveforms.** [109]

![Graph showing attenuation of radio waves vs. frequency.](image)

**Figure 10. Attenuation of radio waves vs. frequency.** [110]

The only misfortune of incorporating LPI capability into random array radar is the ability to also counter it using another random array. For instance an ES receiver composed of a random array may be
designed to contain the same sensitivity of the CW signal using conventional pulse signals. The process does this by employing a technique known as dereamping. This process “forms an adaptive matched filter to the linear FMCW LPI radar signal in order to achieve the processing gain that is equal to the received signal’s time-bandwidth product.” [111] Hence, the overall processing gain may end up being countered, however the likelihood of this must be further investigated first.

\(\text{(d) Spatial division multiple access (SDMA)}\)

Another advantage of collaborative beamforming whether it applies classically or distributedly is the ability to take advantage of modern Space-Division Multiplex Access (SDMA) technology. This architecture enables channeling of radio signals based upon a mobile devices location and is a MIMO (Multiple-Input-Multiple-Output) architecture. This is primarily suitable for mobile ad-hoc networks, because it sets up a one-to-one type mapping between a networks bandwidth division and identified spatial division. A more in depth analysis of this procedure will be covered in Appendix I Chapter XXI of this dissertation.

1.2 Previous Work (Non-Theoretical Historical Advancement)

The analysis of random arrays was considered initially by numerous researchers from [26], and [34]-[36]. The more widely recognized probabilistic approach for analysis of random arrays in linear and planar topologies contexts was examined in rigor by Lo et al. in [28]-[31] and benchmarked experimentally in [37] for planar topology. These works provided a foundation for further studies (e.g., [6]-[14]), which extended the theory into the treatment of other canonical geometries. For example, periodically spaced phased arrays have been known for decades, and the most popular types are planar. For these arrays, it is known the main beam tends to deteriorate rapidly as it’s scanned towards the plane of the array [58]-[62]. This demise makes geometries like circular and spherical topology of greater interest. However, difficulty arises since these arrays are not expressed in terms of simple polynomials and when the array is random; these types of arrays have a tendency to become very complex.

The investigation of randomly spaced circular and spherical arrays was first done by [58] in the late 60’s and later in the late 70’s [59]-[61]. For the time being it was believed, “no particular element arrangement on the circle or sphere of a random array could result in mathematical simplicity, thereby leading to a closed form solution except for the special case of very small element spacing’s where some approximate solution could be found [58]. Conversely, it is shown in this dissertation that a structure of mathematical simplicity does exist and is used to formulate simple closed form solutions for any simple Euclidean topology. In addition, Panicali and Lo simulated experiments using the Monte Carlo method to test the validity of their theory. Instead, this dissertation will not use the Monte Carlo method since simple closed form solutions are now known to exist.

Synthesis of random arrays remains an open problem today since optimizations techniques present non-unique solutions; such that an infinite number of variations of the solution exist. Yet, a
number of attempts have been made to optimize these topologies. For example, an examination from [55] has determined null locations may be prescribed to a pattern when elements are known with a tolerance of approximately one wavelength or better. Alternative synthesis approaches have been investigated from [56] to optimize the aperture with a fixed set of elements to provide better performance characteristics. Overall, the optimization or synthesis of random arrays will not be covered in this dissertation, but its implications may serve to be of vital importance in future applications (especially allocated to mobile distributions).

Other studies have determined a random array typically loses effectiveness in scanning the main beam when the total number of elements is too low. In so doing this produces higher sidelobes in the pattern and predictability in the pattern is lost; past the third null of the main beam [57]. For this reason, low resolution will induce a large collection of artifacts to be collected during conventional radar scans. Last of all fewer elements reduces gain such that the periodic structure of the same aperture size, element type and feed structure becomes superior [57].

Finally it is important to note that other interesting work for random arrays has been ongoing for over a decade at the Naval Post Graduate School under the mentorship of Dr. David C. Jenn. This research is explicitly related to radar applications based on opportunistic arrays and includes a number of master thesis’s [112]-[125].

1.3 Scope of Research or Dissertation Objective

In the past random arrays have suffered from limited knowledge of radiative properties. In addition, complexity of analysis, synthesis, and cost to test made them disadvantageous to implement in real time. However, over the past few decades further contributions have been added to the literature of random arrays. In part this is due, because of an increasing interest in ultra-wide band antennas structures, networks on the move and increased technology developments. Hence, these radiative properties will be fully defined in this dissertation.

The goal of this work is to provide a summary of an alternate and potentially more tractable formulation for the previously mentioned works on random array studies provided in [9]-[12]. By the same token, this dissertation along with other recent papers [6]-[14] is designed to provide better insight into the characteristics of random arrays. Care has been taken in the derivations such that the topic is traced easily to its origins from [26], [31], and [34]-[36]. In addition, the understanding framework of the theory makes more advanced concepts easier to grasp. Even more the fundamental theory is the foundation of ongoing systems and it’s important to understand since the future main objective is to incorporate such theory into applications such as Wirelessly Networked Distributed Digital Random Array Radar (WNDDRAR) shown in Figure 11 (also called an opportunistic array) [103] or other natural beamforming scenarios of: swarming, flocking, herding or shoaling. Also of interest will be the incorporation of WNDDRAR’s and random array distributions into Wide Sensor Networks (WSN) shown in Figure 12. Moreover, the current
The state of this research is a mixture of the digital beamformer and the analog beamformer shown in Figure 11.

Figure 11. Example of a WNDDRAR (top) and opportunistic array (bottom). [124]
This architecture employs a digital beamformer (computer processor) and controller to compute beam control data (phase and amplitude weights) for each element differently from the conventional microwave beamforming network. These latter systems are bulky and contain complicated mechanical gimbal systems, servos and rotary joints to steer the beam of the antenna and are thereby eliminated; making digital phase shifting a premier advantage. Even more no mechanical wear and tear is tied to these systems, hence eliminating preventative maintenance and additional power requirements for control of these devices. Hence, a multitude of applications benefit: multiple simultaneous beams can be achieved by the means of digital-beam-forming (DBF) (multiple tracking); ultra-low sidelobes (-45 dB), narrow beams for low probability intercept (LPI) capability (with minimum mutual interference effects), pattern control and null positioning in the direction of noise jammers, adaptive beamwidth, data rate reconfiguration for tracking purposes and last of all clutter suppression (range degradation). Perhaps providing the arrays most central advantage, multi-functionality, and integrated value into many applications such as communications, data-links, radar (search and track), and electronic warfare (EW).

Lastly, a Wirelessly Networked Distributed Digital Random Array Radar (WNDDRAR) offers the opportunity to compensate for the failure of hundreds to thousands of elements in the design. Damage, destruction or defects from several elements will not shut down the entire system down, but instead, provide graceful degradation. Even a single source of error can be found and associated to a single damaged element. With this knowledge a hot swap of the damaged element can be made improving the systems mean-time between failures and repair time contrasted to conventional techniques. More
advanced predictors of the peaking sidelobe versus number of elements will be provided in Chapter 14 to serve as a guide for the required number of elements.

Henceforth, as previously stated the overall main objective of this dissertation is to completely and fully understand the internal workings of random arrays. Next is to merge the theoretical concepts of random arrays into practical applications to include:

1. Wirelessly Networked Distributed Digital Random Array Radar (WNDDRAR) for long range radar capability
2. Man Portable Network (MPN) with improved range and network capability
3. Unpiloted Aerial Vehicle (UAV) swarm for enhanced Information, Surveillance, and Reconnaissance (ISR) applications.

Hardware for the proposed applications can be found in the sources of [1], [5], [102]-[125]. These applications will be seen to benefit from ad hoc configurations relating to the vigorously derived closed form pattern solutions of this dissertation. Noting that certain outstanding difficulties still exist, the overall conclusion is that merging the theoretical and design concepts of distributed beamforming is viable and yields operational advantages in terms of both military and civilian applications.

1.4 Organization of Dissertation

This dissertation comprises a variety of aperiodic arrays structures and a more thorough examination and emphasis is placed into determining characteristics for circular and spherical topology. Chapter II begins with simple electromagnetic theory of which the goal is to derive the free space Greens functions. Chapter III presents simple array theory and derives the array factor and radiation pattern given a set of assumptions that are used in throughout this dissertation. Chapter IV applies statistics to the radiation pattern and results with the mean valued radiation pattern. Chapter V relates the derived volumetric radiation pattern to previous works. Chapter VI-Chapter X derive pattern statistics of the main beam such that: Chapter VI presents a method for creating nulls in the pattern, Chapter VII shows the characteristic modes of circular and spherical random array, Chapters VIII and X derive the taper functions for the main beam and Chapter IX derives the procedures for creating multiple beams. Moreover, the reason why Chapter X follows Chapter IX is because it will be shown that a Gaussian is nothing more than the self-convolution of a distribution over and over again (or multiplication of itself over and over again in the Fourier domain), which makes Chapter IX a predecessor of Chapter X. An experimental campaign of these results is verified in Chapter XI. The next part of this dissertation derives the element correction procedures for tilted elements in Chapter XII and frequency independence of a random array in Chapter XIII. A more statistical formulation is derived in Chapter XIV in order to derive the maximum peaking sidelobe in the beampattern of a random array, which is a critical design feature for array designers. Chapter XV continues with this statistical analysis by deriving the maximum phase shifter and range error allowed for the random array. After this a near field analysis is derived for deriving the
radiation pattern anywhere and everywhere, which is not exclusive to the Fraunhofer region! Chapter XVII ends with a conclusion of random arrays. Also for more in depth analysis and application extension of applicable use an appendix is provided in Appendix I. Appendix II-XV are provided as additional extended explanations and derivations of these random arrays.
CHAPTER II

A REVIEW OF MAXWELL’S EQUATIONS, VECTORS AND SCALAR POTENTIALS

Mathematical notation and foundations will follow throughout this dissertation and clarity of these foundations is the goal. This chapter is closely followed from the notes found online by [67]. The goal of this chapter is to set up the notation and foundation of which will be used for establishing standard notation with deeper understanding of the physical process and behavior of random antenna arrays. First Maxwell’s equations are established in (2)-(8).

2.1 Maxwell’s Equations

(a) The law of induction (Faraday’s law)

\[- \nabla \times \vec{E} = \frac{\partial \vec{B}}{\partial t} + \vec{M}\]  

\[e = \int_{S} \vec{E} \cdot d\vec{c} = -\frac{\partial}{\partial t} \iint_{S} \vec{B} \cdot d\vec{s} = -\frac{\partial \Psi}{\partial t}\]  

Where \(\vec{E}(\text{V/m})\) is the electric field intensity, \(\vec{B}(\text{T} = \text{Wb/m}^2)\) is the magnetic field density, \(\vec{M}(\text{V/m}^2)\) is the magnetic current density, \(\Psi(\text{Wb} = \text{V} \cdot \text{s})\) is the magnetic flux and \(e(\text{V})\) is the electromotive force.

(b) Ampere’s law, generalized by Maxwell to include the displacement current \(\partial \vec{D}/\partial t\)

\[\nabla \times \vec{H} = \frac{\partial \vec{D}}{\partial t} + \vec{J}\]  

\[I = \int_{c} \vec{H} \cdot d\vec{c} = \iint_{\Sigma} \left( \frac{\partial \vec{D}}{\partial t} + \vec{J} \right) \cdot d\vec{s}\]  

Where \(\vec{H}(\text{A/m})\) is the magnetic field intensity, \(\vec{D}(\text{C/m}^2)\) is the magnetic field density, \(\vec{J}(\text{A/m}^2)\) is the electric current density and \(I(\text{A})\) is the electric current.

(c) Gauss’ electric law

\[Q = \iint_{S} \vec{D} \cdot d\vec{s} = \iiint_{\Sigma} (\nabla \cdot \vec{D}) dv = \iiint_{\Sigma} \rho dv\]  

(6)
Where \( \rho \left( \text{C/m}^3 \right) \) is the electric charge density and \( Q \left( \text{C} \right) \) is the electric charge. This also includes the continuity relation (7); due to taking the divergence of both sides of (4):

\[
\nabla \cdot \mathbf{j} = -\frac{\partial \rho}{\partial t}
\]

\( \text{(d) Gauss’ magnetic law} \)

\[
Q_m = \oint_S \mathbf{B} \cdot d\mathbf{s} = \iint_{\Sigma} \left( \mathbf{\nabla} \cdot \mathbf{B} \right) d\mathbf{V} = \iiint_{\Omega} \mathbf{n} \cdot d\mathbf{V}
\]

Provided that \( \mathbf{M} = 0 \), contributes \( \mathbf{\nabla} \cdot \mathbf{B} = 0 \) from (2).

Maxwell’s equations (a-d) are insufficient to solve for the four vector quantities: \( \mathbf{E}, \mathbf{D}, \mathbf{H} \) and \( \mathbf{B} \) (twelve scalar quantities) and in consequence two additional vector equations are needed.

\( \text{(e) Constitutive relationships} \)

The constitutive relationships in (9) and (10) describe the properties of matter with respect to electric and magnetic forces. In an anisotropic medium, the dielectric permittivity and magnetic permeability are tensor quantities whereas in an isotropic or vacuum, they are constants (or tensors whose diagonal elements only are nonzero and are the same): \( \varepsilon_0 = 8.854187817 \times 10^{-12} \text{ F/m}, \mu_0 = 4\pi \times 10^{-7} \text{ H/m} \).

This dissertation’s interest will focus upon an isotropic medium, such that the vectors \( \mathbf{D} \) and \( \mathbf{E} \) are collinear. Hence, the vectors \( \mathbf{B} \) and \( \mathbf{H} \) take the simple form \( \mathbf{B} = \mu \mu \mathbf{H} \) and \( \mathbf{D} = \varepsilon_0 \varepsilon \mathbf{E} \) such that \( \varepsilon \) is the relative permittivity and \( \mu \) is the relative permeability.

\[
\mathbf{D} = \| \varepsilon \| \mathbf{E}
\]

\[
\mathbf{B} = \| \mu \| \mathbf{H}
\]

In a lossy medium (non-vacuum) the dielectric properties of both permittivity and permeability loss are represented respectively by the loss angles \( \delta_d \) (11) and \( \delta_m \) (12).

\[
\varepsilon = \varepsilon' \left[ 1 - j \left( \frac{\varepsilon''}{\varepsilon'} \right) \right] = \varepsilon' \left[ 1 - j \left( \tan \delta_d + \frac{\sigma}{\omega \varepsilon'} \right) \right]
\]

\[
\mu = \mu' \left[ 1 - j \left( \frac{\mu''}{\mu'} \right) \right] = \mu' \left[ 1 - j \left( \tan \delta_m \right) \right]
\]

\( \text{(f) Time-harmonic field analysis} \)

Field phasors relationships (13) and (14) are introduced in the analysis of time harmonic electromagnetic fields where the notation of time-dependent field vectors are represented by the lower-case letters, while their phasor relationship is denoted with upper-case letters.
\( e(x, y, z, t) = \text{Re}\{E(x, y, z)e^{j\omega t}\} \)  \hspace{1cm} (13) \\
\( \tilde{h}(x, y, z, t) = \text{Re}\{\tilde{H}(x, y, z)e^{j\omega t}\} \)  \hspace{1cm} (14)

2.2 Vector and Scalar Potentials

In a linear medium, a field can be found by superimposing the partial field due to the electric sources \( \hat{\mathbf{E}} \) only and the one due to the magnetic sources \( \hat{\mathbf{A}} \) only. A collection of these results are shown in Table 2.

<table>
<thead>
<tr>
<th>Magnetic vector-potential ( \hat{\mathbf{A}} ) (electric sources only)</th>
<th>Electric vector-potential ( \hat{\mathbf{E}} ) (magnetic sources only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\mathbf{B}} = \nabla \times \hat{\mathbf{A}}, \hat{\mathbf{H}} = \frac{1}{\mu} \nabla \times \hat{\mathbf{A}} )</td>
<td>( \hat{\mathbf{D}} = -\nabla \times \hat{\mathbf{E}}, \hat{\mathbf{E}} = -\frac{1}{\epsilon} \nabla \times \hat{\mathbf{F}} )</td>
</tr>
<tr>
<td>( \hat{\mathbf{E}} = -j\omega \hat{\mathbf{A}} - \frac{j}{\omega \mu} \nabla \nabla \cdot \hat{\mathbf{A}} ) or</td>
<td>( \hat{\mathbf{H}} = -j\omega \hat{\mathbf{E}} - \frac{j}{\omega \mu} \nabla \nabla \cdot \hat{\mathbf{E}} ) or</td>
</tr>
<tr>
<td>( \hat{\mathbf{E}} = \frac{1}{j\omega \epsilon} \nabla \nabla \times \hat{\mathbf{A}} - \frac{\mathbf{J}}{j\omega \epsilon} )</td>
<td>( \hat{\mathbf{H}} = \frac{\mathbf{J}}{j\omega \mu} \nabla \nabla \times \hat{\mathbf{F}} - \frac{\mathbf{M}}{j\omega \mu} )</td>
</tr>
<tr>
<td>( \nabla^2 \hat{\mathbf{A}} - \gamma^2 \hat{\mathbf{A}} = -\mu \hat{\mathbf{J}} )</td>
<td>( \nabla^2 \hat{\mathbf{E}} - \gamma^2 \hat{\mathbf{E}} = -\epsilon \hat{\mathbf{M}} )</td>
</tr>
</tbody>
</table>

2.3 Retarded Potentials

“Retarded potential is a term usually used to denote the solution of the inhomogeneous Helmholtz’ equation (in the frequency domain) or that of the inhomogeneous wave equation (in the time domain) in an unbounded region.” [67] For example, consider the \( z \)-directed electric current density \( \hat{\mathbf{J}} = z \hat{\mathbf{J}}_z \). Then, according to Table 2, the magnetic vector potential \( \hat{\mathbf{A}} \) also has only a \( z \)-component governed by the following equation in a lossless medium:

\[ \nabla^2 \hat{A}_z + \beta^2 \hat{A}_z = -\mu \hat{J}_z \]  \hspace{1cm} (15)

Eq. (15) is a Helmholtz equation and its solution (16) in open space is determined by the integral where \( G(P, Q) \) is the open source Green’s function of the Helmholtz equation, \( P \) is the observation point and \( Q \) is the source point.
\[ A_z(P) = \iiint_{V_Q} G(P,Q) \left[ -\mu J_z(Q) \right] dV_Q \]  

(16)

Substituting the free space Green’s function \([65]\) provides

\[ A_z(P) = \iiint_{V_Q} e^{-j\beta R_{PQ}} - \mu J_z(Q) dV_Q \]  

(17)

To further generalize the above formula, one assumes the existence of source currents of arbitrary directions, which would produce partial magnetic vector potentials in any direction. Note that a current element in the \(\hat{\psi}\) direction results in a vector potential \(\vec{A} = A_x \hat{x}\) in the same direction (unless the medium is inhomogeneous and/or anisotropic). Thus,

\[ \vec{A}(P) = \iiint_{V_Q} \mu J(Q) e^{-j\beta R_{PQ}} dV_Q \]  

(18)

The solution for the electric vector potential due to magnetic current sources \(\vec{M}(Q)\) is analogous: (and will not be used in this dissertation)

\[ \vec{E}(P) = \iiint_{V_Q} eM(Q) e^{-j\beta R_{PQ}} dV_Q \]  

(19)

Finally, we recall that not only volume sources are used to model current distributions. A useful approximation, especially for currents on a conductor surface, is the surface current density (or simply surface current):

\[ \vec{J}_s(x,y) = \lim_{\delta z \to 0} \int_{-\delta z}^{\delta z} \vec{J}(x,y,z) dz, \ A/m \]  

(20)

The magnetic vector potential \(\vec{A}\) produced by distributed surface currents is then expressed as

\[ \vec{A}(P) = \iiint_{S_Q} \mu \vec{J}_s(Q) e^{-j\beta R_{PQ}} dS_Q \]  

(21)

Currents on a very thin wire are usually approximated by a linear source, which is the current, \(I\) flowing through the wire:

\[ \vec{I}_z(z) = \lim_{\delta \to 0} \iint_{V \to 0} \vec{J}(x,y,z) dxdy \]  

(22)

The potential of line current is given by (23). An example of a line and surface current is provided in Figure 13.

\[ \vec{A}(P) = \int_{L} \mu I(Q) e^{-j\beta R_{PQ}} d\vec{L}_Q \]  

(23)
The last of these cases would be a fictitious point source current. For this current the magnetic vector potential is just the multiplication of the green's function and exciting function shown normalized below. This is an invaluable result as a random array is assumed a superposition of point sources of this nature. More on this can be found throughout this dissertation in addition to Appendix II. Also this is similar to the method of moments except the current distribution is a sampled version of point sources. To relate back to the method of moments the trouble comes from having to know the element factor.

\[
\tilde{A} = \mu \tilde{J} \left( r', \theta', \phi' \right) e^{-jk \rho - \gamma} \left( \frac{1}{r-r'} \right) \begin{cases} \text{infinitesimal dipole located at the origin} \\ \text{no integration for a point source} \\ \begin{array}{c} x' = y' = z' = 0 \end{array} \end{cases}
\]

\[
\tilde{A} = \frac{\mu I_0}{4\pi r} \left( \hat{r} + \hat{\theta} + \hat{\phi} \right)
\]

\[
\tilde{A} = \frac{e^{-jk r}}{4\pi r} \left( \hat{r} + \hat{\theta} + \hat{\phi} \right) \mid_{L_0 = \frac{1}{\mu}}
\]

**2.4 Far Fields and Vector Potentials**

*(a) Potentials*

The further away from the antenna (observation point), the more spherical like is the emanated wave causing the antenna to look like a point source regardless of physical shape. Hence, this region is known as the *far field* or *far zone*. These spherical like properties of the wave add similar to Huygens principal, but for now, are applied to the vector potential provided in (25) derived from the integral in (17).

\[
\tilde{A} = \left[ \hat{r} \cdot A_r (\theta, \phi) + \hat{\theta} \cdot A_\theta (\theta, \phi) + \hat{\phi} \cdot A_\phi (\theta, \phi) \right] \frac{e^{-jk r}}{r}, \ r \to \infty
\]

Another way of describing the free space Green’s function is “it demonstrates spherical like properties of the wave as the term $e^{-\mu}$ shows propagation along $\hat{r}$ away from the antenna at the speed of light. The term $1/r$ shows the spherical spread of the potential in space, which results in a decrease of its magnitude as the radius of the sphere increases. [67]” Most importantly it shows that the far-field potential
on the distance \( r \) is separable from the dependence on the observation angle \((\theta, \phi)\), and it is the same for any antenna: \( e^{-jr} \) regardless of the physical shape.

To arrive at this expression we examine (17) in further detail such that when “the observation point \( P \) is very far from the source, the distance \( R_{PQ} \) between \( P \) and the integration points varies only slightly as \( Q \) sweeps the volume of the source. It is almost the same as the distance \( r \) from the origin to \( P \) since we usually position the origin of the coordinate system close to the source center [67].” Thus, it is the typical convention to use the following approximation (attributed to Kirchhoff) known as the far-field approximation.

\[
\frac{e^{-jr_{PQ}}}{R_{PQ}} \approx \frac{e^{-j(r-r')}}{r}
\]  

(26)

It is seen a first-order approximation is used for the amplitude, while a second order approximation is used for phase. This approximation is more critical for accuracy in the formulation and the approximation leads up to 22.5 degrees of inaccuracy as long as the three requirements are satisfied in the far field region.

<table>
<thead>
<tr>
<th>Table 3. Near Field, Fresnel and Fraunhofer Regions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactive near field</td>
</tr>
<tr>
<td>( 0 \leq r \leq 0.62 \frac{D^3}{\lambda} )</td>
</tr>
<tr>
<td>Radiating near field (Fresnel Region)</td>
</tr>
<tr>
<td>( 0.62 \frac{D^3}{\lambda} \leq r \leq 2 \frac{D^3}{\lambda} )</td>
</tr>
<tr>
<td>Far Field (Fraunhofer region)</td>
</tr>
<tr>
<td>1) ( r \geq r_{ff} = \frac{2D^2}{\lambda} )</td>
</tr>
<tr>
<td>2) ( r \gg D )</td>
</tr>
<tr>
<td>3) ( r \gg \lambda )</td>
</tr>
</tbody>
</table>

A visual example of the phase approximation is illustrated in Figure 14 below.
Figure 14. Path length approximations.

(b) Far-zone fields

Now applying the far-field approximation of the vector potential to the far-field vectors and assuming there are only electrical currents \( \vec{F} = 0 \). Then the EM fields are provided by those of (27)-(28).

\[
\begin{align*}
\vec{E} &= -j\omega \vec{A} - \frac{j}{\omega \mu \varepsilon} \vec{\nabla} \vec{\nabla} \cdot \vec{A} \\
\vec{H} &= \frac{1}{\mu} \vec{\nabla} \times \vec{A}
\end{align*}
\]  
(27)

(28)

The differential operators \( \vec{\nabla} \times \) and \( \vec{\nabla} \vec{\nabla} \cdot \) have to be expressed in spherical coordinates (29), which leads to the mathematical process of (30) and simplification (31).

\[
\begin{align*}
-j\omega \begin{bmatrix}
\hat{r} \cdot A_r (\theta, \phi) + \\
\hat{\theta} \cdot A_\theta (\theta, \phi) + \\
\hat{\phi} \cdot A_\phi (\theta, \phi)
\end{bmatrix} + j \frac{e^{-j
\mu}}{r} \vec{\nabla} \vec{\nabla} \cdot \begin{bmatrix}
\hat{r} \cdot A_r (\theta, \phi) + \\
\hat{\theta} \cdot A_\theta (\theta, \phi) + \\
\hat{\phi} \cdot A_\phi (\theta, \phi)
\end{bmatrix} \cdot \begin{bmatrix}
\hat{r} \cdot A_r (\theta, \phi) + \\
\hat{\theta} \cdot A_\theta (\theta, \phi) + \\
\hat{\phi} \cdot A_\phi (\theta, \phi)
\end{bmatrix}
\end{align*}
\]  
(29)
\[
\begin{align*}
= -j\omega \left[ \hat{r} \cdot A_y (\theta, \phi) + \hat{\theta} \cdot A_y (\theta, \phi) + \hat{\phi} \cdot A_y (\theta, \phi) \right] + \frac{1}{r^2} \frac{\partial}{\partial r} \left[ r^2 A_y (\theta, \phi) \right] + \frac{1}{r} \frac{\partial}{\partial \theta} \left[ r^2 \frac{\partial}{\partial \theta} A_y (\theta, \phi) \right] + \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \left[ \frac{\partial}{\partial \phi} A_y (\theta, \phi) \right]
\end{align*}
\]

(30)

\[
\begin{align*}
= -j\omega \left[ \hat{r} \cdot A_y (\theta, \phi) + \hat{\theta} \cdot A_y (\theta, \phi) + \hat{\phi} \cdot A_y (\theta, \phi) \right] + \frac{1}{r} e^{-i\omega r} \left[ \frac{1}{r} e^{i\omega r} \left[ A_y (\theta, \phi) \right] - \frac{j k}{r} e^{i\omega r} \left[ A_y (\theta, \phi) \right] + \frac{e^{i\omega r}}{r} \frac{\partial}{\partial \theta} \left[ A_y (\theta, \phi) \right] + \frac{e^{i\omega r}}{r} \frac{\partial}{\partial \phi} \left[ A_y (\theta, \phi) \right] \right]
\end{align*}
\]

\[
\begin{align*}
= -j\omega \left[ \hat{r} \cdot A_y (\theta, \phi) + \hat{\theta} \cdot A_y (\theta, \phi) + \hat{\phi} \cdot A_y (\theta, \phi) \right] + \frac{1}{r} e^{-i\omega r} \left[ \frac{1}{r} e^{i\omega r} \left[ A_y (\theta, \phi) \right] - \frac{j k}{r} e^{i\omega r} \left[ A_y (\theta, \phi) \right] + \frac{e^{i\omega r}}{r} \frac{\partial}{\partial \theta} \left[ A_y (\theta, \phi) \right] + \frac{e^{i\omega r}}{r} \frac{\partial}{\partial \phi} \left[ A_y (\theta, \phi) \right] \right]
\end{align*}
\]

(31)
All terms decrease as $1/r^2$ or faster are neglected for large $r$ (32)-(33). In addition to the condition (34) hence the $EM$ fields are simplified as (35)-(36) where, $\eta = \sqrt{\mu/\varepsilon}$ denotes the intrinsic impedance of the medium.

\[
E = \frac{1}{r} \left[-j\omega e^{-jkr} \left[ \frac{\partial A_\theta}{\partial \theta} (\theta,\phi) + \phi (\theta,\phi) \right] + \frac{1}{r^2} \{ \} \right] + \ldots, \quad r \to \infty
\]

(32)

\[
\vec{H} = \frac{1}{r} \left[j\frac{\omega}{\eta} e^{-jkr} \left[ \frac{\partial A_\phi}{\partial \phi} (\theta,\phi) + \phi (\theta,\phi) \right] + \frac{1}{r^2} \{ \} \right] + \ldots, \quad r \to \infty
\]

(33)

\[
\frac{1}{r} \left[ \frac{\partial^2}{\partial r^2} \left[ A_\theta (\theta,\phi) \right] + \frac{\partial}{\partial r} \left[ A_\phi (\theta,\phi) \right] \right] = 0
\]

(34)

where

\[
A_\theta (\theta,\phi) \text{ is not a function of } r
\]

\[
\begin{align*}
E_\theta &= 0 \\
E_\phi &= -j\omega A_\theta, \quad E^A = -j\omega \vec{A}, \text{ where } E^{A^A} = 0 \\
E_\phi &= -j\omega A_\phi
\end{align*}
\]

(35)

\[
\begin{align*}
H_\theta &= 0 \\
H_\phi &= +j \frac{\omega}{\eta} A_\phi = -\frac{E_\phi}{\eta}, \quad \vec{H}^A = -j\frac{\omega}{\eta} \vec{A} \times \vec{A} = -\eta \vec{A} \times \vec{E}^A \\
H_\phi &= -j \frac{\omega}{\eta} A_\phi = +\frac{E_\phi}{\eta}
\end{align*}
\]

(36)

In an analogous manner, if one assumes only magnetic sources are present the fields are:

\[
\begin{align*}
H_\theta &= 0 \\
H_\phi &= -j\omega F_\theta, \quad \vec{H}^F = -j\omega \vec{F}, \text{ where } H^F = 0 \\
H_\phi &= -j\omega F_\phi
\end{align*}
\]

(37)

\[
\begin{align*}
E_\theta &= 0 \\
E_\phi &= -j\omega \eta F_\phi = \eta H_\phi, \quad \vec{H}^A = j\omega \eta \vec{A} \times \vec{F} = -\eta \vec{F} \times \vec{H}^F \\
H_\phi &= +j\omega \eta F_\phi = -\eta H_\phi
\end{align*}
\]

(38)

“In summary, the far field of any antenna has the following important features which follow from equations (35) through (38) [67].” First there are no radial components of the fields $E_r = H_r = 0$ in the direction of propagation making it a TEM (Transverse Electro Magnetic Wave). Second the field vectors are mutually orthogonal to the direction of propagation. Third the magnitude(s) of the electric and magnetic field are related always as $|E| = \eta |H|$. 
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(c) Normalized (far) field electric field of a point source

The goal of this section is to define the electric field such that it matches to similar works in the
field of random arrays by those of [6], [9], [10], [30], [58], [81] and [82]. Hence, the set up will describe
the electric field composed from (24) and (35) as

\[ \vec{E} \approx -j \omega \hat{A}_r = -j \omega \frac{e^{-\beta r}}{4\pi r} \left( \hat{\theta} + \hat{\phi} \right) \]  

(39)

With the following normalization,

\[ \vec{E}_{\text{Normalized}} \approx \hat{A}_r = \frac{e^{-\beta r}}{4\pi r} \left( \hat{\theta} + \hat{\phi} \right) \]  

(40)

The result of (40) is used in Lo [58]. However, the theory expanded upon this result [9], [10], [81] and 
[82]. is much different than the more complex result of (40).

The works of [9], [10], [81] and [82] remove the \( \hat{\phi} \) dependence due to assuming a
symmetrically rotational pattern. This eases the mathematical analysis or otherwise the provided results in
these works. Furthermore it is shown in [65] that the array factor and element factor are independent, such
that pattern multiplication may be applied between the two. Hence, the works of [9], [10], [81] and [82]
are correct in analysis in this sense. However, if one were to assume that that the magnitudes of the
elements will differ such that the array factor and element factor are no longer independent. Then one
could use the theory of [58].
CHAPTER III
SYSTEM MODEL AND SETUP OF THE RANDOM ARRAY

3.1 Initial Considerations

Use of the term distributed has two distinct meanings in the sense of distributed beamforming. The first meaning indicates that the antennas of the array themselves are distributed over the receiving [or transmitting] plane in some randomly structured fashion. This is a departure from traditional beamforming literature, which relies on a strict, uniform [or periodic] placement of the antenna elements to reduce the complexity of the analysis through the removal of dependence on the individual locations of nodes within the arrays. When the nodes are no longer structured so nicely, the location of each element must be considered on its own, rather than simply considering the location of the array as a whole. In this scenario, the elements are still controlled by some central source; hence the locations, phase offsets, and transmit capabilities of each node are known quantities to be taken advantage of during ideal weight calculations.

The second meaning builds on the first, implying that the elements are not only distributed in terms of location, but are also independent processing units, such as with a wireless sensor network in a field. This second scenario severely limits the quantity and quality of information available to a beamformer. In this case, methods for determining ideal complex weights must be distributed in the sense that they can be carried out by each node individually without sharing significant amounts of information. If the nodes were allowed to share the total amount of information about themselves, such as through some pre-communication phase, the second scenario would collapse into the first, where ideal weights could be calculated based on the global information and disseminated through the network by a single cluster head. Early work with systems where the global parameters.

For an array of identical elements, there are five factors [102] that can be used to shape the overall radiation pattern. First is the geometrical configuration bounding the overall array. Second, the distribution of the elements bound to the overall array. Third the current excitation amplitudes of the elements used mainly for adaptive beamforming. Fourth the relative phase shift of the elements for beamsteering purposes. Last is the individual pattern of the elements.

For this study, a choice in topology to encompass a random cluster of radiating elements is the first step in random array analysis. Henceforth, a choice has been made to examine a volumetric spherically bound random array topology of $N$ elements shown in Figure 15 [6], [81] and [82] with radiators in the array denoted $P_n(r_n, \theta_n, \phi_n)$ where $\theta \in [0, \pi], \ \phi \in [0, 2\pi)$. The radius $A$ of the encompassing topology is set by the outermost radiators (this ability for inclusivenes is a key feature of these types of arrays). Several assumptions are considered to enable the analysis of the array in Figure 15. These are:

For an array of identical elements, there are five factors [102] that can be used to shape the overall radiation pattern. First is the geometrical configuration bounding the overall array. Second, the distribution of the elements bound to the overall array. Third the current excitation amplitudes of the elements used mainly for adaptive beamforming. Fourth the relative phase shift of the elements for beamsteering purposes. Last is the individual pattern of the elements.

For this study, a choice in topology to encompass a random cluster of radiating elements is the first step in random array analysis. Henceforth, a choice has been made to examine a volumetric spherically bound random array topology of $N$ elements shown in Figure 15 [6], [81] and [82] with radiators in the array denoted $P_n(r_n, \theta_n, \phi_n)$ where $\theta \in [0, \pi], \ \phi \in [0, 2\pi)$. The radius $A$ of the encompassing topology is set by the outermost radiators (this ability for inclusivenes is a key feature of these types of arrays). Several assumptions are considered to enable the analysis of the array in Figure 15. These are:
First: The location of each antenna is chosen randomly with uniform distribution inside a sphere of diameter $A$.
Second: Each antenna is assumed to be an ideal isotropic radiator
Third: All antenna elements transmit an equal amount of energy with equal path loss
Fourth: No reflection or scattering of the signal exists (e.g., no multipath fading or shadowing)
Fifth: Mutual coupling is mitigated under the assumption the antennas are separated sufficiently far away from one another
Sixth: Adequate synchronization is available to ensure frequency offsets and phase jitter is not present

Figure 15. Random distribution of elements in a spherical volume.

3.2 Array Factor

The derivation of the array factor is demonstrated in this section for a uniformly distributed volumetric random array with perfect phase information bound to a Euclidean domain. It begins by examining the magnitude of the normalized electric field $E$ in (41) of the array at an observation point $P(r, \theta, \phi)$ for randomly spaced elements at locations $P_n \left(r_n, \theta_n, \phi_n\right)$. This result is similar in respect to Huygens’s principle which states that an excited surface $S(x, y, z)$ radiates as an independent source of strength $I(x, y, z)$ of which the field at any point external to the surface is the sum or superposition of the
radiations from all the elemental radiators given in (42). The element distance \( R_n(\theta, \phi) \) in (43) provides the Euclidean distance between \( P_n \) and \( P \). This distance is simplified by means of the binomial expansion given in (44) reducing (43) to (45).

\[
E(R_n, \theta, \phi) = \frac{1}{N} \sum_{n=1}^{\infty} f_n(R_m, \theta_n, \phi_n) e^{-j \cdot k \cdot R_n(\theta, \phi, \theta_n, \phi_n)}
\]

\[
-\vec{k} = k \hat{x} + k \hat{y} + k \hat{z}
\]

\[
\vec{R} = r \sin \theta \cos \phi \hat{x} + r \sin \theta \sin \phi \hat{y} + r \cos \theta \hat{z}
\]

\[
E(R_n, \theta, \phi) = K \iiint I(x, y, z) \frac{e^{-j \cdot \vec{R} \cdot (\theta, \phi, \theta_n, \phi_n)}}{R_n(\theta, \phi, \theta_n, \phi_n)}
\]

\[
-\text{K(impedance of the medium)}
\]

\[
R_n(\theta, \phi, \theta_n, \phi_n) = \sqrt{\vec{R}_n(\theta, \phi, \theta_n, \phi_n) \cdot |\vec{r} - \vec{r}_n|}
\]

\[
= \sqrt{(r \sin \theta \cos \phi - r_n \sin \theta_n \cos \phi_n)^2 + (r \sin \theta \sin \phi - r_n \sin \theta_n \sin \phi_n)^2 + (r \cos \theta - r_n \cos \theta_n)^2}
\]

\[
= \sqrt{r^2 + r_n^2 - 2rr_n \sin \theta \sin \theta_n \cos (\phi - \phi_n) + 2rr_n \cos \theta \cos \theta_n}
\]

\[
= r \sqrt{1 + \left( \frac{r_n}{r} \right)^2 - 2r \cos \psi_n \left\{ \cos \psi_n = \hat{r}_n \cdot \hat{r} \right\}}
\]

\[
(1 + x)^n = \sum_{k=0}^{n} \binom{n}{k} x^k
\]

\[
\left| R_n(\theta, \phi, \theta_n, \phi_n) \right| = |r - r_n|
\]

\[
= r + \frac{1}{2} r \left( - \frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right) - \frac{1}{8} r \left( - \frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right)^2 + \frac{1}{16} r \left( - \frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right)^3 + \ldots
\]

If \( P \) is assumed to reside in the far field of the array, the common approximations are a first order approximation for the magnitude \( R_n \approx r \) and second order approximation for phase \( R_n \approx r - r_n \cos \psi_n \) [65]. This is a consequence of the denominator \( R_n(\theta, \phi, \theta_n, \phi_n) \) since it varies slightly over either integral or summation of (41)-(42), but the variation of \( R_n(\theta, \phi, \theta_n, \phi_n) \) in the exponent is much more significant, since \( \exp\left( -j \vec{k} \cdot \vec{R}_n(\theta, \phi, \theta_n, \phi_n) \right) \) rotates 360° as the wave travels a distance over one wavelength. Last of all this additional path length contribution can be calculated with ease by linking the
direction vectors \( \hat{r} \) from the origin (46) and \( \hat{r}_n \) from \( P_n \) (47) to \( P \) through the direction cosine in (48). This process results through the spherical addition theorem (first order), and includes the angular phasing information of each source required toward steering the main beam (e.g., the direction of constructive superposition) in the desired direction of \( P_0 \). Furthermore it is assumed that the dot product \( \vec{k} \cdot \vec{R}_n(\theta_n, \phi_n, \phi_n) \) approximates as \( k \cdot (r_n \cos \psi_n) \hat{r} = k (r_n \cos \psi_n) \) simplifying the waves direction of travel.

\begin{align*}
\hat{r} &= \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi + \hat{z} \cos \theta \\
\hat{r}_n &= \hat{x} \sin \theta_n \cos \phi_n + \hat{y} \sin \theta_n \sin \phi_n + \hat{z} \cos \theta_n \\
\cos \psi_n &= \hat{n} \cdot \hat{r} = \sin \theta_n \sin \theta (\phi - \phi_n) + \cos \theta_n \cos \theta \tag{48}
\end{align*}

It should be further noted that neglecting a third order approximation with antennas greater than \( A > \lambda \) produces a maximum phase error of \( (22.5^\circ) \) [65]. Hence, this neglection can be critical and unfavorable in certain applications. The exception is that such an approximation considerably simplifies the results leading to mathematical insight on the behavior of these random array structures.

Inserting an excitation coefficient \( f_{no}(r_n, \theta_n, \phi_n) = I_n e^{jkr_n \cos \psi_n} \) into (48) where \( I_n \) is the amplitude and \( \cos \psi_n \) is the phase information for the \( n^{th} \) element (49). Using the definition of the array factor \( F(\theta, \phi | r_n, \theta_n, \phi_n) \) the electric field distribution simplifies to (50) and to (51) for a uniform amplitude distribution \( I_n = I_o = 1 \) (isotropic source). The approximation symbol has been included to show a far field approximation has been made; the exact expression is calculated using (41).

\begin{align*}
E(r, \theta, \phi | \hat{r}_n, \theta_n, \phi_n) &= \frac{1}{N} \sum_{\alpha=1}^{N} I_n e^{jkr_n (\cos \psi_n - \cos \psi_o)} \\
E(r, \theta, \phi | r_n, \theta_n, \phi_n) &= F(\theta, \phi | r_n, \theta_n, \phi_n) \frac{e^{-jkr}}{r} \\
F(\theta, \phi | r_n, \theta_n, \phi_n) &= \frac{1}{N} \sum_{\alpha=1}^{N} e^{jkr_n (\cos \psi_n - \cos \psi_o)} \approx \frac{1}{N} \sum_{\alpha=1}^{N} \hat{e}_{n} e^{jkr_n (\cos \psi_n - \cos \psi_o)} \\
\end{align*}

Last of all for completeness of this topic it should be noted that if beamforming is expected to take place in the near field or Fresnel region of the array then a total array factor of (52) should be utilized. The first exponential of the summation is the Fourier kernel whereas the second exponential is the Fresnel kernel. Moreover, when the current excitation is such that \( \cos \psi_n = \cos \psi_o \rightarrow (\sin \psi_n - \sin \psi_o) = 1 \) the beampattern is considered to lie at the target location, such that the summation of (52) reduces to the Cornu spiral summation relation given by (53). It is determined that a change of variables of (54), and normalization by that of (55) provides the essential tools necessary of defining an acceptable tolerance level of field loss at these target locations. For instance, a typical tolerance value of the field strength at the
target location is .9, which represents a 1dB total loss. Hence, from Figure 16 a value of \( v = 1 \) is found to satisfy this tolerance threshold as given in (56). This relation is also known as the far-field condition and is known as the closest distance at which phase-front curvature may be ignored. In the work of [65] this distance is given as \( \frac{2(2A^2)}{\lambda} \) and in [101] the mean between these two distances being \( \frac{(2A^2)}{\lambda} \). For this work the far field is considered to be the typical \( \frac{(2A^2)}{\lambda} \) distance used in most of the literature.

\[
F(\theta, \phi | r_n, \theta_n, \phi_n) = \frac{1}{N} \sum_{n=1}^{N} e^{-2} (\eta_n(\theta_n, \phi_n)) \approx \frac{1}{N} \sum_{n=1}^{N} e^{\beta (r_n, \cos \theta_n, \phi_n)} e^{\beta \left( \frac{x_n^2 + y_n^2 + z_n^2}{2r} \right)}
\]

(52)

\[
F(\theta_0, \phi_0 | r_n, \theta_n, \phi_n) = \frac{1}{N} \sum_{n=1}^{N} e^{\beta (r_n, \cos \theta_n, \phi_n)} \approx \frac{1}{N} \sum_{n=1}^{N} e^{\beta \left( \frac{r_n^2}{2r} \right)}
\]

(53)

\[
\frac{\pi r^2}{2} = k \frac{r_n^2}{2r} \Rightarrow T = r_n \sqrt{\frac{2}{\lambda}}
\]

(54)

\[
\frac{F(\theta_0, \phi_0 | r_n, \theta_n, \phi_n)}{F_{\text{max}}(\theta_0, \phi_0 | r_n, \theta_n, \phi_n)} = \int_0^r e^{-\frac{2r}{\sqrt{\pi}}} dT \left| \frac{1}{v} \int_0^r e^{-\frac{2r}{\sqrt{\pi}}} dT \right|
\]

(55)

\[
v = \frac{\hat{A}}{\sqrt{2\pi r}}
\]

\[
\frac{\hat{A}}{\sqrt{2\pi r}} = 1 \quad \text{or} \quad r = \frac{\hat{A}^2}{2\lambda}
\]

(56)
3.3 Radiation Intensity and Beamforming

Precise phase information is assumed herein to examine beamsteering in a direction of $P_r(r, \theta, \phi)$; accurate position and/or location of the $n^{th}$ element is also assumed known with respect to the direction vector $\hat{r}(\theta, \phi)$ pointing from the origin to $P_o$. Thereof calculation of the phase factor in (57) leads to (58). Other methods for obtaining phase information include the use of known reference positions. In either case the proliferation of Global Positioning Systems (GPS) and other technologies have and will continue to improve the ability to accurately calculate these distances. With this in mind, it is clear that ad hoc random arrays are developing into an exciting motivation and a reason to as to why the theory should be built up from the probabilistic sense.

$$\vec{k} \cdot \vec{r}_n = kr_o \cos \psi_m = kr_o \left( \hat{r}(\theta, \phi) \cdot \vec{r}_n \right) = kr_o \left( \sin \theta_o \sin \phi_0 - \cos \theta_o \cos \phi_0 \right)$$

$$F(\theta, \phi|\theta_o, \phi_o) = \frac{1}{N} \sum_{n=1}^{N} e^{i(k r_o (\theta, \phi) - r_o (\theta, \phi))} \approx \frac{1}{N} \sum_{n=1}^{N} e^{i r_o (\cos \theta_0 - \cos \psi_m)}$$

The array factor in (58) will be analyzed throughout the rest of this paper. It can be rewritten by expanding the angular information (48) in the exponential term of (51) according to (59) using (60)-(64) to

The spiral is wrapped around an EXPONENTIAL HORN. The horn is exponentially DECLINING (A is negative): decays very rapidly with increased distance from the source point.

Figure 16. Cornu spiral. [127]
It is important to note that (59) provides a compact expression for the azimuthal and elevation
ingformation while maintaining the integrity of each random variable 

\[
\rho_n = \left[ \left( \sin \theta_n \cos \phi_n - \sin \theta \cos \phi \right)^2 + \left( \sin \theta_n \sin \phi_n - \sin \theta \sin \phi \right)^2 \right]^{\frac{1}{2}}
\]

(60)

\[\cos \delta = \rho_n^{-1} \left( \sin \theta_n \cos \phi_n - \sin \theta \cos \phi \right)\]

(61)

\[\sin \delta = \rho_n^{-1} \left( \sin \theta_n \sin \phi_n - \sin \theta \sin \phi \right)\]

(62)

\[\delta = \tan^{-1} \left[ \frac{\sin \theta \sin \phi - \sin \theta_n \sin \phi_n}{\sin \theta \cos \phi - \sin \theta_n \cos \phi_n} \right]\]

(63)

\[\cos \gamma = \rho_n^{-1} \left( \cos \theta_n - \cos \theta \right)\]

(64)

\[F(\theta, \phi | r_n, \phi_n, \theta_n) = \frac{1}{N} \sum_{n=1}^{N} e^{jkr\left(\sin \theta_n \cos \phi_n \sin \phi_n - \sin \theta \sin \phi \right)} \]

(65)

The radiation intensity in a given direction (67) is defined as the power radiated from the antenna per unit solid angle. This is obtained by multiplying the radiation density (66) by the square of the distance (67). Normalized radiation intensity is given by (68) and will also be used throughout this paper where the parameter \(Z\) holds as a placeholder for an appropriate set of random variables dependent upon the coordinate system i.e. (spherical, Cartesian, or polar).

\[W_{rad}(\theta, \phi | \tilde{r}_n, \tilde{\theta}_n, \tilde{\phi}_n) = \frac{1}{2\eta} \left| \vec{E}(r, \theta, \phi | \tilde{r}_n, \tilde{\theta}_n, \tilde{\phi}_n) \right|^2 = \frac{1}{2\eta} \left[ \left| E_\theta(r, \theta, \phi | \tilde{r}_n, \tilde{\theta}_n, \tilde{\phi}_n) \right|^2 + \left| E_\phi(r, \theta, \phi | \tilde{r}_n, \tilde{\theta}_n, \tilde{\phi}_n) \right|^2 \right]\]

(66)

\[E_\theta, E_\phi = \text{Far-zone electric field of the antenna (Element Factor)} = \begin{cases} 1 \text{ for an isotropic radiator} \end{cases}\]

\[U(\theta, \phi | \tilde{Z}) = r^2 W_{rad}(\theta, \phi | \tilde{Z}) = \frac{\left| F(\theta, \phi | \tilde{Z}) \right|^2}{\eta}\]

(67)

\[U(\theta, \phi | \tilde{Z})^{\text{Normalized}} = \left| F(\theta, \phi | \tilde{Z}) \right|^2\]

(68)

An example of this process is provided for the spherical random array. I.e., let the array factor for an independent and identically distributed (i.i.d.) distribution of isotropic elements be provided as (69) or by using the complex superposition (Euler's identity) with spherical random variables (70) and steering functions (71). These connotations are utilized to provide the utmost compactness and ease in the general process from the array factor provided in (65). Similarly the array factor for a circular random array is
provided by (72) with circular random variables (73). Last of all, an orthonormal steering vector will be defined as

$$\zeta'_{r} (\theta, \phi) = \left( \zeta_1' (\theta, \phi), \zeta_2' (\theta, \phi), \zeta_3' (\theta, \phi) \right)$$

for simplicity in analysis when referring to the beamsteering functions.

$$F(\theta, \phi | x_n, y_n, z_n) = \frac{1}{N} \sum_{n=0}^{N} e^{j \phi_n \cos \theta_n \cos \phi_n + \cos \phi_n \cos \phi_n} =$$

$$F(\theta, \phi | Y_r', Y_r', Y_r') = \frac{1}{N} \sum_{n=0}^{N} e^{j \zeta_1' (\theta, \phi) Y_r' + \zeta_2' (\theta, \phi) Y_r' + \zeta_3' (\theta, \phi) Y_r'} =$$

$$\frac{1}{N} \sum_{n=1}^{N} (u_n + j v_n) = \frac{1}{N} (U + j V)$$

$$Y_r' = \tilde{r}_n \sin \theta_n \cos \phi_n, -1 \leq Y_r' \leq 1$$

$$Y_r' = \tilde{r}_n \sin \theta_n \sin \phi_n, -1 \leq Y_r' \leq 1$$

$$Y_r' = \tilde{r}_n \cos \theta_n, -1 \leq Y_r' \leq 1$$

$$\tilde{r}_n = r_n / A, r_n = \sqrt{x_n^2 + y_n^2 + z_n^2}$$

$$\zeta'_1 (\theta, \phi) = \cos (\phi) \zeta_1 (\theta, \phi), \zeta'_2 (\theta, \phi) = \sin (\phi) \zeta_2 (\theta, \phi)$$

$$\zeta'_3 (\theta) = \cos (\gamma) \zeta_3 (\theta, \phi), \zeta'(\theta, \phi) = 2\pi A \rho_n, \tilde{\rho}_n = A / \lambda$$

$$\rho_n = \sqrt{\left( \sin \theta \cos \phi \right)^2 + \sin \theta \sin \phi \sin \phi + \sin \theta \cos \phi \sin \phi}$$

$$\delta = \tan^{-1} \left[ \frac{\sin \theta \sin \phi - \sin \theta \sin \phi}{\sin \theta \cos \phi - \sin \theta \cos \phi} \right]$$

$$\gamma = \cos^{-1} \left( \rho_n^{-1} \left( \cos \theta - \cos \phi_n \right) \right)$$

$$F(\theta, \phi | y_n', v_n') = \frac{1}{N} \sum_{n=0}^{N} e^{j \zeta_1' (\theta, \phi) Y_r' + \zeta_2' (\theta, \phi) Y_r' + \zeta'_3 (\theta, \phi) Y_r'} =$$

$$\frac{1}{N} \sum_{n=1}^{N} (u_n + j v_n) = \frac{1}{N} (U + j V)$$

$$\omega = \tilde{\omega}_n \cos \phi_n, \omega_n = \tilde{\omega}_n \sin \phi_n, \tilde{\omega}_n = \rho_n / A, \omega_n = \sqrt{x_n^2 + y_n^2}$$

These constitutive parameters provide enough information to give the normalized mean power pattern

$$U(\theta, \phi | \tilde{Y}) = \left| \frac{F(\theta, \phi | \tilde{Y}) F^* (\theta, \phi | \tilde{Y})}{\eta} \right|_{\text{Normalized}}^{\text{Normalized}} =$$

$$\frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} e^{j \zeta_1' (\theta, \phi) (Y_r' - Y_r')} e^{j \zeta_2' (\theta, \phi) (Y_r' - Y_r')} e^{j \zeta_3' (\theta, \phi) (Y_r' - Y_r')} =$$

$$\frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} e^{j \zeta_1' (\theta, \phi) (Y_r' - Y_r')}$$
The form of (74) may present itself in the form of a spherical solution, however it is also serves as the radiation intensity of a linear, planar, circular, cylindrical, and cubical random array in disguise. For instance, for the circular random array \( \theta_a = 90^\circ \) giving (75) and in order to convert (75) to a planar type the trigonometric identity of (76) is used to achieve (77)-(79).

\[
U(\theta, \phi|\tilde{\gamma}) = \frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{j\varphi(\theta, \phi)(\gamma_{1,n} - \gamma_{1,m})} e^{j\zeta(\theta, \phi)(\gamma_{1,n} - \gamma_{1,m})}
\]

(75)

\[
\tilde{y}_{x,y} = r_n \cos(\phi_n - \delta) \text{ with } -1 \leq \tilde{y}_{x,y} \leq 1
\]

(76)

\[
\tilde{y}_{x,y} = r_n \cos \delta - \sin \phi_n \sin \delta \text{ with } -1 \leq \tilde{y}_{x,y} \leq 1
\]

(77)

\[
U(\theta, \phi|x, y) = \frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{j2\pi k h(x-x_n) + j2\pi k h(y-y_n)}
\]

(79)

In fact, one should be aware that the orthonormal steering vector simplifies as

\[
\zeta_x(\theta, \phi) = \cos(\delta) \zeta(\theta, \phi) = \hat{x} \cdot (\hat{r}(\theta, \phi) - \hat{r}(\theta, \phi_n)),
\]

(80)

\[
\zeta_y(\theta, \phi) = \sin(\delta) \zeta(\theta, \phi) = \hat{y} \cdot (\hat{r}(\theta, \phi) - \hat{r}(\theta, \phi_n)),
\]

\[
\zeta_z(\theta, \phi) = \cos(\gamma) \zeta(\theta, \phi) = \hat{z} \cdot (\hat{r}(\theta, \phi) - \hat{r}(\theta, \phi_n)),
\]

\[
\zeta'(\theta, \phi) = \{\hat{x} \cdot (\hat{r}(\theta, \phi) - \hat{r}(\theta, \phi_n)), \hat{y} \cdot (\hat{r}(\theta, \phi) - \hat{r}(\theta, \phi_n)), \hat{z} \cdot (\hat{r}(\theta, \phi) - \hat{r}(\theta, \phi_n))\}
\]

3.4 Ground Plane Factor

For some applications the random array may be place above a ground plane. In these situation the ground plane factor \( GF \) is calculated for a two-element linear array along the \( z \)-axis, with vertically polarized elements (in phase image) where the parameter \( h \) is the height above the ground plane.

\[
GF = e^{jh_\cos \theta} + e^{-jh_\cos \theta} = 2 \cos(\gamma h_\cos \theta)
\]

(81)

Thus the total array factor is rewritten as a pattern multiplication of the array factor, ground plane factor and element factor.

\[
\mathbf{AF}(\theta, \phi) = F(\theta, \phi) \cdot GF_{\text{norm}} \mathbf{EF}_{\text{norm}}
\]

(82)
In general, the element factor will have both $\theta$ and $\phi$ components as shown in (86) (dipole). Hence, the array factor can be analyzed similar to [58]. This causes the total AF to have both azimuthal and elevation components as well. For example, if two half wave dipoles are aligned with the x axis ($\hat{I} = \hat{x}$, horizontal polarization) the element factor can be found from (83) [105] giving (84)-(86).

$$E(\theta, \phi) = -\frac{j\eta_0 I_m e^{-jkr}}{2\pi r} \left[ \frac{\cos \left( \frac{\pi}{2} \hat{r} \cdot \hat{I} \right)}{1 - (\hat{r} \cdot \hat{I})^2} \right] \cos \theta \cos \phi$$  \hspace{1cm} (83)

$$EF_{\phi} = \frac{j\eta_0 I_m e^{-jkr}}{2\pi r} \left[ \frac{\cos \left( \frac{\pi}{2} \sin \theta \cos \phi \right)}{1 - \sin^2 \theta \cos^2 \phi} \right] \cos \theta \cos \phi$$  \hspace{1cm} (84)

$$\hat{\theta} \cdot \hat{I} = \cos \theta \cos \phi$$

$$EF_{\phi} = \frac{j\eta_0 I_m e^{-jkr}}{2\pi r} \left[ \frac{\cos \left( \frac{\pi}{2} \sin \theta \cos \phi \right)}{1 - \sin^2 \theta \cos^2 \phi} \right] \sin \phi$$  \hspace{1cm} (85)

$$\hat{\phi} \cdot \hat{I} = -\sin \phi$$

$$\overrightarrow{EF_{norm}} = \overrightarrow{E_{normalized}} \approx \overrightarrow{A_r} = \frac{e^{-jkr}}{4\pi r} \left( \hat{\theta} + \hat{\phi} \right)$$  \hspace{1cm} (86)

To normalize these equations the leading factor $\frac{j\eta_0 I_m e^{-jkr}}{2\pi r}$ is simply removed and then the array factor would have two components associated with it like that of [58] provided in (82). Otherwise one could obtain the array factor independently of the element factor, which is done in this dissertation. Also no loss of generality occurs due to the independency of pattern multiplication. Lastly, the ground plane factor will be ignored in this dissertation, but was shown for completeness of array theory.

### 3.5 Mean Valued Radiation Intensity

Collaborative beamforming is perhaps one of the most popular and one of the newest techniques in the application of wireless communications and array theory. The technique is responsible for the generation of a beampattern using a randomly distributed antenna array with fitting phase coefficient for the elements. However, the mechanisms of the process are so complicated that a complete description of the pattern is impractical. Hence, insofar as system analysis is concerned, an average characterization of the beampattern phenomenon is adequate for the problem at hand. This type of solution gives more insight of the beampattern by giving a mathematical description; whereas previous analysis describes these type of phenomenal formulates by means of diffraction patterns. Such studies of randomly located dots in a
Bravais lattice [74]-[75] uses the fast Fourier transform (FFT) to explain the structure of crystals. The FFT thereby gives one the desired and necessary diffraction pattern of the phenomena, but the method loses mathematical foundation and description of the generated pattern. Additional analysis of diffraction patterns is found for circular and rectangular apertures in [76] using the Fourier Bessel transform. This type of solution helps provide one with mathematical clarity of the generated diffraction patterns. Now a newly developed theory has been observed and will be shown in this paper for transforming between the Bessel Fourier transform and Fourier transform. This method aids in the calculation of these radiation characteristics or so-called diffraction patterns and will be shown in application to those of random array environments.

When discussing an aperiodic (random) array it interesting to find the mean or expected value of the beampattern in order to obtain clearer understanding of its radiative characteristics. This average radiation intensity can be calculated by taking the expectation of the beampattern (87). Therefore, when (87) is applied to (68) one will have the appropriate recipe of calculating an average radiation intensity given in (88).

\[
E_z \left[ U \left( \theta, \phi \big| Z \right) \right] = \sum_{m=1}^{N} \sum_{n=1}^{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U \left( \theta, \phi \big| Z \right) f \left( Z_m \right) f \left( Z_n \right) dZ_n dZ_m
\]

(87)

\[
E_z \left[ U \left( \theta, \phi \big| \bar{Z} \right) \right] = \frac{1}{N} + \frac{1}{N^2} \sum_{m=1}^{N} \sum_{n=1}^{N} e^{j \left[ \theta_1 \right]} f \left( Z_m \right) f \left( Z_n \right) dZ_n dZ_m
\]

(88)

For the spherical coordinate system (88) takes the form of (89).

\[
E_r \left[ U \left( \theta_r, \phi \big| \bar{Z} \right) \right] = \int_{0}^{\infty} \int_{0}^{\pi} \frac{1}{N} + \frac{1}{N^2} \sum_{m=1}^{N} \sum_{n=1}^{N} e^{j \left[ \theta_1 \right]} f \left( Z_m \right) f \left( Z_n \right) dZ_n dZ_m
\]

(89)

Interchanging integration with summation leads to (90) and it is observed that the term \( 1/N \) separates from the expression since the integration is done over the entire distribution space; or in other words the cumulative distribution over the entire space is equal to one. Now applying a summation identity [81] of (91) in succession provides (92). Also since the orthonormal beamsteering coefficient and orthonormal
compound random array are independent as illustrated in (89) the mean valued array factor of (93) can also be rewritten as that of (94), which will be used throughout this dissertation.

\[
E_{r'} \left[ U \left( \theta, \phi | \tilde{Y} \right) \right] = \frac{1}{N} + \frac{1}{N^2} \sum_{m=1}^{N} \sum_{n=1}^{N} \log \int_{-\infty}^{\infty} e^{i \gamma_n(\theta, \phi)(Y_m - Y_n)} f(\tilde{Y}_n) f(\tilde{Y}_m) dY_n dY_m
\]

\[
\sum_{n=1}^{N} \sum_{m=1}^{N} e^{i \alpha(x_n - x_m)} e^{i \beta(y_n - y_m)} e^{i \chi(z_n - z_m)} =
\]

\[
N(N-1) \left[ \cos \left( \alpha(x_n - x_m) + \beta(y_n - y_m) + \chi(z_n - z_m) \right) + \right]
\]

\[
\int_{-\infty}^{\infty} e^{i \gamma_n(\theta, \phi)(Y_m - Y_n)} f(\tilde{Y}_n) f(\tilde{Y}_m) dY_n dY_m
\]

\[
E_{r'} \left| U \left( \theta, \phi | \tilde{Y} \right) \right| =
\]

\[
\frac{1}{N} + \left( \frac{1}{N} \right) \log \left| \Lambda(\xi_{\theta}, \xi_{\phi}) \Lambda(\xi_{\phi}, \xi_{\theta}) \Lambda(\xi_{\theta}, \theta) \right|^2
\]

\[
\Lambda = \text{[Main Lobe Factor]} = \text{[Characteristic Function]}^2
\]

\[
\tilde{U} \left( \theta, \phi \right) = E_{r'} \left| U \left( \theta, \phi | \tilde{Y} \right) \right| \left| \Lambda(\xi_{\theta}, \xi_{\phi}) \right|^2 \left| \Lambda(\xi_{\phi}, \xi_{\theta}) \right|^2 \left| \Lambda(\xi_{\theta}, \theta) \right|^2
\]

The resultant radiation pattern exhibits a convenient addition of two distinct terms. The first parameter represents the average power level of the side lobes; it is interesting to note this term is independent of location. The second term represents the main beam and one sees that this is represented by taking the Fourier transform of the probability density function. Or in probability theory this type of equation is commonly known as the characteristic function and completely describes the main beam of the array. These characteristic functions [31], [77]-[79] provide a useful method for analyzing probability distributions. For this dissertation and in most instances, the domain is taken to be Euclidean space and although the integral transforms may not have a simple expression, some qualitative features about the radiation characteristics of the underlying probability distribution can often be extracted. Research efforts in spaces more complicated than the Euclidean case, offer very little on characteristic functions and limited availability on probability distributions of these general domains [80]. Therefore, characteristic functions for a uniform and Gaussian distribution are explored on a general Euclidean domain since these distributions are highly likely in practice once the number of elements is large enough. In summary it has been found that for the random array problem Fourier transforms are taken with respect to the irreducible representations thereby producing a concrete expression of which the characteristic function is obtained in its complete solution.
Next one must consider that a spherical random array of isotropic radiators will present unique features of its overall mean valued radiation pattern. For example, there should be no fundamental difference as to whether the beam is scanned at broadside or endfire. Hence, these typical notations should essentially lose their physical meaning for a spherical random array, except when applied mathematically to the steering vector in (71). By this deduction it is seen that Figure 17 behaves correctly while Figure 18 does not. Second the random variables $T_n$ and $\bar{T}_n$ utilized in [6], [81]-[82] have been replaced by the correctly defined orthonormal random variable $\{ \tilde{Y}_n \} = \{ \tilde{r}_n \sin \theta_n \cos \phi_n, \tilde{Y}_n = \tilde{r}_n \sin \theta_n \sin \phi_n \}$ and $\tilde{Y}_n^z = \tilde{r}_n \cos \theta_n \}$. Furthermore, the compound random variable $T_n$ was thought to be constructed as a double sided Wigner semi-circle distribution as it appeared from the work in [82], which has appeared to be incorrect by the results of Figure 18 and (95). The fundamental error with this is that the random variable $\tilde{r}_n$ is spherically defined rather than cylindrically $\tilde{\rho}_n$. As a consequence, $\tilde{Y}_n^z = \tilde{r}_n \cos \theta_n$ is considered to rather be a parabolic (or spherical) distribution. Hence, the orthonormal random variable is distributed the same along all three coordinates with corrected mean radiation intensity of a spherical $\tilde{A} = 2.77$ and circular random array $\tilde{a} = 2$ specified in (96)-(97) illustrated in Figure 17-Figure 25.

![Figure 17. SRA pattern with corrected analysis (96) from [6]-[14] and [81]-[82].](image-url)
Figure 18. SRA pattern with incorrect analysis (95) from [6]-[14] and [81]-[82].

Figure 19. CRA pattern with corrected analysis (97) from [6]-[14] and [81]-[82].
Figure 20. Comparison of the CRA solutions at broadside $\tilde{A} = 1$.

Figure 21. Comparison of the CRA solutions at endfire $\tilde{A} = 1$. 
Figure 22. CRA pattern with corrected analysis (97) in both cut planes.

Figure 23. CRA pattern with incorrect analysis in both cut planes.
Figure 24. SRA pattern with corrected analysis (96) in both cut planes.

Figure 25. SRA pattern with incorrect analysis in both cut planes.

\[
F(\theta, \phi|Y_n, T_n) = \frac{1}{N} \sum_{n=1}^{N} e^{i\zeta_n(\theta, \phi) Y_n + \zeta_n(\theta) T_n}
\]

\[
Y_n = \hat{r}_s \sin \theta_n \cos \phi_n, \quad -1 \leq Y \leq 1
\]

\[
T = \hat{r}_s \cos \theta_n, \quad -1 \leq T \leq 1
\]

\[
\phi_n = \phi - \delta
\]

(95)

\[
\bar{U}(\theta, \phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \begin{bmatrix}
3\text{tinc}\left|\zeta_n^2(\theta, \phi)\right|^2 \\
3\text{tinc}\left|\zeta_n(\theta, \phi)\right|^2 \\
3\text{tinc}\left|\zeta_n(\theta)\right|^2
\end{bmatrix}, \text{tinc}(x) = \frac{j_1(x)}{x}
\]

(96)
The distance between the \( n^{th} \) element and the origin can be calculated in multiple fashions. I.e. one may truncate the binomial expansion of the length by any one of the following series below where the array is assumed phase at the point of interest \( \psi = 0 \). For instance, the solution of (98) is due when the pattern is taken in the near field or Fresnel zone. The transform contains the quadratic term and introduces a phase shift of \(-\left(1/2r\right)\) and has the possibility of canceling the quadratic term since \( r_n^2\left(1 - 1/2r\right) = 0 \).

More so at this range the beam pattern is equivalent to the beam pattern at infinity. Or mathematically the mean valued radiation intensity is reduced to that of (99).

\[
\left|R_n(\theta, \phi, r_n, \theta_n, \phi_n)\right| = |r - r_n| \approx r + \frac{1}{2} \left( -\frac{2\cos\psi_n r_n}{r} + \frac{r_n^2}{r^2} \right) = r - r_n + \frac{r_n^2}{2r} \quad \text{for } \psi \approx 0
\]

\[
\bar{U}(r, \theta, \phi) = \bar{U}(\theta, \phi)
\]

Alternatively the mean valued array factor can be written as (100) where \( r_0 \) is the focal distance and the term \( r_n^2/2r \) is the correction factor in the near field.

\[
\bar{F}(r, \theta, \phi|n, r_n, \theta_n, \phi_n) = \bar{F}(r, \theta, \phi|r_n, \cos\psi_n) = \int pdf(r_n, \psi_n) \exp \left[ jk \left( r_n \cos\psi_n + \frac{r_n^2}{2r} \right) \right] r_n^2 \sin\theta_n dr_n d\theta_n d\phi_n
\]

For simplicity a linear random array is assumed along the \( x \) axis reducing (100) on axis (beamsteered to \(-r_n \cos\psi_n \)) to

\[
\bar{F}(r, \theta, \phi|x_n, 0) = \int pdf(x_n) \exp \left[ jkx_n^2 \left( \frac{1}{2\Delta r} \right) \right] dx_n
\]

A notional example of the depth of the field \( \Delta r \) is shown in Figure 26 and is the factor of interest now of which it will be determined within what range the pattern can be taken such that it is within 3dB of its peak value. This is also referred to as the half-power beamwidth in range. “This expression for the depth of field is appropriate only when it is small compared to the focal distance. When the focal point approaches the near-field-far-field transition, the depth of field approaches the focal distance.” [101] By this means the hyperfocal distance is to be defined as the given focal distance of which is in focus out to infinity and on axis i.e. \( \cos\psi - \cos\psi_o = 0 \). Furthermore the hyperfocal distance is 3dB above the field
strength at infinity (ignoring geometrical spreading i.e. path loss). For simplicity again assume a linear random array oriented along the $x$-axis and let $r_0 = r_n$ with array factor

$$F(r_n|x_n) = \frac{1}{2A} \int_{-A/2}^{A/2} 1dx = 1$$  \hspace{1cm} (102)$$

Figure 26. Focused aperture and field point.

The corresponding value at infinity is provided as

$$F(r_n = \infty|x_n) = \frac{1}{2A} \int_{-A/2}^{A/2} \exp\left(\frac{jkx_n^2}{2r_n}\right) dx = \frac{2}{2A} \int_{0}^{A/2} \exp\left(\frac{jkx_n^2}{2r_n}\right) dx$$  \hspace{1cm} (103)$$

Now since the power is 3dB greater at the hyperfocal distance

$$F(r_n = \infty|x_n) = \frac{1}{\sqrt{2}} F(r_n|x_n) = \frac{1}{\sqrt{2}}$$  \hspace{1cm} (104)$$

Next combining (103) and (105) yields

$$\int_{0}^{A/2} \exp\left(\frac{jkx_n^2}{2r_n}\right) dx = \frac{2A}{\sqrt{2}}$$  \hspace{1cm} (106)$$

Now rewriting this in the form

$$\int_{0}^{A/2} \exp\left(\frac{j\pi t^2}{2r_n}\right) dt = \frac{X}{\sqrt{2}}$$  

$$t = x \sqrt{2/\lambda r_n}, X = \frac{2A}{\sqrt{2} \lambda r_n}$$  \hspace{1cm} (107)$$

Which is easily evaluated using the Cornu spiral one finds $X = 0.94\sqrt{2}$. Hence, the hyperfocal distance becomes
\[ r_n = \frac{(2A)^2}{3.5\lambda} \]  \hfill (108)

Which is approximately 1/3 the distance of the far field condition \( 2(2A)^2/3.5\lambda \). Differently the 3dB near-focal distance \( r_1 \) is the distance on the near side of the hyperfocal distance again on axis and can be calculated as

\[
F(r_1|x_n) = \frac{1}{2A} \int_{-A/2}^{A/2} \exp \left( j \frac{kx_n^2}{2} \left( \frac{1}{r_n} - \frac{1}{r_1} \right) \right) dx = \frac{1}{\sqrt{2}}
\]  \hfill (109)

In order to calculate \( r_1 \) we first observe that (110) contains two solutions by being quadratic. One solution is out at infinity by definition. Hence this reduces as

\[
F(r_1 = \infty|x_n) = \frac{1}{2A} \int_{-A/2}^{A/2} \exp \left( j \frac{kx_n^2}{2} \left( \frac{1}{r_n} \right) \right) dx = \frac{1}{\sqrt{2}}
\]  \hfill (111)

Thus, the term \( kx_n^2/2r_n \) is one of the solutions. Also since this is a quadratic equation \( -kx_n^2/2r_n \) is also a solution such that

\[
\frac{kx_n^2}{2} \left( \frac{1}{r_n} - \frac{1}{r_1} \right) = -\frac{kx_n^2}{2} \left( \frac{1}{r_n} \right)
\]  \hfill (112)

\[
\left( \frac{1}{r_n} - \frac{1}{r_1} \right) = -\left( \frac{1}{r_n} \right)
\]  \hfill (113)

\[
r_1 = \frac{r_n}{2}
\]  \hfill (114)

Now upon substitution of the hyperfocal distance of (115) the near field hyperfocal range is

\[ r_1 = \frac{(2A)^3}{7\lambda} \]  \hfill (116)

The results of these expressions are shown such that the array is focused at infinity in Figure 27. Here it is seen that rays propagate as linear lines out to infinity after leaving the length of the aperture \( 2A \). Alternatively if one is to measure at the hyperfocal distance the rays are uniformly excited upon the hyperfocal distance as shown in Figure 28. Hence, the hyperfocal distance, near-field-far-field transition range, the hyperfocal distance and the near-focal distance are all readily visualized.
Last of all this section followed in analysis similar to [101], which found the hyperfocal distance and near focal range of a linear random array. Instead to find these parameters for other types of distributions namely circular and spherical, which have been the main interest presented in this work. One should change the distribution of (102) with the appropriate distribution function. From there the mechanics are the same and it is assumed that the solutions will vary slightly from the solutions derived in this section. Also the same type of analysis can be repeated for hyperfocal distances of higher order by solving the solutions of (117) and (118). These will likely have three solutions for (117) and four solutions for (118). They will be much more difficult to solve and at the present their total value worth in doing so is unknown.
\[
\left| \mathcal{R}_n (\theta, \phi | r_n, \theta_n, \phi_n) \right| = |r - r_n| \\
\approx r + \frac{1}{2} r \left( -\frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right) - \frac{1}{8} \left( -\frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right)^2 \\
= r - r_n + \frac{r_n^3}{2r^3} - \frac{r_n^4}{8r^3} \bigg|_{\psi=0}
\]

(117)

\[
\left| \mathcal{R}_n (\theta, \phi | r_n, \theta_n, \phi_n) \right| = |r - r_n| \\
\approx r + \frac{1}{2} r \left( -\frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right) - \frac{1}{8} \left( -\frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right)^2 + \frac{1}{16} \left( -\frac{2 \cos \psi_n r_n}{r} + \frac{r_n^2}{r^2} \right)^3 + \ldots \\
= r - r_n + \frac{5r_n^3}{8r^3} - \frac{3r_n^5}{8r^5} + \frac{r_n^6}{16r^6} \bigg|_{\psi=0}
\]

(118)
CHAPTER IV

THE MEAN VALUED RADIATION PATTERN OF PLANAR, CYLINDRICAL AND SPHERICAL RANDOM ARRAYS

A complete unified theory of the deterministic aperiodic array ceases to exist, but curiously enough such a theory for the random array has been developed even though many of the properties are considered peculiar and unexpected. This theory exists because the mathematics of random processes, that is, statistics, can be applied. [59]

4.1 Mean Valued Radiation Intensity of a Circular Random Array without Using Compound Random Variables

To simplify the analysis and illustration of the process this section focuses upon a circular random array’s beampattern (119).

\[ U_n(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{i\rho_n \cos \phi} d\phi \]

The main lobe factor of (119) is found by means of taking the Fourier Bessel transform. In order to solve this one uses a Bessel identity (120) to obtain (121). Identity (122) solves the successive integral relation providing (123) in final form.

A spatially damped oscillatory sinusoid known as the jinc function [84] characterizes the beampattern. More comprehensive analyses of the jinc function may be found in [73]. The same approach used to obtain (123) can similarly be used to obtain the average radiation intensity of a spherical random array given in (124). Although this process involves taking both spherical and Bessel Fourier transform (124). As a consequence, pattern multiplication consists this time around in
the main described by spatially damped oscillatory sinusoids (better known as the jinc function and tinc functions) [68] and [73].

\[
U_m(\theta, \phi) = E_{\phi, \theta} \left[ U(\theta, \phi | \tilde{r}_m, \tilde{\theta}_m, \tilde{\phi}_m) \right]
\]

\[
= \frac{1}{N} + \left(1 - \frac{1}{N}\right) \int_0^{2\pi} \int_0^{2\pi} \text{Re} \left[ e^{i\zeta_{\tilde{r}}'(\theta, \phi)} e^{i\zeta_{\tilde{\theta}}'(\theta, \phi)} e^{i\zeta_{\tilde{\phi}}'(\theta, \phi)} \right] \frac{3}{4\pi} \tilde{r}_m^2 \sin \tilde{\theta}_m d\tilde{\phi}_m d\tilde{\theta}_m d\tilde{r}_m
\]

\[
= \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[ 3\text{tinc}(\zeta_{\tilde{r}}'(\theta, \phi)) \right]^2 \left[ 3\text{tinc}(\zeta_{\tilde{\theta}}'(\theta, \phi)) \right]^2 \left[ 3\text{tinc}(\zeta_{\tilde{\phi}}'(\theta)) \right]^2
\]

4.2 Mean Valued Radiation Intensity of a Circular Random Array Using Compound Random Variables

The radiation intensity of a circular random array rewritten in terms of compound random variables (75) defines a mainlobe factor in terms of the Fourier transform. This appears as an alternative to the Bessel Fourier transform (119) and the corresponding integral relation is shown in (125) giving (126).

\[
U_m(\theta, \phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \int_0^{2\pi} \text{Re} \left[ \left( \zeta_{\tilde{r}}'(\theta, \phi) + \zeta_{\tilde{\theta}}'(\theta, \phi) \right) \nu_x \right] \frac{2}{\pi} \sqrt{1 - \nu_x^2} d\nu_x
\]

\[
U_m(\theta, \phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[ \frac{2}{\pi} \nu_x \right]^2 \left[ \nu_x \right]^2
\]

The final form of (123) and (126) are shown to be equal; but derived in two different fashions. One method derives the relation by means of the Fourier Bessel transform whereas the second method used the Fourier transform. The benefit of introducing compound random variables is seen to reduce the number of integrals required to solve the problem at hand. In addition it relates the main beam to a more well-known and understood Fourier transform relation. Further examples and demonstrations of this process can be found in [6] and [82].

4.3 Discrete Fourier Transform Radiation Intensity

For a discrete uniform Distribution the probability mass function is given as (127). Like in previous examples the expected beampattern is solved by simply looking at the characteristic function of the distribution. I.e. for the case of a uniform linear distribution one finds a radiation intensity given by the process in (128)-(130) and for one centered at the origin (131) [128].

\[
f(x) = \frac{1}{n} \quad a \leq x \leq b
\]

\[
n = b - a + 1
\]

\[
E_x \left[ U(\theta, \phi | x) \right] = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \sum_{n=a}^{b} \sum_{m=a}^{b} e^{i\omega(\theta, \phi)(x_n - x_m)} f(x_n) f(x_m) dx_n dx_m
\]
Equation (131) is equivalent to the solution of a uniformly distributed periodic linear array. The result samples all possible realizations of the random variable \( x_n \) such that it is done periodically. The number of samples \( n \) in (128) is dependent upon the effective aperture size. For instance when the aperture size \( \tilde{A} = 1 \) one results in sampling the distribution three times \( (n=3) \); when \( \tilde{A} = 2 \) the sample size is \( (n=5) \). Thus, for the case \( \tilde{A} = 1 \) the aperture is essentially sampled at one wavelength spacing and for \( \tilde{A} = 2 \) two wavelength spacing. Hence, the number of mainbeams is expressed such that \( 2\tilde{A} + 1 = N \) mainbeams and an example is shown in Figure 29 with added comparison to a periodic linear array in Figure 30.
On a final note the discrete Fourier transforms relation to a periodic array is shown in Figure 31-
Figure 33 for a periodic array with one wavelength spacing. In this window it is seen that the periodic
array characteristic function (132) suffers from aliasing, i.e. since the pulse train appears in the operating
regime \( u = \sin \theta \cos \psi \), \( \psi = \sin \theta, \ |u| \leq 1 \) of the characteristic function. Differently Figure 34-Figure 36
demonstrate how the periodic linear array with half wavelength spacing does not suffer from grating lobes
since the pulse train is not in the operating regime of the characteristic function of a linear random array.
Finally it is important to note that the 3dB beamwidth has been approximated to \( \lambda/2(2A) = \lambda/2D \) where it
is actually \( 0.88 \lambda/2D \) [101]. Also the \( u \) space has been utilized for convenience, however this spaces
results with loss of the actual pattern, which is shown in Chapter 11 section 8 and Chapter 14 section 6
(pattern shape is invariant to scan angle). Therefore the \( u, v, \) and \( w \) should not be utilized expect for circumstances such as these.

\[
\begin{align*}
i(x) &= \text{rect}(A) \cdot \sum_{n=-\infty}^{\infty} \delta(x - nd) \\
U &= \Im \left\{ \text{rect}(A) \right\} \ast \Im \left\{ \sum_{n=-\infty}^{\infty} \delta(x - nd) \right\} \\
&= \frac{\sin \left( \frac{2\pi Au}{\lambda} \right)}{\frac{2\pi Au}{\lambda}} \ast \sum_{m=-\infty}^{\infty} \delta \left( u - \frac{m\lambda}{d} \right) = \sum_{m=-\infty}^{\infty} \frac{\sin \left( \frac{2\pi Au}{\lambda} \right)}{\frac{2\pi Au}{\lambda}} \left( u - \frac{m\lambda}{d} \right)
\end{align*}
\]
Figure 31. Linear random array pattern beamwidth only (lambda equivalent periodic array spacing).

Figure 32. Pulse train sampling of a lambda equivalent periodic spacing array with $N=10$. 
Figure 33. The pattern of a linear periodic array is nothing more than the convolution of Figure 31 and Figure 32. Grating lobes are produced for lambda spacing.

Figure 34. Linear random array pattern beamwidth only (.5 lambda equivalent periodic array spacing).
In conclusion, grating lobes do not occur in a uniform periodic phased array for spacing \( d \leq \lambda/2 \). This closely relates to the Nyquist Sampling Theorem. The number of independent samples required to measure a waveform bandlimited to \( W \) during duration \( T \) is \( 2TW \). The average sampling interval required to measure the waveform with neither ambiguity nor loss of accuracy is \( \tau \leq 1/2W \). For an array we rewrite \( d \leq \lambda/2 = c/2f \Rightarrow d/c \leq 1/2f \). This gives the spatial sampling equivalent interval of a radiation field of the Nyquist condition \( \tau \leq 1/2f \).

### 4.4 Fourier Series Radiation Intensity

The expected beampattern for both helical [68] (133) and spiral [129] (134) random array exhibits rotational symmetry; the helix is periodic in the \( z \)-axis, and the spiral is periodic in the \( xy \)-plane. Thus, it is expected that the Fourier transform be discrete – that is, a Fourier series – in the \( f_z \) variable for
the helix and \( f_x \) and \( f_y \) variables for the spiral. More information on the transform of a helix can be found by classic papers [130]-[135]. The analytical solution of a spiral and helical random array is shown in Figure 37 for \( N=100 \).

\[
\Lambda = \left\{ \sum_{n=-\infty}^{\infty} J_n \left( 2\pi \sqrt{f_x^2 + f_y^2} \right) e^{j\pi \tan^{-1}(f_x/f_y)} \delta \left( f_x - \frac{n}{2\pi} \right) \right\} (133)
\]

\[
\Lambda = \frac{2\lambda}{P} \left( \frac{D^2}{\lambda^2} \right) \text{jinc} \left( \frac{Dq}{\lambda} \right) + \left( \frac{D}{\lambda} \right) \sum_{n=1}^{\infty} \frac{1}{\left( 4\pi n \lambda / P \right) \sqrt{2}} \left\{ \text{sinc} \left( \frac{\sqrt{2}}{n} \right) \left( \frac{D}{\lambda} \left( q - \frac{2n\lambda}{P} \right) \right) \sin(2n\phi) \right\} (134)
\]

P: Pitch-radial distance an arm moves outward over one turn
N: Number of turns
D: Total diameter = 2NP
q: Radial coordinate in the transform plane

Figure 37. Analytical solution of a spiral and helical random array with \( N=512 \).

4.5 Mean Valued Radiation Intensity Amplitude Distribution

The power pattern of a random array with a uniform amplitude distribution going from 0 to 1 is

\[
\overline{a^2} + \left( 1 - \frac{1}{N} \right) \overline{a^2} |\Lambda|^2 (135)
\]

Where
\[ \bar{a} = \int_0^1 a \, w(a) \, da \]
\[ \bar{a}^2 = \int_0^1 a^2 \, w(a) \, da \]

For a uniform distribution in Cartesian coordinates \( w(a) = 1 \) and

\[ \bar{a} = \int_0^1 a \, da = \frac{1}{2} \] (first moment mean)
\[ \bar{a}^2 = \int_0^1 a^2 \, da = \frac{1}{3} \]
\[ \sigma_a^2 = \bar{a}^2 - (\bar{a})^2 \] (second moment variance)

Now for a linear random array with beamsteering coefficient \( \theta \) the mean valued radiation pattern is

\[ U(\theta, \phi) = \left( \frac{1}{N} \right) + \left( 1 - \frac{1}{N} \right) \left( \frac{1}{2} \right) \left( \frac{1}{X} \right) \left( \frac{1}{X} \right) = \frac{1}{3} \left( 1 - \frac{1}{N} \right) \left( \frac{1}{2} \right) \left( \frac{1}{X} \right) \left( \frac{1}{X} \right) \] (136)

An illustration of this for both a linear random array and spherical random array is provided below in illustrations Figure 38 and Figure 39 respectively. More importantly these types of distributions will be of vital importance to random arrays if the amplitude distribution is not accounted for. Or if the path loss incurred at the transceiver is not corrected appropriately.
Figure 39. Uniformly distributed spherical random array with uniform amplitude distribution.
CHAPTER V
ANALYTICAL RELATION TO PREVIOUS WORK

The earliest work pertinent to the random array was investigated in 1952 by John Ruze [136]. The work did not exclusively focus upon the random array, but instead the mathematics therein was applicable; effects of random amplitude and phase errors were investigated and degenerate effects of these results showed how the radiation pattern of an aperture is modified from its ideal state. Additional work on this subject was provided by Gilbert and Morgan in 1955 [137] with an exhaustive report done by John Allen in 1961. The most significant work on random arrays is found in [9]-[14], and [35]-[61] with earlier work done by Y. T. Lo and his associates (S.W. Lee, R.J. Simco, A. R. Panicali and V.D. Agrawal) in [28]-[33], [58] and [37]. For these earlier works a detailed rigorous solution of the peak sidelobe of a random array was missing, but this statistic, also derived in a statistical sense was provided in later works by [101]-[186]. In [85] it was found that the peak sidelobe is relatively insensitive to array size, beam-steering angle or taper where approximations are utilized to obtain this fact. Differently [9] and [10] derive statistics using no approximations for uniform circular and Gaussian distributed random arrays. Furthermore this dissertation also extends the results to both spherical uniform and Gaussian random arrays and has verified the assumptions from [85].

In general one of the most profound papers for random arrays was given by [31] wherein this paper a mean valued array factor is found in the following fashion.

\[
F_m(\theta, \phi) = \mathbb{E}_Z \left[ F(\theta, \phi | Z) \right] = N \int_{-\infty}^{\infty} \left( \frac{1}{N} \sum_{n=1}^{N} e^{i(Z_n(\theta,\phi) - Z_{\text{ave}}(\theta,\phi))} \right) f(Z_n) dZ_n
\]

\[
= \text{Mean Valued Array Factor}
\]

This formulation laid the ground work for random arrays. The relation states that squaring the mean valued array factor results a main lobe factor for the random array based upon a well-known Fourier transform pair of the probability density function \(f(Z)\). The result essentially determined that the mainbeam pattern of a random array is deterministic and dependent upon the spatial distribution of the elements. This was also verified from the variance relations of the beampattern of Y.T. Lo’s work provided in (138)-(139). For example, the spatial function \(Z(\theta_0, \phi_0) = 1\) at the target location and hence, the variance relations of (138)-(139) reduce to zero

\[
\left\{ \sigma^2_1(\theta_0, \phi_0) = \frac{1}{2N} \left[ 1 + 1 \right] - \frac{1}{N} = 0, \quad \sigma^2_2(\theta_0, \phi_0) = \frac{1}{2N} \left[ 1 - 1 \right] = 0 \right\}; \quad \text{which means the mainbeam is deterministic at the target location.}
\]
\[
\sigma_s^2 = \frac{1}{2N} \left[1 + \Lambda(2Z(\theta, \phi))\right] - \frac{1}{N} \Lambda(Z(\theta, \phi))^2
\]  
(138)

\[
\sigma_s^2 = \frac{1}{2N} \left[1 - \Lambda(2Z(\theta, \phi))\right]
\]  
(139)

A different type of formulation for the mean valued radiation intensity was observed in (126) and was derived using compound random variables in [9] for use in wireless sensor networks (WSN) (approximately 40 years later). However, [101] was the first paper to derive this result back in the 1970’s without the use of compound random variables, and its derivation is shown differently below.

\[
U_{av}(\phi) = U_{av}\left(\theta = \frac{\pi}{2}, \phi\right) = U\left(\theta = \frac{\pi}{2}, \phi\right) = F(\phi|\bar{x})^2 = F(\phi|\bar{x}) \cdot F(\phi|\bar{x})^\ast
\]

\[
= \frac{1}{N^2} \sum_{n} \sum_{m} e^{j\theta(x_n - x_m)h(\phi)}
\]

\[
= \frac{1}{N^2} \left[ N + e^{j\alpha(\phi)} e^{-j\alpha(\phi)} \left( N^2 - N \right) \right]
\]

\[
= \frac{1}{N^2} \left[ N + \Lambda(\alpha(\phi)) \Lambda(\alpha(\phi))^\ast \left( N^2 - N \right) \right]
\]

\[
= \frac{1}{N} + \left(1 - \frac{1}{N}\right)\left|\Lambda(\alpha(\phi))\right|^2
\]  
(140)

Extension of this new analysis brought into play novelty, providing new fundamental parameters in regard to random array analysis. The extension of an analytic simplification of the double summation term in (91) led to a clearer understanding of the random array theory. The lack of neglecting the summation identity (91) left Y.T. Lo’s theory on random arrays incomplete. Even more the main difference in the derivations of [9] and [101] is that the derivation is done for a linear random array and usefulness of using compound random variables for derivations for volumetric random arrays [82] was not shown.

As mentioned previously the first parameter being \((1/N)\) of (93) represents the average sidelobe level or the average side lobe floor. The second term is driven by multiplication of a linearly decreasing coefficient \((1-1/N)\) again found due to the summation identity. Moreover, this term multiplies with the main beam factor (137) and provides complete description of the mean valued beam pattern in (93). The complete expression of (93) shows additional interesting features; as the number of element go to infinity one obtains a mean valued radiation intensity given by simply squaring (137). Or in other words the mean valued radiation intensity approaches that of a continuous aperture distribution in the \(\lim_{N \to \infty}\).

Also differently from [9], [31], and [101] is that prior work for one and two-dimensional results did not identify pattern multiplication in the main beam region like those volumetric types of arrays (124). These works only come across as using either one random variable [101] or using one compound random variable.
variable [9] (when avoiding error analysis [9]). For example, a one dimensional structure does not contain the pattern multiplication seen in planar and volumetric arrays. Moreover, this lack of description was missing for that of a circular random array in [9]-[14].

Now expanding previous theory in [9]-[14] one is to rewrite the results of a circular random array by that of (126) to a more general method shown in (141). Thus, for the three generic coordinate systems (141) is written as (142) for Cartesian, (143) for spherical, and (144) for polar coordinates. Now one can observe that a main lobe factor will be given by an \( n \) dimensional Fourier transform relation for Cartesian coordinates (142) and an \( n \) dimensional Bessel Fourier transform in polar (119) and spherical coordinates (124). However, due to symmetry in most uniform distributions derived thus far in addition to the coupling of coordinates in spherical and polar topology one is able to re-derive (119) and (124) using compound random variables. This reduces the previous methods such that the spherical and polar Bessel Fourier transform convert to an \( n \) dimensional Fourier transform relation (143), and (144). A complete list of all parameters is given by (145) for reference. It should be noted that the beamsteering functions \( \zeta_x' (\theta, \phi) \), \( \zeta_y' (\theta, \phi) \) and \( \zeta_z' (\theta) \) were previously derived in [81] since we were trying to simplify the true pattern multiplication of the solution. In other words we assumed that \( \phi \) was a constant offset angle, which caused \( \zeta_x' (\theta, \phi) \) and \( \zeta_y' (\theta, \phi) \) to simplify to just \( \zeta (\theta, \phi) \). Hence, the solution only was composed of pattern multiplication of two symmetries the volume and surface area. This solution though is incorrect and more so \( \zeta_x' (\theta, \phi) \), \( \zeta_y' (\theta, \phi) \) and \( \zeta_z' (\theta, \phi) \) are preferred since \( \alpha (\theta, \phi) \), \( \beta (\theta, \phi) \) and \( \chi (\theta) \) are already overloaded with meaning. Typically \( \alpha \) serves as attenuation and \( \mu \) is sometimes referred as the wave number (\( k \) in this dissertation).

\[
E_z \left| U \left( \theta, \phi \right) \right| Z = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[ \prod_{p=1}^{\text{Dim}} \int_{-\infty}^{\infty} e^{i \left( Z_x - Z_{p,n} \right)} \left( f \left( Z_n \right) dZ_n \right) \right] ^2 = \\
E_z \left| U \left( \theta, \phi \right) \right| Z = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[ \prod_{p=1}^{\text{Dim}} \int_{-\infty}^{\infty} e^{i \left( Z_x \right)} \left( f \left( Z_n \right) dZ_n \right) \right] ^2 = \\
U_{\omega} \left( \theta, \phi \right) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[ \int_{-\infty}^{\infty} \frac{e^{i \theta \left( Z_x - Z_{n} \right)}}{2} dX_n \int_{-\infty}^{\infty} \frac{e^{i \phi \left( Z_\phi - Z_{n} \right)}}{2} dY_n \int_{-\infty}^{\infty} \frac{e^{i \chi \left( Z_\chi - Z_{n} \right)}}{2} dZ_n \right] ^2 (142)
\]
\[ \bar{U}(\theta, \phi) = \frac{1}{N} \left( 1 - \frac{1}{N} \right) \frac{1}{2} \left( 1 - \frac{1}{N} \right) \left| \int_{-1}^{1} e^{i\frac{\lambda}{2}(0,\theta,\phi)(x)} \frac{3}{4} \left( 1 - (Y_{\nu})^2 \right) dY_{\nu} \right|^{2} \]

\[ = \frac{1}{N} \left( 1 - \frac{1}{N} \right) \left| \int_{-1}^{1} e^{i\frac{\lambda}{2}(0,\theta,\phi)(x)} \frac{3}{4} \left( 1 - (Y_{\nu})^2 \right) dY_{\nu} \right|^{2} \]

\[ U_m(\theta, \phi) = \frac{1}{N} \left( 1 - \frac{1}{N} \right) \left| \int_{-1}^{1} e^{i\frac{2\pi}{N} \nu(x,\theta,\phi)} \frac{1}{2} \left[ 1 - (\nu_{\nu})^2 \right] d\nu_{\nu} \right|^{2} \]

\[ = \frac{1}{N} \left( 1 - \frac{1}{N} \right) \left| \int_{-1}^{1} e^{i\frac{2\pi}{N} \nu(x,\theta,\phi)} \frac{1}{2} \left[ 1 - (\nu_{\nu})^2 \right] d\nu_{\nu} \right|^{2} \]
The result of taking an \( n \)-dimensional Fourier Transform in Cartesian Coordinates or an \( n \)-dimensional Fourier Transform in polar and spherical coordinates leads to a main lobe factor comprised of pattern multiplication based upon the number of Fourier transforms taken.

A three dimensional Cartesian coordinate system is comprised of three uncoupled coordinates and consequently gives up to three unique solutions due to orthogonality; One solution for a linear array, two for a planar array and three for a volumetric array. However, differently in the work of [6]-[14] and [81]-[82] it was studied that a three dimensional spherical and polar coordinate system contained coupled coordinates and because of this pattern multiplication only consisted of up to two solutions, which is incorrect. For example, previously it was thought that the two solution answer was unique in the sense that it described symmetry in the topology. For example, the solution of a spherical random array in the work of [6]-[14] and [81]-[82] describes the volumetric symmetry of the sphere by the \( \text{jinc}(\Psi_r) \) function and circular symmetry found in the surface area by the \( \text{jinc}(\Psi_o) \) function. Then the cylindrical random array characteristic function describes volumetric circular symmetry by the \( \text{jinc}(\Psi_o) \) function and linear
surface area symmetry in terms of elevation given by the \( \text{sinc}(x) \) function. However, by once again comparing the results of Figure 17-Figure 19 it is seen that this assumption is incorrect as the pattern of a sphere is composed of three \( \text{sinc} \) functions (namely defining volumetric symmetry).

Last of all, until recently results of pattern multiplication were thought to have been a new addition to the previous theory, but it has been found that the main beam factor of a cylindrical random array is provided in [187] showing the pattern multiplication as defined above. The difference, however is this earlier paper derives the results based upon an acoustic array of buoys distributed in a cylindrical body in the ocean, but does not show the derivation of the result. In addition, it is unclear as to whether a Fourier Bessel transform or Fourier transform pair is utilized to derive the mean valued beampattern. Also this paper does not mention or generalize that the volumetric array pattern is composed according to the symmetry it contains: volumetric, circular or linear with an induced pattern multiplication. Hence, this in depth explanation is somewhat new and is not expressed in the literature at the least for spherical random arrays (from the author’s familiarity and ongoing research thus far).
CHAPTER VI
ANNULAR CIRCULAR AND SPHERICAL RANDOM ARRAY

6.1 Initial Consideration and Problem Setup

A new approach in the field of adaptive beamforming is presented by means of circular and spherical ring random arrays. This process follows a different approach from more traditional approaches in the art of adaptive and nulling techniques found in traditional phased array and aperiodic array literature. This process avoids expansions of large polynomial equations and matrices aiding the designer in the overall process providing its most beneficial advantage yet; ease in this general process.

In general adaptive beamforming is a popular technique applied in “modern wireless communication systems to combat interference and multi-path fading and thereby increase system capacity.” [188] This process determines a set of complex weights to be applied to the elements such that suppression of the radiation pattern is achieved in directions of unwanted interferes. By doing so, the signal to interference ratio can be maximized in target direction while minimized at nearby interferes. This technique is suitable for stationary systems or traditional periodically spaced phased arrays since simple polynomial equations may be derived. The simplicity in these architectures arises from using a polynomial root finding algorithm in order to find these complex weights. However, for the random or aperiodic array the processes this process is much more difficult. In these scenarios, a proposed technique is to truncate the element spacing to an acceptable level such that the \( Z \) transform may be used to approximate a polynomial equation and find the complex roots. [189]

Another approach for adaptive beamforming in the random array environment is to solve a general linear system of equations. However, the solution of these general linear systems provides an infinite number of solutions. I.e., studies performed by [190] demonstrate that an optimization of these solutions can be done from a minimum variance standpoint. The approach is acceptable; however it becomes exceedingly computationally demanding for planar and volumetric topologies.

A new method proposed in the art of array nulling is found in [158]. Different from traditional adaptive beamforming techniques [188] and computationally demanding matrix solutions [189]. It utilizes circular ring random arrays in order to place nulls in those direction of interferes. This topology also provides advantages and reductions in network energy waste and disconnectivity issues. This work extends the results in [158] from the given planar environment into a more robust three dimensional space. This work has identified that the same analysis can be applied to spherical rings providing results similar to those of [158].

Yet, the only discrepancy is that the work of [9] proposed a discrepancy in the calculation of the compound random variables utilized therein of which induced errors in the mean valued radiation pattern.
This error continued into the analysis of soon after [12] then [158] and even carried on into the works [6], [81]-[82] before it was corrected in the work of [191]. Hence, this work begins with the amended work, but diverges such that necessary approximations are applied causing the overall process to become similar in fashion to [158]. Hence, even though the work of [158] utilized the incorrect expression for the mean valued radiation pattern it induces no loss in generality when inducing nulls in the neighborhood of the main beam.

A review of the process found in [190] will be presented first with the intent of creating a greater ease in understanding from the work in [190]. Next the new approach is presented such that the average beampattern expression is derived for the case that all the elements are uniformly distributed about a spherical random ring. For completeness the statistical results of the spherical ring patterns are compared against those of the circular ring patterns given in [158].

6.2 Relation to Previous Work

Up to this point it has been assumed that we feed the elements with a uniform amplitude distribution $I_n = I_o = 1$. When this is not the case it is possible to force null positions in the beam pattern by the following method similar to [190].

The array factor is rewritten as (146) and its corresponding beam pattern in (147) for a non-uniform amplitude distribution.

$$ F(\theta, \phi) = \sum_{m=0}^{N-1} I_m e^{j\omega(\theta, \phi) \alpha n} \quad \text{(146)} $$

$$ U(\theta, \phi) = \frac{1}{N} \sum_{m=0}^{N-1} \sum_{n=0}^{M-1} I_m I^* \alpha(\theta, \phi) \alpha(\theta, \phi) = \frac{1}{N} \sum_{m=0}^{N-1} \sum_{n=0}^{M-1} I_m I^* \alpha(\theta, \phi) \alpha(\theta, \phi) \quad \text{(147)} $$

Now upon taking the expected value we remodel (147) as (148) in matrix form. Equation (149) is used to state that we will force null positions at those points equated to zero in (149), but with the tradeoff that the respective gain will be attenuated by the coefficient $\alpha$.

$$ U_{av}(\theta, \phi) = E[U(\theta, \phi)] = \begin{bmatrix} 1 & E[e^{j\omega(\theta, \phi) \alpha n}] & \ldots & E[e^{j\omega(\theta, \phi) \alpha n}] \\ E[e^{j\omega(\theta, \phi) \alpha n}] & 1 & \ldots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ E[e^{j\omega(\theta, \phi) \alpha n}] & E[e^{j\omega(\theta, \phi) \alpha n}] & \ldots & 1 \end{bmatrix} = C \quad \text{(148)} $$
\[
\mathbf{c} = \begin{bmatrix}
\alpha \\
0 \\
\vdots \\
0
\end{bmatrix}
\]  
(149)

\[M \triangleq \text{degrees of freedom for nulling} \]

The exponential of (148) is rewritten as (150) in the fashion that a substitution of variables is made for the corresponding probability distribution letting the nominal position of the \(i\)th element be \(a_i\).

This substitution of variables leads to the form of (151). The parameter \(\eta(\alpha(\theta, \phi))\) is observed to be the inverse Fourier transform of the pdf \(p(y_i)\) and a function of the spatial function \(\alpha(\theta, \phi)\).

\[
E\left[e^{i\alpha(\theta, \phi)(y_i)}\right] = \int_{-\infty}^{\infty} p(x_i - a_i) e^{i\alpha(\theta, \phi)(x_i)} dx_i
\]

\[y_i = x_i - a_i\]  
(150)

\[
E\left[e^{i\alpha(\theta, \phi)(y_i)}\right] = \int_{-\infty}^{\infty} p(y_i) e^{i\alpha(\theta, \phi)(y_i)} e^{-i\alpha(\theta, \phi)(a_i)} dy_i
\]

\[
E\left[e^{-i\alpha(\theta, \phi)(a_i)}\right] = e^{-i\alpha(\theta, \phi)(a_i)} \eta(\alpha(\theta, \phi))
\]

\[\eta(\alpha(\theta, \phi)) = \int_{-\infty}^{\infty} p(y_i) e^{i\alpha(\theta, \phi)(y_i)} dy_i\]  
(151)

Now when multiplying the result of (152) by non-uniform amplitude distribution \(A_{i,s}\) and setting this equal to the constraint vector \(c\) one obtains (153).

\[
U_{av}(\theta, \phi) = I_u I_m E[U(\theta, \phi|x)] = c
\]

\[
= \frac{I_u I_m}{N^2} + \frac{1}{N^2} I_u I_m \eta^2(\alpha(\theta, \phi)) \sum_{m=1}^{N} \sum_{a=1}^{N} e^{i(a_n - a_m)\alpha(\theta, \phi)}
\]

\[U_{av}(\theta, \phi) = |\mathbf{t}|^2 \left\{ \frac{1}{N} + \frac{1}{N^2} \eta^2(\alpha(\theta, \phi)) \sum_{m=1}^{N} \sum_{a=1}^{N} e^{i(a_n - a_m)\alpha(\theta, \phi)} \right\} = c\]  
(153)

\[
|\mathbf{t}|^2 = (R^{-1})^\top c
\]

where

\[
R = \left\{ \frac{1}{N} + \frac{1}{N^2} \eta^2(\alpha(\theta, \phi)) \sum_{m=1}^{N} \sum_{a=1}^{N} e^{i(a_n - a_m)\alpha(\theta, \phi)} \right\}
\]

Similar to [55] we find the variance of the array factor as given by the procedure in (156)-(158). Once the variance (158) of the array factor is found we use (147) to minimize this result. The result that minimizes the variance is given by [55] in (159). Where in (159) \(\alpha(\theta, \phi_0)\) is given to be the mainbeam location which equals one for a normalized beam pattern giving (160). With this the degradation factor
becomes (161) [55]. Lastly, for the non-constrained case it is seen that when $M=0$ that $I=N$ and gives (162) of which is equivalent (163) for completeness.

$$\sigma^2 = E\left[F(u)^2\right] - E\left[F(u)\right]^2 = E\left[F(u)^2\right] - E\left[F(u)^2\right] E\left[F(u)^2\right]$$

$$= \frac{I_u^2}{N} + \frac{1}{N^2} \eta^2(u) \sum_{m=1}^{N} \sum_{n=1}^{N} I_{m+n} e^{j(a_m-a_n)\alpha(\theta,\phi)} - I_{m+n} \eta(u)^2$$

$$\sigma^2 = \frac{\left|I\right|^2}{\alpha N} + \frac{\left|I\right|^2}{\alpha N} \eta^2(u) \sum_{m=1}^{N} \sum_{n=1}^{N} e^{j(a_m-a_n)\alpha(\theta,\phi)} - \eta(u)^2$$

$$\sigma^2 = \left|I\right|^2 \left(\frac{1}{\alpha N} + \eta^2(u) \sum_{m=1}^{N} \sum_{n=1}^{N} e^{j(a_m-a_n)\alpha(\theta,\phi)} - 1\right)$$

$$\left|I\right|^2 = \frac{\alpha^2 N^2}{\eta(\alpha(\theta,\phi))(N-M)}$$

$$\left|I\right|^2 = \frac{\alpha^2 N^2}{(N-M)}$$

$$\alpha^2 = \frac{\eta(\alpha(\theta,\phi))(N-M)}{N}$$

$$\alpha^2 = \frac{\eta\left(\alpha(\theta,\phi)\right)}{N} \left(N-M\right)$$

$$U_{av}(\theta,\phi) = \left\{N + \eta^2(\alpha(\theta,\phi)) \sum_{m=1}^{N} \sum_{n=1}^{N} e^{j(a_m-a_n)\alpha(\theta,\phi)} \right\} = c = \left[1 \atop \vdots \atop 1\right]$$

$$U_{av}(\theta,\phi) = N + \left(N^2 - N\right) \eta^2(\alpha(\theta,\phi))$$

$$U_{av}(\theta,\phi)_{\text{Normalized}} = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \eta^2(\alpha(\theta,\phi))$$

$$E_{\nu^2} \left|U(\theta,\phi)^2\right| = \frac{1}{N} + \left(1 - \frac{1}{N}\right) |\Lambda|^2$$

$$\Rightarrow \eta^2(\alpha(\theta,\phi)) = |\Lambda|^2$$

The problem with (163) is that it is computationally demanding. Hence, the next section displays an alternative to this process by using randomly distributed circular and spherical rings.
6.3 Annular Circular and Spherical Random Arrays

(a) Initial consideration and problem setup

Consider a spherically bound random array whose elements are uniformly distributed on $S_{sph}(0, \tilde{A}_{\text{max}})$, the sphere centered at $O$ with normalized radius $\tilde{A}_{\text{max}} = A_{\text{max}}/\lambda$. Like in [158] let $S_{sph}(0, \tilde{A}_{i,s}, \tilde{A}_{0,s})$ denote the spherical ring centered at $O$ with the inner radius $\tilde{A}_{i,s} \geq 0$ and the outer radius $\tilde{A}_{o,s} \leq \tilde{A}_{\text{max}}$. It is assumed that $\tilde{A}_{i,s}$ and $\tilde{A}_{o,s}$ are selected such that $S_{sph}(0, \tilde{A}_{i,s}, \tilde{A}_{0,s})$ has an area (164) large enough to include at least $N$ ($L$ in the inner sphere and $K$ in the annular region) nodes with a high probability as shown in Figure 40. The area of the circular disk random array $S_{\text{disk}}(0, \tilde{A}_{\text{min}}, \tilde{A}_{\text{max}})$ is given by that of (165) for completeness.

Figure 40. Random distribution of elements in a spherical volumetric shell.

\[
V_{sph} = \frac{4}{3} \pi \left( \tilde{A}_{i,s}^3 - \tilde{A}_{o,s}^3 \right)
\]

\[
\Rightarrow A_{sph} = \frac{d\left(V_{sph}\right)}{d\tilde{A}} = 4\pi \left( \tilde{A}_{i,s}^2 - \tilde{A}_{o,s}^2 \right)
\]  \quad (164)
The nodes are assumed uniformly distributed on a large volume, and they are points of a homogenous three-dimensional Poisson process [170], [172]. Therefore, having at least \( N \) nodes on \( S_{\text{ph}}(0, \tilde{A}_{i,r}, \tilde{A}_{i,r}) \) with a probability not less than \( \iota \) is given by (166) where \( \rho \) is the node density and \( \Gamma(\cdot, \cdot) \) is the incomplete Gamma function.

\[
\sum_{n=0}^{N-1} e^{-\rho A_{\text{ph}}} \frac{(\rho A_{\text{ph}})^n}{n!} = \Gamma(N, \rho A_{\text{ph}}) \leq 1 - \iota \tag{166}
\]

This result is useful since given \( \iota, N, \) and \( \rho \), the minimum feasible \( A_{\text{ph}} \) can be obtained from (166). Selecting a \( \iota \) close to one will ensure the presence of at least \( N \) nodes on the sphere \( S_{\text{ph}}(0, \tilde{A}_{i,r}, \tilde{A}_{i,r}) \) with a high probability.

Once the total numbers of nodes are selected from the ring the total in the spherical distribution will be decreased such that \( K \leq N \) nodes participate in beamforming. Hence, a decrease in the number of nodes will typically occur. This will have impacts on the maximum gain achievable going from \( N \) to \( K \), however it will be seen that a number of advantages can occur to include: beampattern nulling, and thinning the mainbeam.

\( b) \) Circular and spherical array factor

The array factor for an independent and identically distributed (i.i.d.) distribution of isotropic elements is provided as (167) with spherical random variables (168) and steering functions (169). Similarly the array factor for a circular random array is provided by (170) with circular random variables (171).

\[
F(\theta, \phi | \chi_n, \chi_n, z_n) = \frac{1}{N} \sum_{n=1}^{N} e^{j \chi_n \sin \theta \cos \phi \cos \theta + j \chi_n \sin \phi + \chi_n \cos \theta + \phi + \chi_n \cos \theta \cos \phi}
\]

\[
F(\theta, \phi | \chi_n, \chi_n, \chi_n) = \frac{1}{N} \sum_{n=1}^{N} e^{j \chi_n \sin \theta \cos \phi \cos \theta + j \chi_n \sin \phi + \chi_n \cos \theta + \phi + \chi_n \cos \theta \cos \phi}
\]

\[
Y_n^i = r_n \sin \theta_n \cos \phi_n, \quad -1 \leq Y_n^i \leq 1
\]

\[
Y_n^o = r_n \sin \theta_n \sin \phi_n, \quad -1 \leq Y_n^o \leq 1
\]

\[
Y_n^c = r_n \cos \theta_n, \quad -1 \leq Y_n^c \leq 1
\]

\[
Y_n^i = \overline{\langle \chi_n, \chi_n, \chi_n \rangle}
\]

\[
r_n = r_n^2 = \sqrt{x_n^2 + y_n^2 + z_n^2}
\]
\[
\begin{align*}
\zeta_1^r (\theta, \phi) &= \cos (\delta) \zeta_1 (\theta, \phi), \\
\zeta_2^r (\theta) &= \cos (\gamma) \zeta_2 (\theta), \\
\zeta_3^r (\theta, \phi) &= 2 \pi \tilde{A} \rho_o, \\
\rho_o &= \sqrt{\frac{\sin \theta \cos \phi}{\sin \theta_o \cos \phi_o} + \frac{\sin \theta \sin \phi}{\sin \theta_o \sin \phi_o}}, \\
\delta &= \tan^{-1} \left[ \frac{\sin \theta \sin \phi - \sin \theta_o \sin \phi_o}{\sin \theta \cos \phi - \sin \theta_o \cos \phi_o} \right], \\
\gamma &= \cos^{-1} \left( \rho_o^{-1} (\cos \theta - \cos \theta_o) \right).
\end{align*}
\]

(169)

\[
F \left( \theta, \phi | \nu_n^x, \nu_n^y \right) = \frac{1}{N} \sum_{n=1}^{N} e^{j(\zeta_1^r (\theta, \phi) \nu_n^x + \zeta_2^r (\theta, \phi) \nu_n^y)} = \\
\frac{1}{N} \sum_{n=1}^{N} (u_n + jv_n) = \frac{1}{N} (U + jV)
\]

(170)

\[
\begin{align*}
\nu_n^x &= \tilde{\rho}_n \cos \phi_n, \\
\nu_n^y &= \tilde{\rho}_n \sin \phi_n, \\
\tilde{\rho}_n &= \rho_n / A, \quad \rho_n = \sqrt{x_n^2 + y_n^2}.
\end{align*}
\]

(171)

The spatial beamsteering function will be defined as \( \zeta^r (\theta, \phi) \equiv (\zeta_1^r (\theta, \phi), \zeta_2^r (\theta, \phi), \zeta_3^r (\theta)) \) and will be referred as an orthonormal steering vector for simplicity in analysis when referring to the beamsteering functions. At the meridian elevation angle \( (\theta = \theta_0 = \pi/2, \phi_0 = 0, \phi) \) this function reduces to \( \zeta^r_{\text{endfire}} (\phi) = 2 \pi \tilde{A} \langle \cos \phi - 1, \sin \phi, 0 \rangle \) for either spherical or circular random array (since no z-component exists for the CRA). At the meridian angle the spatial function \( \zeta^r_{\text{endfire}} (\phi) \) is defined in [82] as \( \langle 9 \rangle \), but will be redefined as \( \langle 10 \rangle \).

\[
\begin{align*}
\zeta_{\text{endfire}}^r (\phi) &= 2 \pi \tilde{A} \langle \cos \phi - 1, \sin \phi, 0 \rangle \\
\zeta_{\text{endfire}}^r (\phi) &= 2 \pi \langle \cos \phi - 1, \sin \phi, 0 \rangle
\end{align*}
\]

(172)

(173)

This makes it easier to view the solutions to characteristic functions with annular regions or multiple radii and additionally keeps \( \zeta_{\text{endfire}}^r (\phi) \) independent of radius, which maintains its consistency with [158]. Differently the orthonormal steering vector is not consistent at broadside for spherical and circular random array. Instead, at the zenith elevation angle \( (\phi = \theta_0 = \phi_0 = 0, \theta) \) this function reduces to \( \zeta_{\text{broadside}}^r (\theta) = 2 \pi \tilde{A} \langle \sin \theta, 0, \cos \theta - 1 \rangle \) for the SRA and \( \zeta_{\text{broadside}}^r (\theta) = 2 \pi \tilde{A} \langle \sin \theta, 0, \cos \theta - 1 \rangle \) for the CRA.

(c) Expected power patterns of the circular and spherical random array

The mean valued radiation patterns of the array factor of either spherical and circular random array is given respectively by \( \langle 174 \rangle \) and \( \langle 175 \rangle \).
\[
\bar{U}(\theta, \phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[3\text{tinc}\left(\zeta^* (\theta, \phi)\right)^2\right] \\
3\text{tinc}\left|\zeta^* (\theta, \phi)\right|^2 = \left[3\text{tinc}\left(\zeta^* (\theta, \phi)\right)^2\right] = \left[3\text{tinc}\zeta^* (\theta, \phi)^2\right] = \left[3\text{tinc}\zeta^* (\theta)\right]^2 \\
\bar{U}(\theta, \phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[2\text{jinc}\left(\zeta^* (\theta, \phi)\right)^2\right] \\
2\text{jinc}\left|\zeta^* (\theta, \phi)\right|^2 = \left[2\text{jinc}\left(\zeta^* (\theta, \phi)\right)^2\right] = \left[2\text{jinc}\zeta^* (\theta, \phi)^2\right] = \left[2\text{jinc}\zeta^* (\theta)\right]^2
\]

However, this type of solution leads to multiple orthogonal solutions composed of the independent coordinates of the orthonormal steering vector set. As a consequence the mean valued beampattern of a circular random array (CRA) and spherical random array (SRA) proceeds upon non-linear solution sets. This causes overwhelming difficulty in the process when solving for mean peak and null locations such that an alternate approach is desirable. Hence, an alternative approach will be followed similar to the works of [6]-[14], [81]-[82] and [158] of which unknowingly simplified the patterns of (174) - (175) to (176)-(177). For instance, this approximation assumes that the angle $\delta$ is nothing more than a constant offset angle of which in not entirely accurate; although this simplification causes no major loss in generality when trying to find the mean peak and null locations (in the neighborhood of the mainbeam region). This is due since the mean null and peak locations closely approximate to the true pattern of a CRA or SRA as shown in Figure 41 and Figure 42. This induces the simplified pattern in the form of a monotonically decaying transcendental solution of which determining the peaks and nulls of the characteristic function is trivial; Though in this analysis a determination of the mean peaks and nulls will be approximated using the correct mean valued radiation pattern. This type of approach will follow suit to popular methods of determining the peaks and null locations of the beampattern in periodic lattice array architectures.

\[
\bar{U}(\theta, \phi) \approx \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[3\text{tinc}\left|\zeta (\theta, \phi)\right|^2\right] \quad (176) \\
\bar{U}(\theta, \phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[2\text{jinc}\left|\zeta (\theta, \phi)\right|^2\right] \quad (177)
\]
The joint distribution of a semicircular distribution is given in (178). The marginal distribution is given by both (179) and (180) and differs from (Equation 9, [158]), however this mistake in [158] did not lead to any loss in generality as [158] still obtains the correct expected value of the radiation pattern as given by (181).

\[
\int_0^{2\pi} \int_{\lambda \nu} f(u,\nu)ud\nu = \frac{1}{\pi(\tilde{A}_{\lambda \nu} - \tilde{A}_{\nu \lambda})} \tag{178}
\]
\[ f_u(v) = \frac{\sqrt{\nu - v^2}}{\pi (A_s^2 - A_{\nu,s}^2)} \int_{\sqrt{\nu - v^2}} f_{u,v}(u,v) \, du = \frac{2}{\pi (A_s^2 - A_{\nu,s}^2)} \sqrt{A_{s,s}^2 - v^2} \]

\[ 0 \leq |v| \leq A_{\nu,s} \]

\[ f_u(v) = \frac{\sqrt{\nu - v^2}}{\pi (A_s^2 - A_{\nu,s}^2)} \int_{\sqrt{\nu - v^2}} f_{u,v}(u,v) \, du - \int_{-\sqrt{\nu - v^2}} f_{u,v}(u,v) \, du \]

\[ = \frac{2}{\pi (A_s^2 - A_{\nu,s}^2)} \left( \sqrt{A_{s,s}^2 - v^2} - \sqrt{A_{\nu,s}^2 - v^2} \right) A_{\nu,s} \leq |v| \leq A_{\nu,s} \]

\[ U_\nu(\phi) = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) |\Lambda|^2 \]

\[ \Lambda = \frac{2}{A_{\nu,s}^2 - A_{s,s}^2} \left[ A_{s,s} J_1(A_{\nu,s} \zeta'(\phi)) - A_{\nu,s} J_1(A_{\nu,s} \zeta'(\phi)) \right] \zeta(\phi) \]

Following the same technique it can be shown that for a random variable distributed according to (182), one obtains a similar result as that of (181) given by (183). It is noteworthy to observe that when \( A_{\nu,s} = 0 \) that is the spherical ring \( S_{\text{ph}}(0, A_{\nu,s}, A_{\nu,s}) \) transforms to a spherical uniform distribution \( S_{\text{ph}}(0, 0, 0) \) being a sphere centered at the origin \( O \) with radius \( A_{\nu,s} \), and (183) simplifies to (184).

\[ f_u(v) = \frac{3}{4\pi (A_s^2 - A_{\nu,s}^2)} \sqrt{A_{s,s}^2 - v^2} \quad 0 \leq |v| \leq A_{\nu,s} \]

\[ = \frac{3}{4\pi (A_s^2 - A_{\nu,s}^2)} \left( \sqrt{A_{s,s}^2 - v^2} - \sqrt{A_{\nu,s}^2 - v^2} \right) A_{\nu,s} \leq |v| \leq A_{\nu,s} \]

\[ U_\nu(\phi) = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) |\Lambda|^2 \]

\[ \Lambda = \frac{3}{A_{\nu,s}^2 - A_{s,s}^2} \left[ J_1(A_{\nu,s} \zeta'(\phi)) - A_{\nu,s} J_1(A_{\nu,s} \zeta'(\phi)) \right] \zeta'(\phi) \]

\[ U_\nu(\phi) = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) |\Lambda|^2 \]

\[ \Lambda = \frac{3}{A_{\nu,s}^2} \left[ \frac{j_1(A_{\nu,s} \zeta(\phi))}{\zeta(\phi)} \right] = 3 \text{tinc} \left( \zeta'(\phi) \right) \]

Equation (184) has been obtained in [6], [81] and [82], but it will be seen that there are advantages towards choosing \( A_{\nu,s} \neq 0 \) similar to [158].
(e) Mainlobe of the average beampattern for circular and spherical apertures

For enhanced stealth and point to point architectures it is critical to have a very narrow beam. This reduces the probability of interception to unintended receivers. In addition, if multiple target receivers are in close proximity to other clusters of receivers, a narrow mainbeam will be critical for reducing unintended interference. In what follows, we analyze the mainbeam to be narrow enough such we rewrite the beampatterns as a function of $\alpha \triangleq A_{i,s}/A_{0,s}$ for the spherical ring random array given in (185) and also for the circular ring random array given in (186) [158].

$$f(x,\alpha) = \frac{3}{(1-\alpha^2)} \left\{ \frac{j_1(x)}{x} - \frac{\alpha}{x} j_1(\alpha x) \right\}$$  \hspace{1cm} (185)

$$f(x,\alpha) = \frac{2}{A_{i,s}} \left\{ \frac{A_{0,s} J_1(A_{0,s} \zeta' \phi) - A_{i,s} J_1(A_{i,s} \zeta' \phi)}{\zeta' \phi} \right\}$$

$$= \left\{ \frac{J_1(A_{0,s} \zeta' \phi)}{A_{0,s} \zeta' \phi} - \frac{A_{i,s}}{A_{i,s} \zeta' \phi} J_1(A_{i,s} \zeta' \phi) \right\}$$

$$= \frac{2}{(1-\alpha^2)} \left\{ \frac{J_1(x)}{x} - \frac{\alpha}{x} J_1(\alpha x) \right\}$$  \hspace{1cm} (186)

To determine the mean valued peak and null locations of the beampattern of a CRA one must first identify which, of the orthogonal pattern multiplier decays faster or in essence dominates the shape of the pattern. For instance, plotting $|2\text{jinc} \zeta' \phi|^2$ comparative to $|2\text{jinc} \zeta_x' \phi|^2$ will allow one to identify that the $\zeta_x' \phi$ orthonormal steering vectors dominates the pattern. Hence, the first null of the circular random array can be found by that of (187). In addition, by [158] is can be shown that there is some $x^*(\alpha)$ such that $f(x^*(\alpha),\alpha) = 0$ and for any given $\tilde{A}_{0,s}, \phi_{(n),i}$ (186) is a decreasing function of some $\tilde{A}_{0,s}$. Otherwise if $\tilde{A}_{0,s} = 0$, or, equivalently, $\alpha = 0$, one obtains (187). Meanwhile, increasing $\tilde{A}_{0,s}$ results in increasing $\alpha$, which, according to (188), decreases $\phi_{(n),i}$. The steady decrease in $\phi_{(n),i}$ continues until $\tilde{A}_{0,s}$ approaches $\tilde{A}_{0,s}$, or, in other words, $\alpha \approx 1$. In such a case, the first null of the ring is given by (189) where $\nu_i = 3.8317$ and $\nu_0 = 2.4048$ are the first positive roots of $J_1(x)$ and $J_0(x)$, respectively for any $\alpha \in (0,1)$. 
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\[ \phi_{(a),1} = \arcsin \left( \frac{v_1}{2\pi A_{v,s}} \right), \quad \alpha = 0 \quad \text{(187)} \]

\[ \frac{dx^*}{d\alpha} < 0 \quad \text{(188)} \]

\[ \phi_{(a),1} = \arcsin \left( \frac{v_0}{2\pi A_{v,s}} \right), \quad \alpha \approx 1 \quad \text{(189)} \]

Similarly for the spherical aperture it can be shown that if \( \hat{A}_{v,s} = 0 \), or, equivalently, \( \alpha = 0 \), one obtains the first null of the spherical random array as (190) and for \( \alpha \approx 1 \) given by that of (191)

\[ \phi_{(a),1} = \arcsin \left( \frac{v_1}{2\pi \hat{A}_{v,s}} \right), \quad \alpha = 0 \quad \text{(190)} \]

\[ \phi_{(a),1} = \arcsin \left( \frac{v_0}{2\pi \hat{A}_{v,s}} \right), \quad \alpha \approx 1 \quad \text{(191)} \]

where \( v_1 \approx 4.49 \) and \( v_0 \approx \pi \) are the first positive roots of \( i_1(x) \) and \( J_{1/2}(x) \) or \( j_0(x) \), respectively. For any \( \alpha \in (0,1) \)

Note from (189) and (191) that, a narrow mainlobe, or, equivalently, a small \( \phi_{(a),1} \), requires having a large \( \hat{A}_{v,s} \). This implies that \( \hat{A}_{v,s} \) may be very close to \( A_{v,s} \) in practice without making \( A_{v,s} \) so small that the number of nodes on \( S_{v,s}(0,\hat{A}_{v,s},\hat{A}_{v,s}) \) drops below \( N \). In other words, \( S(0,\hat{A}_{v,s},\hat{A}_{v,s}) \) and \( S_{v,s}(0,\hat{A}_{v,s},\hat{A}_{v,s}) \) can be a narrow ring or narrow spherical ring but can still be large enough to include at least \( K \) nodes.

It follows from (187)-(189) and (190)-(191) that, when \( \hat{A}_{v,s} \) is large \( \phi_{(a),1} \approx v_1/2\pi A_{v,s} \), for \( \hat{A}_{v,s} = 0 \) while \( \phi_{(a),1} \approx v_0/2\pi A_{v,s} \), for \( \hat{A}_{v,s} \approx \hat{A}_{v,s} \). The following results are directly obtained from the above observation.

- For the spherical annular random array the first null can be reduced by up to 30% whereas for the circular annular array up to 37% [158] when increasing \( \hat{A}_{v,s} \) from zero to a close proximity of \( \hat{A}_{v,s} \). Interestingly, this means it is possible to considerably shrink the mainlobe of \( U_{av}(\phi) \) simply by selecting a cluster of active nodes from within some close vicinity of the perimeter of \( \{D(0,\hat{A}_{v,s}),D_{v,s}(0,\hat{A}_{v,s})\} \) while leaving all other nodes in the sleeping mode to preserve energy.
Without having any effect on the target $\phi_{n,1}$, the outer radius of $\{S_{\text{disk}}, S_{\text{sph}}\}$ can be reduced from $\lambda_{n,s} \approx \frac{\lambda V_1}{2\pi \phi_{n,1}}$ to $\lambda_{n,s} \approx \frac{\lambda V_0}{2\pi \phi_{n,1}}$ by increasing the inner radius $\lambda_{n,i}$ from zero to $\lambda_{n,i} \approx \frac{\lambda V_0}{2\pi \phi_{n,1}}$. This property can be really useful when $\lambda_{n,i}$ is smaller than $\frac{\lambda V_1}{2\pi \phi_{n,1}}$.

(f) Approximate peak and null locations of the sidelobes

As discussed previously the practical interest in forming a narrow mainlobe necessitates $\phi_{n,1}$ to be small. According to the developments in the same subsection $\phi_{n,1}$, is inversely proportional to $A_{\text{os}}$. Therefore, a narrow mainlobe can be in fact associated with a large $A_{\text{os}}$. Hence, a large network may benefit energy preservation and network connectivity by choosing $A_{\text{sph}}$ and $A_{\text{disk}}$ just large enough to ensure $S(0, \tilde{A}_{n,s}, \tilde{A}_{n,i})$ and $S_{\text{sph}}(0, \tilde{A}_{n,s}, \tilde{A}_{n,i})$ includes $K$ nodes [158]. It is direct to show that increasing $\tilde{A}_{n,i}$ while keeping $A_{\text{i}}$ fixed results in an $\tilde{A}_{n,i}$ that is close to $\tilde{A}_{n,s}$, or, equivalently, a large narrow ring $S(0, \tilde{A}_{n,s}, \tilde{A}_{n,i})$ or narrow spherical ring $S_{\text{sph}}(0, \tilde{A}_{n,s}, \tilde{A}_{n,i})$. For such a scenario, $U_{\text{av}}(\phi)$ in (181) and (183) can be approximated as shown by (192) and (193).

$$U_{\text{av}}(\phi) \approx \lim_{\tilde{A}_{n,s} \to \tilde{A}_{n,i}} \left\{ \frac{A_{\text{os}}}{K} \left( 1 - \frac{1}{K} \right) \left[ \frac{2}{A_{\text{os}} - A_{\text{os}}} \left( \frac{\tilde{A}_{n,i}}{\tilde{A}_{n,s}} \right) J_1 \left( \frac{\tilde{A}_{n,s} z'}{z'} (\phi) - \frac{\tilde{A}_{n,i} z'}{z'} (\phi) \right) \right] \right\}$$

$$= \lim_{\tilde{A}_{n,i} \to \tilde{A}_{n,s}} \left\{ \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left[ \frac{2\zeta'}{A_{\text{os}} - A_{\text{os}}} \left( \tilde{A}_{n,s} - \tilde{A}_{n,i} \right) \left( \tilde{A}_{n,i} + \tilde{A}_{n,s} \right) \zeta' (\phi) \right] \right\}$$

$$= \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left[ \frac{2}{A_{\text{os}} z'} (\phi) \lim_{\tilde{A}_{n,i} \to \tilde{A}_{n,s}} \left( \frac{\tilde{A}_{n,i} z'}{z'} (\phi) \right) \right]$$

using the identity

$$\frac{d}{dx} \left[ x^n J_n(x) \right] = x^n J_{n+1}(x) = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left[ J_0 \left( \frac{\tilde{A}_{n,i} z'}{z'} (\phi) \right) \right]$$
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\[ U_{av}(\phi) \approx \lim_{\lambda_+ \to \lambda_-} \left[ \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \frac{3 \xi''(\phi)}{2} \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right)^2 \right] = \]

\[ = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \frac{3}{2} \left( \xi'(\phi) \frac{\partial}{\partial \xi'(\phi)} \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) \right)^2 = \]

\[ = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left( \frac{3}{2} \xi'(\phi) \frac{\partial}{\partial \xi'(\phi)} \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) \right)^2 = \]

\[ = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left( \frac{3}{2} \xi'(\phi) \frac{\partial}{\partial \xi'(\phi)} \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) \right)^2 = \]

\[ = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left( \frac{1}{2} \pi \right) \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) = \]

\[ = \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left( \frac{1}{2} \pi \right) \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) \left( \frac{\tilde{A}_{n,s} \xi''(\phi) - \tilde{A}_{s,s} \xi''(\phi)}{\xi(\phi)} \right) = \]

\[ \text{(193)} \]

Now using (194) \( U_{av}(\phi) \) in (192) is further simplified to (195) for \( \tilde{A}_{n,s} \xi''(\phi) \gg 1/4 \) and (193) to (196) for \( \tilde{A}_{n,s} \xi''(\phi) \gg 2 \) since the orthonormal steering function \( \xi''(\phi) \) dominates at endfire. This helps ease the process for finding the mean nth null \( \theta_{(n),i} \) and peak \( \theta_{(p),l} \) positions of the average beampattern, where the zeroth order peak \( \theta_{(p),0} = \phi_0 = 0 \) represents the mainlobe of the respective beampattern.

\[ J_{m}(x) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{m \pi}{2} - \frac{\pi}{4} \right) \quad x \gg \left| m - \frac{1}{4} \right| \]

\[ \therefore \]

\[ J_{0}(x) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{\pi}{4} \right) \quad x \gg \frac{1}{4} \]

\[ J_{1/2}(x) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{3 \pi}{8} \right) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{5 \pi}{8} \right) \quad x \gg 0 \]

\[ J_{3/2}(x) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{3 \pi}{8} \right) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{5 \pi}{8} \right) \quad x \gg 2 \]

\[ U_{av}(\phi) \approx \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \frac{2}{\pi \tilde{A}_{n,s} \xi''(\phi)} \cos^2 \left( \tilde{A}_{n,s} \xi''(\phi) - \frac{\pi}{4} \right) \]

\[ \text{(195)} \]
It follows from (195) that nulls (197) and peaks (198) are found for the circular ring array [158].\(^1\)

Similarly peaks (199) and (200) of (196) are also found in a similar manner where the zeroth peak and null location are offset by a factor of 1/8 due to the slightly less accurate approximation (196) for the spherical ring random array.

\(^1\) The results of (197) and (198) were previously provided as \(\phi_{(n),c} = 2\sin^{-1}\left(\left(\frac{1}{4}\right)\sqrt{\frac{1}{\hat{A}_{0}}}ight)\) and \(\phi_{(p),c} = 2\sin^{-1}\left(\left(\frac{1}{4}\sqrt{\frac{1}{\hat{A}_{0}}}ight)\right)\) since a constant value of the orthonormal steering vector \(\zeta_{\text{endfire}}(\phi) = 4\pi \sin(\phi/2)\) was thought to of been correct. This value, however is in fact incorrect as \(\zeta_{\text{endfire}}(\phi)\) is actually a vector due to the constant offset angle \(\phi\). Moreover, the magnitude of the orthonormal steering vector simplifies as \(\zeta_{\text{endfire}}(\phi) = 4\pi \sin(\phi/2)\) whereas the factor \(\sqrt{(1-\cos\phi/2)}\) cannot be reduced as \(\sin(\phi/2)\) as it was previously expected. This is due, since the factor \((1-\cos\phi/2) = \sin^2(\phi/2)\) neglects the portion of the factor. However, all in all for small values of angle the factor \(2\sin(\phi/2)\) approximated as \(\phi\) causing no loss in generality in the works of [6]-[14], [81]-[82], but yet should be avoided in future use.
\[
cos^2 \left( 2\pi \tilde{A}_{\nu}, \sin(\phi) - \frac{\pi}{4} \right) = 0 \quad \approx \text{produces a null}
\]
\[
2\pi \tilde{A}_{\nu}, \sin(\phi) = \left( \ell - \frac{1}{2} \right) \pi + \frac{\pi}{4} \quad \text{(use minus)}
\]
\[
\phi_{(\nu),\ell} = \sin^{-1} \left( \frac{\ell - \frac{1}{2}}{2\tilde{A}_{\nu}} \right)
\]
\[
cos^2 \left( 2\pi \tilde{A}_{\nu}, \sin(\phi) \right) = 1 \quad \approx \text{produces a peak}
\]
\[
2\pi \tilde{A}_{\nu}, \sin(\phi) = (\pm \ell \pi) \quad \text{(use plus because a peak follows a null)}
\]
\[
\phi_{(\rho),\ell} = \sin^{-1} \left( \frac{\ell + \frac{1}{2}}{2\tilde{A}_{\nu}} \right)
\]
\[
\phi_{(\rho),0} = \sin^{-1} \left( \frac{\ell + \frac{3}{8}}{2\tilde{A}_{\nu}} \right), \ell = 0
\]
\[
\phi_{(\rho),\ell} = \sin^{-1} \left( \frac{\ell + \frac{1}{2}}{2\tilde{A}_{\nu}} \right), \ell = 1, 2, \ldots
\]
\[
\phi_{(\nu),0} = \sin^{-1} \left( \frac{\ell - \frac{1}{8}}{2\tilde{A}_{\nu}} \right), \ell = 0
\]
\[
\phi_{(\nu),\ell} = \sin^{-1} \left( \frac{\ell}{2\tilde{A}_{\nu}} \right), \ell = 1, 2, \ldots
\]

For \( \ell = 1, 2, \ldots \) it is noteworthy that the approximate \( \phi_{(\nu),\ell} \) obtained from (197) is in fact very close to the approximate derived in (191). Note also that, the approximations in (197)-(200) provide a simple technique to derive \( \tilde{A}_{\nu,x} \) and \( \tilde{A}_{\nu,y} \). Given a desired \( \phi_{(\nu),\ell} \) or \( \phi_{(\rho),\ell} \), one may determine the required \( \tilde{A}_{\nu,x} \) from (199) and (200) and, then, use the preassigned \( A_{y0} \) to obtain \( \tilde{A}_{\nu,y} \). We also obtain from (196) and (199)-(200) that the \( \ell^{th} \) peak of the average sidelobe is approximately given by (201) [158]. For completeness in analysis the \( \ell^{th} \) peak of the average sidelobe of the circular ring random array is also provided by that of (202) [158].

\[
U_{av} \left( \phi_{(\rho),\ell} \right) \approx \frac{1}{K} + \left( \frac{1}{K} \right) \left( \frac{3}{2} \left( \ell + 1 \right) \pi \right)^2
\]
Average directivity is a parameter that measures the beamforming efficiency to concentrate the transmitted power towards the desired direction. Note that or in other words this is a damped sinusoidal. Therefore, as $\hat{A}_{\phi}$ grows, the normalized average directivity converges to its maximum value of $N$. The average directivity of (192) is given by (203) whereas the average directivity of (193) is given by (204).

These results are illustrated in Figure 43 and are useful since, as $\hat{A}_{\phi}$ grows, the normalized average directivity converges to its maximum value of $K$ (since the denominator is a dampened sinusoidal function).

\[
U_{\phi}(\phi_{(\mu)}) \approx \frac{1}{K} + \left(1 - \frac{1}{K}\right) \frac{2}{2\pi \hat{A}_{\phi} \sin \left(\arcsin \left(\frac{\ell + \frac{1}{4}}{2\hat{A}_{\phi}}\right)\right)\pi} 
\]

\[
= \frac{1}{K} + \left(1 - \frac{1}{K}\right) \frac{2}{\pi^2 \left(\frac{\ell + \frac{1}{4}}{4}\right)}
\]

\[(g)\text{ Average directivity}\]

\[
D_{\phi} = \frac{K}{1 + (K-1) \, \overline{\beta} \left[\frac{1}{2} ; 1,1,1 ; -\left(4\pi \hat{A}_{\phi}\right)^2\right]} \]  

\[
= \frac{K}{1 + \left((K-1) \right) \frac{8x - 4x^3}{6x^5} \left[J_0(2x) - 8 + 8x^2 + 3x^4 \right] J_1(2x)} + \frac{10x^5}{10x^5}
\]

\[
= \frac{K}{1 + \left((K-1) \right) \frac{5}{6x^2} \left[J_1(2x) H_0(2x) + J_0(2x) H_1(2x)\right]} \frac{20x^5}{20x^5}
\]

$x = 2\hat{A}_{\phi}\pi$
(h) Extension to multiple concentric rings

As can be observed from (202), when $\tilde{A}_{\alpha, s} \approx \tilde{A}_{\alpha, s}$, the first and the largest sidelobe peak of the average beampattern is given by $U_{av}(\phi) \approx 0.16$ which is around 8 dB less than the mainlobe maximum value. For the spherical ring in (201) $\tilde{A}_{s, s} \approx \tilde{A}_{s, s}$, the first and the largest sidelobe peak of the average beampattern is given by $U_{av}(\phi) \approx 0.045$ which is around 13 dB less than the mainlobe maximum value. This reduction in sidelobe level will provide significant improvements for numerous applications. Elements may even be selected from multiple concentric rings of circles or spheres with a proper radii to reduce sidelobe peak value. With $M$ concentric rings (circular or spherical) $S_{\{sph, disk\}, m}(0, \tilde{A}_{m, s}^n, \tilde{A}_{m, s}^m), m = 1, ..., M$ where $\tilde{A}_{m, s}^n \leq \tilde{A}_{m, s}^{n+1}$ it can be shown from [158] that the characteristic function for circular concentric rings is given by (205) for that of concentric spherical rings (206).

$$U_{av}(\phi) = \frac{1}{K} + \frac{1}{K}|\Lambda|^2$$

$$\Lambda = 2 \sum_{n=1}^{M} \frac{\tilde{A}_{n, s}^m J_1 \left( \tilde{A}_{n, s}^m \zeta^e(\phi) \right) - \tilde{A}_{n, s}^m J_1 \left( \tilde{A}_{n, s}^m \zeta^e(\phi) \right)}{\zeta^e(\phi)}$$

$$\sum_{n=1}^{M} \tilde{A}_{n, s}^m \tilde{A}_{s, s}^m$$
\[
U_{av}(\phi) = \frac{1}{K} + \left(1 - \frac{1}{K}\right)|\tilde{A}|^2
\]

\[
\lambda = 3 \left\{ \sum_{n=1}^{M} \tilde{A}_n^{(m)} \left( \tilde{A}_n^{(m)} - \tilde{A}_n^{(m)} \right) \left( \tilde{A}_n^{(m)} - \tilde{A}_n^{(m)} \right) \right\}
\]

Now assume that \( A_{\text{disk}} = \pi A_{\text{circ}}^2 - \pi A_{\text{sph}}^2 = \eta/M \) and \( A_{\phi\text{th}} = 4\pi A_{\text{circ}}^2 - 4\pi A_{\text{sph}}^2 = \eta/M \) for \( m = 1, \ldots, M \), that is, all rings have the same area while their total area is equal to \( \eta \). As \( \eta \) is independent from \( \tilde{A}_n^{(m)} \), if \( \tilde{A}_n^{(m)} \) increases, \( \tilde{A}_n^{(m)} \) grows as well such that \( \eta/M \) remains unchanged. Under this condition, \( U_{av}(\phi) \) can be approximated for a large \( \tilde{A}_n^{(m)} \) as shown in (207) similar to (45 in [158]) and (192). For a spherical ring the procedure is the same and the result is given in (208).

\[
U_{av}(\phi) \approx \frac{1}{K} + \left(1 - \frac{1}{K}\right) \frac{1}{M} \sum_{n=1}^{M} \tilde{A}_n^{(m)} \left( \tilde{A}_n^{(m)} \right)^2
\]

\[
U_{av}(\phi) \approx \frac{1}{K} + \left(1 - \frac{1}{K}\right) \frac{1}{M} \sum_{n=1}^{M} \frac{3}{2} \left( \text{sinc}(\tilde{A}_n^{(m)})^2 - \text{tinc}(\tilde{A}_n^{(m)})^2 \right)
\]

Now using (195) in (207) and (196) in (208), simplifies the results of the concentric circular and spherical annular ring random array to that of (209) and (210). The result of these expressions indicates that the contributions of all rings (circular or spherical) apply independently to the average beampattern \( U_{av}(\phi) \) through a simple summation. This fact facilitates a simple approach to determine \( A_{\text{circ}}^{(m)}, m = 1, \ldots, M \). I.e., assume that it is required to have a null positioned at \( \phi^* \) then selecting \( \tilde{A}_n^{(m)} \) in (211) for a circular rings or \( \tilde{A}_n^{(m)} \) in (47) for spherical rings may be utilized for the design. This results in generating an average beampattern null at \( \phi^* \) while substantially reducing the sidelobe peaks. As well all rings reinforce the null at \( \phi^* \), such that one may conjecture that the null width around \( \phi^* \) increases as the number of rings grows. Numerical results are demonstrated in Figure 44-Figure 49 to verify this conjecture where \( \phi^* = 1 \). Furthermore, Figure 44-Figure 46 demonstrate the SARA ability to create a null at 1 degree using the nth null of the pattern in (212) given \( m = 0 \) in Figure 44, \( m = 1 \) in Figure 45, and \( m = 2 \) in Figure 46. Furthermore these illustrations demonstrate that the pattern more directive and squeezed tighter in the corresponding viewing window as the nth null of the pattern is utilized. Also since the SRA contains a symmetric at broadside and endfire pattern as shown in Figure 41 and Figure 42 that these results will be the same at the SARA zenith elevation angle. However, differently the CRA is not
symmetric at the endfire and zenith locations. As a consequence, the pattern of the CARA is not the same at these angles and a comparison is made in Figure 47-Figure 49. From these results it is seen that the patterns are closely the same near the mainbeam, but diverge from each other far away such that the results of the CARA is likely to have higher values in sidelobe level.

\[
U_m(\phi) \approx \frac{1}{K} + \left(1 - \frac{1}{K}\right) \left[\frac{\sqrt{2} \sum_{m=1}^{M} \cos \left(\tilde{A}^{(m)}_{\psi,\rho}(\phi) - \frac{\pi}{4}\right)}{\sqrt{\pi \tilde{A}^{(m)}_{\psi,\rho}(\phi)}}\right]^2
\]

\[
U_{av}(\phi) \approx \frac{1}{K} + \left(1 - \frac{1}{K}\right) \left[\frac{1}{M} \sum_{m=1}^{M} \cos \left(\frac{\tilde{A}^{(m)}_{\psi,\rho}(\phi) - \frac{\pi}{2}}{\tilde{A}^{(m)}_{\psi,\rho}(\phi)}\right)\right]^2
\]

\[
\tilde{A}^{(m)}_{\psi,\rho} = \frac{\lambda}{4\sin \left(\frac{\phi}{2}\right)}, \quad m = 1, \ldots, M
\]

\[
\tilde{A}^{(m)}_{\psi,\rho} = \frac{\lambda \left(m - \frac{1}{8}\right)}{2\sin \left(\phi^*\right)}, \quad m = 0
\]

\[
\tilde{A}^{(m)}_{\psi,\rho} = \frac{\lambda m}{2\sin \left(\phi^*\right)}, \quad m = 1, \ldots, M
\]

Figure 44. Spherical annular random array broadside (first null).
Figure 45. Spherical annular random array broadside (second null).

Figure 46. Spherical annular random array Sara broadside (third null).
Figure 47. Circular annular random array broadside and endfire comparison (first null).

Figure 48. Circular annular random array broadside (first null).
It should be mentioned that, if multiple narrow rings are used, the inter-ring connectivity is maintained when \( A_{m+1}^{(m+1)} - A_m^{(m)} < A_f \) for \( m = 1, \ldots, M \). However, if the latter inequality does not hold for an \( m \), some of the nodes located between the rings \( m \) and \( m+1 \) may be kept in the active mode and used to establish the connection between those rings. Alternative means to maintain the inter-cluster connectivity may be adopted for these means from to preserve these inter-ring connections.

In conclusion this section has analyzed a new method in adaptive beamforming for aperiodic random arrays of which utilizes a shared aperture approach. A full rigorous derivation of this process was completed and it was seen that narrow circular or spherical rings may be utilized in terms of creating nulls at specified spatial locations. The approach mainly centered on the orthonormal meridian steering vector, but can be easily changed to the broadside steering vector. Furthermore results of both the meridian and zenith elevation steering vectors were illustrated in Figure 44-Figure 49. From these it was seen that the results of a spherical annular random array (SARA) is symmetric at all angles due to where the circular annular random array (CARA) is dependent upon scan angle. As a consequence, the CARA is likely to have greater sidelobe levels when scanned toward the zenith elevation angle as compared to when scanned at the plane of the array.
CHAPTER VII
CHARACTERISTIC MODES OF CIRCULAR AND SPHERICAL RANDOM ARRAYS (DIRECTIVE TAPERS)

7.1 Generalized Jinc Function Family for the Circular Random Array

A systematic treatment of the far-field diffraction patterns produced by circular sector apertures or annular versions has provided analytical solutions in terms of a series of Bessel functions known as the jinc family [73]. This family will be analyzed in this section in order to find the characteristic modes of circular random arrays.

It is well known that the diffraction pattern of a uniformly distributed circular aperture is given by
\[ \text{Jinc}(x) = \frac{J_0(x)}{x} = \frac{1}{x^2} \int_0^x v J_0(v) \, dv \] (213)

\[ \text{Jinc}_n(x) = \frac{1}{x^{2n+2}} \int_0^x v^{2n+1} J_0(v) \, dv \quad n \geq 0 \] (214)

\[ \text{Jinc}_1(x) = \frac{J_1(x)}{x} - 2 \frac{J_2(x)}{x^2} \] (215)

\[ \text{Jinc}_2(x) = \frac{J_1(x)}{x} - 4 \frac{J_2(x)}{x^2} + 8 \frac{J_3(x)}{x^3} \] (216)

\[ \text{Jinc}_3(x) = \frac{J_1(x)}{x} - 6 \frac{J_2(x)}{x^2} + 24 \frac{J_3(x)}{x^3} - 48 \frac{J_4(x)}{x^4} \] (217)

One can deduce that for large x all sub terms decrease much faster than the dominant mode and for large x the dominant mode approaches (218). In addition for the relation
\[ J_0(v) = 1 \cdot \lim_{x \to 0} \text{Jinc}_0(x) \]
the integral of (214) reduces to that of (219) showing a convergence value of each maximum nth order Jinc mode.

Also seen is each nth order mode decreases with increase of n.

\[ \lim_{x \to \infty} \text{Jinc}_n(x) = \frac{J_1(x)}{x} \] (218)
\[ J_{n}(0) = \frac{1}{2(n+1)} \] (219)

This family of Jinc functions has similar curves gradually changing with a change in the order \( n \). Also similar to [73] it can be shown from (214) as the \( \lim_{n \to \infty} \), the normalized \( J_{n}(x) \) functions approach that of a zero order Bessel function \( J_{0}(x) \) (220).

\[
\lim_{n \to \infty} J_{n}(x) = \frac{1}{2(n+1)} J_{0}(x) \tag{220}
\]

### 7.2 Circular Random Array Modes

The second through fourth order modes of a circular random array will be shown in this section as an example for completeness and clarity. To find the second order mode it is necessary to find the probability density function leading itself toward the desired solution type. In order to find this distribution the integral relation in (214) is examined and it is seen that a \( \rho^2 \) type of distribution will lead itself to the second order mode solution. The joint distribution of the dominant mode of a circular path in (221) is modified to fit the second order mode given by (222). Next the marginal distribution function for each mode in terms of Cartesian coordinates is found respectively in (224) and (225). An illustration of the first four pdf modes are shown in Figure 50.

\[
\int_{0}^{\pi} \int_{0}^{2\pi} f_{0}(\rho,\phi) \rho d\rho d\phi = 1 \rightarrow f_{0}(\rho,\phi) = \frac{1}{\pi} \tag{221}
\]

\[
\int_{0}^{\pi} \int_{0}^{2\pi} f_{1}(\rho,\phi) \rho d\rho d\phi = 1 \rightarrow f_{1}(\rho,\phi) = \frac{2}{\pi} \tag{222}
\]

\[
\int_{0}^{\pi} \int_{0}^{2\pi} f_{2}(\rho,\phi) \rho d\rho d\phi = 1 \rightarrow f_{2}(\rho,\phi) = \frac{3}{\pi} \tag{223}
\]

\[
f_{0}(x) = \frac{1}{\pi} \int_{-\sqrt{1-x^2}}^{\sqrt{1-x^2}} 1 dy = \frac{2\sqrt{1-x^2}}{\pi} \tag{224}
\]

\[
f_{1}(x) = \frac{2}{\pi} \int_{-\sqrt{1-x^2}}^{\sqrt{1-x^2}} (x^2 + y^2) dy = \frac{4\sqrt{1-x^2}}{3\pi} (1 + 2x^2) \tag{225}
\]

\[
f_{2}(x) = \frac{3}{\pi} \int_{-\sqrt{1-x^2}}^{\sqrt{1-x^2}} (x^2 + y^2)^2 dy = \frac{2\sqrt{1-x^2}}{5\pi} (3 + 4x^2 + 8x^4) \tag{226}
\]

\[
f_{3}(x) = \frac{4}{\pi} \int_{-\sqrt{1-x^2}}^{\sqrt{1-x^2}} (x^2 + y^2)^3 dy = \frac{8\sqrt{1-x^2}}{35\pi} (5 + 6x^2 + 8x^4 + 16x^6) \tag{227}
\]
This method in polar coordinates is shown in order to verify its representation to the jinc family integral representation in (214) given by the following formulation (228)-(230).

\[
    f(\rho) = \frac{2\rho^3}{\pi} \int_0^{2\pi} d\phi = 4\rho^3 \tag{228}
\]

\[
    f(\phi) = \frac{2}{\pi} \int_0^{2\pi} \rho^3 d\rho = \frac{1}{2\pi} \tag{229}
\]

\[
    F_{av}(\theta, \phi) = E_{\rho, \phi} \left| F(\theta, \phi|\hat{\rho}_n, \hat{\phi}_n) \right| = \\
    = \left(1 - \frac{1}{N}\right) \left[ \int_0^{2\pi} e^{i(\zeta(\theta, \phi)(\hat{\rho}_n, \cos\phi))} \frac{1}{2\pi} d\phi \frac{4\hat{\rho}_n^3 d\hat{\rho}_n}{4\hat{\rho}_n^3} \right] \\
    = \left(1 - \frac{1}{N}\right) \left[ \int_0^{2\pi} \hat{\rho}_n^3 J_0(\zeta(\theta, \phi)) d\hat{\rho}_n \right] \\
    = \left(1 - \frac{1}{N}\right) \frac{4}{\zeta(\theta, \phi)^3} \left[ \int_0^{2\pi} u_n J_0(u) du_n \right] \\
    = 4 \left[ \frac{J_1(\zeta(\theta, \phi))}{\zeta(\theta, \phi)} - \frac{2 J_2(\zeta(\theta, \phi))}{\zeta(\theta, \phi)^2} \right] \tag{230}
\]

Taking the absolute value of (230) and squaring it gives the average array factor or mean valued radiation intensity of the second order mode (231). Again this solution was found using the Bessel Fourier transform, but could have been derived using a Fourier Transform and compound random variable representation (232). Again the first four characteristic functions are provided below in Figure 51.

\[
    U_{av}(\theta, \phi) = \left[ 4 \left[ \frac{J_1(\zeta(\theta, \phi))}{\zeta(\theta, \phi)} - \frac{2 J_2(\zeta(\theta, \phi))}{\zeta(\theta, \phi)^2} \right] \right]^2 \tag{231}
\]
\[ \Lambda = F_{\omega}(\theta, \phi) = \left( \int_{0}^{1} e^{j\zeta(\theta, \phi)} \left\{ \frac{4\sqrt{1-x^2}}{3\pi} + \frac{8x^3\sqrt{1-x^2}}{3\pi} \right\} dx = 4J_{inc}\left(\zeta(\theta, \phi)\right) \right) \] (232)

Figure 51. Comparison of the characteristic functions of the first four modes of a circular random array.

In Figure 51 it is seen that the ascending order modes are more directive than the dominant mode, but come at an expense of higher sidelobes. The loss of energy in the main beam is due to the conservation of energy meaning that the energy lost in the main lobe region is now displaced outside of the main lobe region or into the sidelobe region; also similar to the beams seen in tapered aperture distributions, which are shown in Chapters VIII – Chapter X.

7.3 Spherical Random Array Modes

The derivation of the Fraunhofer diffraction of spherical apertures at the meridian elevation angle \( \theta = \theta_0 = \pi/2 \) leads to a generalized \( \text{Tinc} \) family distribution, similar to (214) and given in (238). The difference in the abiding formulations are that Bessel functions of (214) are replaced by spherical Bessel functions. Several modes besides the dominant \( n=0 \) mode are given by (239)-(241) also similar to [73]. These pdfs are also illustrated in Figure 52. It should be noted that a meridian elevation angle is chosen not only to simplify the mathematics, but also to mimic the solution set of circular random array modes. The characteristic functions of these modes are also provided in Figure 53.

\[ f_0(x) = \frac{3}{4\pi} \int_{-\sqrt{x^2+y^2}}^{\sqrt{x^2+y^2}} \int_{-\sqrt{x^2-y^2}}^{\sqrt{x^2-y^2}} dz dy = \frac{3}{4} (1-x^2) \] (233)

\[ f_1(x) = \frac{5}{4\pi} \int_{-\sqrt{x^2+y^2}}^{\sqrt{x^2+y^2}} \int_{-\sqrt{x^2-z^2}}^{\sqrt{x^2-z^2}} (x^2 + y^2 + z^2) dz dy = \frac{5}{8} (1-x^4) \] (234)
\[ f_2(x) = \frac{7}{4\pi} \int \int \int_{-\sqrt{x^2+y^2}}^{\sqrt{x^2+y^2}} (x^2 + y^2 + z^2)^{3/2} \, dz \, dy = \frac{7}{12} (1 - x^2) \] (235)

\[ f_3(x) = \frac{7}{4\pi} \int \int \int_{-\sqrt{x^2+y^2}}^{\sqrt{x^2+y^2}} (x^2 + y^2 + z^2)^{3/2} \, dz \, dy = \frac{9}{16} (1 - x^2) \] (236)

Tinc(ζ(θ, φ)) = \int_0^r v^2 j_0(ζ(θ, φ) r) \, dr \quad n \geq 0 = \frac{1}{ζ(θ, φ)} \int_0^{ζ(θ, φ)} v^2 j_0(v) \, dv \quad n \geq 0

\[ v = rζ(θ, φ) \quad v_1 = 0ζ(θ, φ) = 0 \quad v_2 = 1ζ(θ, φ) = ζ(θ, φ) \]

\[ dv = drζ(θ, φ) \] (237)

Tinc_n(x) = \frac{1}{x^{n+2}} \int_0^x v^{2n+2} j_0(v) \, dv \quad n \geq 0

Tinc_0(x) = \frac{j_0(x)}{x} \quad (238)

Tinc_1(x) = \frac{j_1(x)}{x} - \frac{2j_2(x)}{x^2} \quad (239)

Tinc_2(x) = \frac{j_1(x)}{x} - \frac{4j_2(x)}{x^2} + \frac{8j_3(x)}{x^3} \quad (240)

Figure 52. Pdfs of the first four modes of a spherical random array.
In Figure 53, it is seen that the ascending order modes are more directive then the dominant mode, but come at an expense of higher sidelobes. The loss of energy in the main beam is due to the conservation of energy meaning that the energy lost in the main lobe region is now displaced outside of the main lobe region or into the sidelobe region; also similar to the beams seen in tapered aperture distributions, which are shown later in this dissertation. A comparison of the circular and spherical modes are shown in Figure 54.

In Figure 54 it is seen that the main beam of the dominant mode for a circular random array is the same as that of the second mode of a spherical random array. However it is seen that the first sidelobe of the circular random array is smaller than that of the spherical random array.

Last of all it is likely that the jinc and tinc characteristic modes are in some way related to the spherical harmonics and multipoles illustrated in Figure 55-Figure 56. For example, integration of a plane
wave over a spherically symmetric volume can be expressed as an integration of the sum of spherical waves as

\[
\frac{1}{V} \int_0^{2\pi} \int_0^\pi e^{ikr'} e^{jkr} = \frac{1}{V} \sum_{l=0}^{\infty} \int_0^{2\pi} \int_0^\pi (j)^l (2l+1) j_l(kr) P_l(\cos \theta) r^2 \sin \theta \, d\theta \, d\phi
\]  

(242)

And since the spherical Hankel function of order zero \( h_0 \) represents the spherically symmetric wave field. Therefore upon integrating the zeroth order mode one obtains

\[
3 \text{Im}(k) = \frac{3}{4\pi} \int_0^\pi \int_0^{2\pi} e^{ikr'} = \frac{3}{4\pi} \int_0^\pi \int_0^{2\pi} (j)^0 (2l+1) j_0(kr) P_0(\cos \theta) r^2 \sin \theta \, d\theta \, d\phi
\]  

(243)

Or in other words since the Greens function of a finite spherical point source is calculated as

\[
\frac{e^{-jk(r'-r)}}{|r-r'|} = \sum_{n=0}^{\infty} j_n(kr') h_{n+1}(kr) \sum_{m=-n}^{n} Y_m^0(\theta,\phi) Y_m^0(\theta',\phi'), \ [r > r']
\]  

(244)

For a theoretical point source we can calculate its far-field distribution by keeping the dominant term \( n=0 \)

\[
\frac{e^{-jk(r'-r)}}{|r-r'|} = \sum_{n=0}^{\infty} j_n(kr') h_0(kr) \sum_{m=-n}^{n} Y_m^0(\theta,\phi) Y_m^0(\theta',\phi')
\]

\[
= jk j_0(kr') h_0(kr) Y_0^0(\theta,\phi) Y_0^0(\theta',\phi') = \frac{jk}{4\pi} \left( \frac{\sin (kr')}{kr'} - j e^{iku} \right)
\]

(245)

And for multiple sources or sources offset from the origin we use a second order approximation for phase (43) and a first order approximation for path loss such that

\[
\frac{e^{-jk(r'-r)}}{|r-r'|} \approx \frac{e^{-jk}}{4\pi r} e^{iku \cos \psi}
\]

(246)

This result is the mathematical description of a plane wave. It can be expanded by the Jacobi-Anger expansion which is useful in converting an expansion of plane waves into a series of cylindrical waves.

\[
e^{iku \cos \psi} = \sum_{n=-\infty}^{\infty} J_n(z) e^{iku}
\]

(247)

And for integer \( n \) the expansion becomes

\[
e^{iku \cos \psi} = J_0(z) + 2 \sum_{n=1}^{\infty} J_n(z) \cos(n\theta)
\]

(248)

Therefore, we have seen that the monopole moment of a point source Greens function is given to be the familiar plane wave function of which can be transformed/expanded as a superposition of cylindrical waves. From this result we observe the far-field diffraction pattern composed of its cylindrical wave basis functions as:
Interestingly we see that diffraction pattern of the \( n=0 \) mode is equivalent to that diffraction pattern of a circular random array. This is also true since the term is angle independent. This consequently represents a uniform plane wave incident upon a circular aperture.

Alternatively, a plane wave can be expressed as a sum of spherical waves. This time (246) is expanded by converting an expansion of plane waves into a series of spherical waves.

\[
e^{i\omega r} = 4\pi \sum_{l=0}^{\infty} (j) \langle j,r \rangle Y_{lm} (\theta, \phi) Y_{lm}^* (\theta', \phi')
\]

or for a axially symmetric term

\[
e^{i\omega r} = \sum_{l=0}^{\infty} (2l+1) j \langle j,r \rangle P_{l} (\cos \psi)
\]

And for \( I = 0 \) (250) reduces to

\[
e^{i\omega r} \bigg|_{\text{monopole moment}} = j_{0} \langle r \rangle
\]

Now integrating the monopole moment over a spherical volume one obtains

\[
e^{i\omega r} \int_{0}^{2\pi} \int_{0}^{\pi} j_{0} \langle r \rangle r' \sin \theta' \, d\theta' \, d\phi' \, dr' = \frac{j_{0} \langle k \rangle}{k} r e^{i\omega r}
\]

Similarly, one can find by the same process that the dipole moment is (253) and the quadruple by that of (254). Or in essence the summation of all the these modes leads to a perfect plane wave as seen in

\[
e^{i\omega r} \left( kr - 1 \right) j_{2} \langle k \rangle \cos^{2} \theta
\]

\[
e^{i\omega r} \left( -3j(kr) + (kr)^{3} \right) \frac{\left(1 + 3\cos(2\theta)\right)^{2}}{192\pi} j_{3} \langle k \rangle
\]
Figure 55. Spherical harmonics and multipoles.

Figure 56. Summation of the multiples in the plane wave solution. [143]

Also a more in detail explanation of the spherical random array moments is provided in the appendices. Moreover, it is found by summing the spherical random array modes independent of the spherical propagating Hankel function that the pattern is familiar to the common operating fields of the antenna as provided in Figure 57. Noted however, that all of the moments are normalized to $\exp[-jkr]/r$ or as (255). A more correct representation should decay as the ascending spherical Hankel function. Furthermore this solution is similar to those shown in [65].
Similar to the previous section the characteristic modes of $N$-dimensional uniformly distributed spherical random arrays have many underlying connections to common topology. For instance, a generalized sinc family is given by the following equation (256). Applying the recurrence relation for the Bessel function similar to [143] and the lambda function in [146] derives the recurrence relation of (256) as (257).

$$
sinc(n, x) = \Gamma \left(1 + \frac{n}{2}\right) \frac{J_{\frac{n+1}{2}}(x)}{\left(\frac{x}{\sqrt{2}}\right)^{\frac{n+1}{2}}} \tag{256}
$$

$$
sinc(n, x) = n \left(\frac{n+2}{x^2}\right) \left[sinc(n, x) - sinc(n-2, x)\right] \tag{257}
$$

This recurrence relation splits the recursive progressions in terms of one odd and one even mode. The odd modes are expressed in terms of sin(x) and cos(x) while the even modes are expressed in terms of $J_0(x)$ and $J_1(x)$. Examples of these solutions are given below in (258)-(264).

$$
sinc(-1, x) = \cos(x) \tag{258}
$$

$$
sinc(0, x) = J_0(x) \left\{\text{Ring 0-sphere}\right\} \tag{259}
$$
\[
\text{sinc}(1,x) = \frac{\sin(x)}{x} \quad [\text{Line 1-ball}]
\]

\[
\text{sinc}(2,x) = 2 \frac{J_1(x)}{x} \quad [\text{Circle 1-sphere}]
\]

\[
\text{sinc}(3,x) = 3 \frac{j_1(x)}{x} \quad [\text{Sphere 2-sphere}]
\]

\[
\text{sinc}(4,x) = 8 \frac{J_2(x)}{x^2} \quad [\text{Glome 3-sphere}]
\]

\[
\text{sinc}(5,x) = 15 \frac{j_2(x)}{x^2} \quad [\text{4-sphere}]
\]

By observing these solutions it can be seen that \(\text{sinc}(0,x)\) is the solution to a circular ring (Chapter VI), \(\text{sinc}(1,x)\) is the solution to a linear random array, \(\text{sinc}(2,x)\) is the solution to a circular random array and \(\text{sinc}(3,x)\) is the solution to a spherical random array (ignoring pattern multiplication of the steering functions that is). Whereas for an \(N\) dimensional uniformly distributed random sphere the general solution takes on the form.

\[
\text{sinc}(n,x), n \in \text{Integers} \& n > 1
\]

Also for more detail the zeroth order solution will be covered in more depth. The zeroth order solution is a unique solution of which appears to be the solution of a uniformly distributed point source or ring with singularity at the center. This solution is found in the following manner. A ring of thickness \(\varepsilon\) and height \(1/\varepsilon\), centered on a unit diameter and can be written as (266). Taking the Bessel Fourier transform the relation becomes (267) and in the \(\varepsilon \to 0\) limit (268). A more complete derivation can be found in [146].

\[
f(r) = \frac{1}{\varepsilon} \text{rect} \left( \frac{2r-1}{\varepsilon} \right)
\]

\[
F_{av} = 2 \int_{\frac{1-\varepsilon}{2\varepsilon}}^{\frac{1+\varepsilon}{2\varepsilon}} \frac{1}{\varepsilon} \text{rect} \left( \frac{2r-1}{\varepsilon} \right) J_0 \left( 2\zeta(\theta,\phi) r \right) dr
\]

\[
F_{av} = J_0 \left( \zeta(\theta,\phi) \right)
\]

Another probable solution comes from the pdf (269), which is similar to the inverse of the Wigner semicircle distribution (arcsine distribution). Thereof taking the Fourier transform of this distribution (270) leads to the \(\text{sinc}(0,x) = J_0 (x)\) solution (271). Also, for clarity a plot of this distribution (arcsine distribution) is shown in Figure 58. Moreover, this result matches the results of the ring random array presented in the Chapter VI.
\[ p(x) = \frac{1}{\pi \sqrt{1-x^2}} \]  \hspace{1cm} (269)

\[ F_w(\theta, \phi) = \int_{-1}^{1} \frac{1}{\pi \sqrt{1-x^2}} e^{-j\zeta(\theta, \phi)} dx \]  \hspace{1cm} (270)

\[ = J_0(\zeta(\theta, \phi)) \]  \hspace{1cm} (271)

Figure 58. Probability distribution function of the inverse of the Wigner semicircle distribution or arcsine distribution, which is a special case of the beta distribution with \( \alpha = \beta = 1/2 \).

The recurrence relation in (257) can also be expressed for negative solutions. However, negative even solutions are undefined whereas odd solutions exhibit divergent oscillating functions rather than damped ones. Furthermore, a break-even point occurs for \( n = -1 \) as can be seen in (258), which neither is damped, nor diverges.

The \( n = -1 \) solution is like solving the integral shown in (272). It appears more than likely that this solution is related to a 0-sphere. This type of sphere is described by a set of points \( \{ \pm R \} \). Thereby it is described by discrete topology for some \( R > 0 \) and of which is also the only disconnected sphere. This is also like finding the array factor of an isotropic source placed above a ground plane.

Negative odd solutions of the generalized sinc family \( n < -1 \) are likely to represent leaky wave characteristic modes of a uniformly distributed random \( n \)-sphere. This is likely since a uniformly distributed circular random array for the case \( n = -2 \) would physically not make sense in the realm of leaky waves. The odd solutions would assume non-smooth surfaces and would therefore be prone to leaky waves. An example of the solution \( n = -3 \) is shown in (273). An example similar to the solution of a uniformly distributed spherical array, yet divergent instead of damped.
\[
\int_{-\infty}^{\infty} w \sin(\omega t) = \int_{-\pi/2}^{\pi/2} w \sin(\omega t) = \cos(w)
\]

(272)

\[
sinc(-3,x) = \cos(x) + x \sin(x)
\]

(273)

A secondary hypothesis is taken that these negative solutions are a consequence of the phenomena known as sphere eversion (turning a sphere inside-out allowing self-intersections without ripping it) [147]-[148].

7.5 Explanation of the Sinc Family Characteristic Modes

First one should wonder why the characteristic function of a shell provided in (193)? Hence, in order to explain this one needs to understand the illustration Figure 59 and the meaning of the N-sphere. Here it is seen that the zero sphere (i.e. periodic array) can be convolved into two ways without crossing. One way is to convolve the two into a line segment. The second of the two ways is to convolve the points into a ring. Furthermore these are the common solutions of any antenna problem. The 1-ball represents the TE modes of an electric dipole whereas the 1-sphere represents the TM-modes of a magnetic dipole. In addition, when comparing the characteristic functions of the ring, line, circle and sphere from the following Chapter VIII Figure 60 it is seen that the ring is a lower order mode (or taper) than the line. Again this is analogous to antenna theory and as to why the circular waveguides have lower order modes than those of planar waveguides. Moreover, the original question is why the characteristic function of a shell is a line minus a sphere and the way to understand this now is since the line fills the circle and then the sphere whereas the ring is the perimeter. Then the only way to delete the inside of the sphere by some form of convolution using a sphere, which contains both the line and the ring inside of it then it will need to delete the ring. Hence, it does this by some form of convolution, which essentially would be a 360 degree rotation in the elevation plane followed 360 times in the azimuth, which would delete the inside of the sphere. The next question of concern should be as to why these array form a taper family and furthermore why the negative solutions of the N-sphere are divergent. A quick explanation as to why this phenomena happens will be explained in Chapter X.
Figure 59. N-sphere convolution and representation diagram.
CHAPTER VIII
RANDOM ARRAY AMPLITUDE TAPER DISTRIBUTIONS IN CARTESIAN, POLAR AND SPHERICAL COORDINATES (GAUSSIAN TAPERS)

As described in when the number of elements in a discrete element array approaches infinity one finds that the array factor summation reduces to an integral called the space factor. A space factor is given in (274) for a planar-source distribution. For completeness it should be noted that for an $N$ dimensional orthogonal geometry (i.e. rectangular aperture) the aperture distribution is typically separable for current and phase distributions as shown in (275)-(276). To modify (274) for the case of a random array it is shown that one integrates relative to the distribution of the element population similar to (277). This type of integral relation will defined as the RASF (Random Array Space Factor) (278).

$$SF(\theta, \phi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A_n(x', y') e^{i[kx'y'\sin \theta \cos \phi + ky'y'\sin \theta \sin \phi + \phi_n(x', y')] dx' dy',}$$

(274)

$$A_n(x', y') = I_s(x')I_s(y') \text{ current amplitude}$$

(275)

$$\phi_n(x', y') = \phi_n(x')\phi_n(y') \text{ phase distribution along source}$$

(276)

$$E_{r,t} \left| U(\theta, \phi|\bar{T}, \bar{Y}) \right| = \frac{1}{N} + \left[ 1 - \frac{1}{N} \right] \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \cos(\xi(\theta, \phi)(Y_n - Y_m)) + \xi(\theta)(T_n - T_m) \right] f(Y_n)f(Y_m)f(T_n)f(T_m) dY_n dY_m dT_n dT_m$$

(277)

$$\Lambda = \text{RASF(}\theta, \phi)$$

$$= \int_{-\infty}^{\infty} A_n(x)A_n(y) f(x)f(y) e^{i[\xi_n(\theta, \phi) + \xi_n(\theta, \phi) + \phi_n(x', y')] dx_n dy_n$$

(278)

Common line-source amplitude distributions are those of the triangular, cosine, cosine-squared, cosine on-a-pedestal, cosine squared on-pedestal, Gaussian, inverse taper, and edge [65]. The equivalence of these taper distributions for a random array in a two dimensional Cartesian coordinate system are shown in TABLE 5 in addition to other common distributions. This Table is also organized in terms of increasing beamwidths and decreasing sidelobe levels equivalent in concept to tapered aperture distributions [142]. It is also noted that “there is a trade-off between the beamwidth and the side lobe level based on the amplitude distribution.” [65]

The random array space factor for a circular aperture (279) is similar to (278). For practical antennas such as a parabolic reflector, it is common to have distributions that taper toward the edges of the
apertures. These distributions are thus, approximated reasonably well by (280) and in terms of a random array, (280) takes the form given by (281).

The taper of a spherical aperture is similar to the taper of a circular aperture (280) and will not be explicitly shown for brevity, but to simplify the procedure for the spherical system the pattern is taken at the meridian elevation angle such that \( \theta = \theta_s = \pi/2 \). This criteria is useful since pattern multiplication is avoided of which allows for ease in analysis.

\[
\Lambda = \int_0^{2\pi} \int_0^1 f(\rho, \phi) A_n(\rho) e^{i \zeta(\theta, \phi) \rho_n \cos \phi} \tilde{\rho}_n d\tilde{\rho}_n d\phi \\
= 2\pi \int_0^1 f(\rho, \phi) A_n(\rho) J_0(\zeta(\theta, \phi) \rho_n) \tilde{\rho}_n d\tilde{\rho}_n
\]  

(279)

\[
A_n(\rho') = \begin{cases} 
1 - \left( \frac{\rho'}{a} \right)^2 & 0 \leq \rho' \leq a \\
0 & \text{elsewhere} 
\end{cases} 
\]  

(280)

\[
\Lambda = 4\pi \int_0^1 f(r) f(\theta) A_n(r) \frac{r_n \sin \zeta(\theta, \phi)}{\zeta(\theta, \phi)} dr_n
\]  

(281)

Comparison of the characteristic functions \( |\Lambda|^2 \) are provided in Table 4 and its taper functions (planar) are provided in TABLE 5. Furthermore it is seen that these tapers provide a more directive main beam with larger side lobe levels compared to those tapers in Table 6 and Table 7. The spherical characteristic functions (Table 7) provide the broadest main beam with smallest sidelobe activity. Lastly, the solutions in Table 6 are shown to have a broader main beams region compared to those planar types, yet smaller than those spherical types. This also leads to sidelobe levels of which are in between the spherical and planar taper. A complete comparison of this description is shown in Figure 60. Last of all the odd tapers are provided in Table 8 and also include its tapers in increasing order, but for the most extreme tapers (Gaussian) Table 9 is provided for comparison.
Figure 60. Comparison of the characteristic functions of planar, polar and spherical uniform distributions.
Table 4. Random Array Main Lobe Characteristic Functions (All Centered at the Origin) $\zeta^\ell_0(\theta, \phi)$, $\Psi_y = \zeta^\ell_y(\theta, \phi)$ $\Psi_z = \zeta^\ell_z(\theta)$

<table>
<thead>
<tr>
<th>Type</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear</strong></td>
<td>$\Lambda = \text{Sinc}\left({\Psi_x, \Psi_y, \Psi_z}\right)^*$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Planar</strong></td>
<td>$\Lambda = \text{Sinc}\left({\Psi_x, \Psi_y, \Psi_z}\right)\text{Sinc}\left({\Psi_x, \Psi_y, \Psi_z}\right)$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cubic</strong></td>
<td>$\Lambda = \text{Jinc}\left(\Psi_x\right)\text{Jinc}\left(\Psi_y\right)$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Circular</strong></td>
<td>$\Lambda = \text{Jinc}\left(\Psi_x\right)\text{Jinc}\left(\Psi_y\right)$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Isosceles Right Triangle</strong></td>
<td>$\Lambda = \text{Sinc}^3\left(\Psi_x\right)\text{Sinc}\left(\Psi_y\right)$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Circular Sectoral</strong></td>
<td>$\Lambda = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Re\left[ e^{i(\nu_x\xi + \nu_y\eta)} \right] \frac{2(\sqrt{1 - \nu^2} -</td>
</tr>
</tbody>
</table>

**Semicircular**

<table>
<thead>
<tr>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda = \text{jinc}\left(\Psi_x\right)\text{sinc}\left(\Psi_y\right)$</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Triangle</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Elliptical</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Annular Elliptical</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Diamond</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Ring</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Inverted V</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Circular Segment</strong></td>
</tr>
</tbody>
</table>
Table 5. Random Array Taper Distributions (Cartesian) $\zeta_x(\theta, \phi), \psi_y = \zeta_y(\theta, \phi) \quad \psi_z = \zeta_z(\theta)$

<table>
<thead>
<tr>
<th>Element Distribution</th>
<th>V</th>
<th>Uniform</th>
<th>Parabolic</th>
<th>Cosine</th>
<th>Triangular</th>
<th>Cosine-Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>u</td>
<td>\leq 1$</td>
<td>$u = Z_x/A$</td>
<td>$</td>
<td>u</td>
<td>$</td>
</tr>
</tbody>
</table>

| Joint Density Function | $\left(\text{Normalization of pdf}\right)$ | $1$ | $\frac{1}{2}$ | $\frac{3}{4}$ | $\frac{\pi}{4}$ | $1$ | $1$ |

| Main Lobe Factor \( (A) \) | $2\left[\text{sinc}\Psi - \left(\frac{1 - \cos\Psi}{\Psi^2}\right)\right]$ | $\text{sinc}\Psi$ | $\frac{3}{\Psi^2}[\text{sinc}\Psi - \cos\Psi]$ | $\text{sinc}\Psi$ | $\frac{\pi^2}{2}\text{cos}(\Psi)$ | $\text{sinc}\Psi$ | $\text{sinc}\Psi\left[\frac{\pi^2}{\left(\Psi^2 - \Psi^2\right)}\right]$ |

| First Null \( (\text{Rad}) \) | $\Psi = 2\pi\tilde{A}\sin\theta$ | $\sin^{-1}\left(\frac{.3711}{\tilde{A}}\right)$ | $\sin^{-1}\left(\frac{.5}{\tilde{A}}\right)$ | $\sin^{-1}\left(\frac{.7150}{\tilde{A}}\right)$ | $\sin^{-1}\left(\frac{.75}{\tilde{A}}\right)$ | $\sin^{-1}\left(\frac{1}{\tilde{A}}\right)$ | $\sin^{-1}\left(\frac{1}{\tilde{A}}\right)$ |

| $\phi = 0^\circ$ E-plane | $\phi = 90^\circ$ H-plane |

| 3dB Beamwidth | $\Psi = 2\pi\tilde{A}\sin\theta$ | $.3562$ | $.4422$ | $.5767$ | $.5933$ | $.6367$ | $.7189$ |

| $\phi = 0^\circ$ E-plane | $\phi = 90^\circ$ H-plane | $\tilde{A}$ | $\tilde{A}$ | $\tilde{A}$ | $\tilde{A}$ | $\tilde{A}$ | $\tilde{A}$ |
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Table 5 Continued

<table>
<thead>
<tr>
<th>DISTRIBUTION</th>
<th>V</th>
<th>UNIFORM</th>
<th>PARABOLIC</th>
<th>COSINE</th>
<th>TRIANGULAR</th>
<th>COSINE-SQUARED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nulls</td>
<td>( \Psi = 2\pi \tilde{A} \cos \phi ) ( { \theta = \theta_0 = 90^\circ } )</td>
<td>( \approx \cos^{-1} \left( \pm \frac{q}{2A} \right) )</td>
<td>( \cos^{-1} \left( \frac{q + \frac{1}{2}}{2A} \right) )</td>
<td>( \cos^{-1} \left( \pm \frac{q}{2A} \right) )</td>
<td>( \cos^{-1} \left( \pm \frac{2+q}{2A} \right) )</td>
<td></td>
</tr>
<tr>
<td>Peaks</td>
<td>( \Psi = 2\pi A \cos \phi ) ( { \theta = \phi = 90^\circ } )</td>
<td>( \approx \cos^{-1} \left( \pm \left( \frac{m}{2A} + \frac{1}{2} \right) \right) )</td>
<td>( \cos^{-1} \left( \frac{1}{2A} \right) )</td>
<td>( \cos^{-1} \left( \frac{q+1}{2A} \right) )</td>
<td>( \cos^{-1} \left( \pm \frac{1+q}{2A} \right) )</td>
<td>( \cos^{-1} \left( \pm \frac{3+q}{2A} \right) )</td>
</tr>
</tbody>
</table>

Relative Gain

\( (283) \rightarrow \lim_{N \to \infty} (\Lambda) = \frac{75}{N} \)
\( (284) \rightarrow \lim_{N \to \infty} (\Lambda) = 1 \)
\( (285) \rightarrow \lim_{N \to \infty} (\Lambda) = 1 \)
\( \lim_{N \to \infty} (\Lambda) = .8016 \)
\( \lim_{N \to \infty} (\Lambda) = .75 \)
\( \lim_{N \to \infty} (\Lambda) = .6667 \)

Sidelobe Level \( N \to \infty \)
\( \lim_{N \to \infty} (\Lambda) = -4.6 \)
\( \lim_{N \to \infty} (\Lambda) = -13.3 \)
\( \lim_{N \to \infty} (\Lambda) = -21.3 \)
\( \lim_{N \to \infty} (\Lambda) = -23.1 \)
\( \lim_{N \to \infty} (\Lambda) = -26.5 \)
\( \lim_{N \to \infty} (\Lambda) = -31.5 \)

\( 3 \text{ dB Sidelobe Level} \)
\( \approx \frac{\sqrt{(N-1)}}{\pi} - \frac{1}{2} \)
\( \frac{\sqrt{(N-1)}}{\pi} - \frac{1}{2} \)
\( \frac{9(N-1)^{1/4}}{\pi} \)
\( \frac{\sqrt{N-1} - \pi^2}{2\pi} - 1 \)
\( \frac{1}{2} (2+\sqrt{1+\sqrt{N-1}}) \)

\[ |\Lambda| \]
<table>
<thead>
<tr>
<th>Distribution</th>
<th>Uniform</th>
<th>Radial Taper</th>
<th>Radial Taper Squared</th>
<th>Radial Taper Cubed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element Distribution</td>
<td><img src="image" alt="Uniform Distribution" /></td>
<td><img src="image" alt="Radial Taper Distribution" /></td>
<td><img src="image" alt="Radial Taper Squared Distribution" /></td>
<td><img src="image" alt="Radial Taper Cubed Distribution" /></td>
</tr>
<tr>
<td>Distribution (graphical)</td>
<td>[ I_0 \left[ 1 - \left( \frac{\rho_n}{A} \right)^2 \right]^0 ]</td>
<td>[ I_1 \left[ 1 - \left( \frac{\rho_n}{A} \right)^2 \right]^1 ]</td>
<td>[ I_2 \left[ 1 - \left( \frac{\rho_n}{A} \right)^2 \right]^2 ]</td>
<td>[ I_3 \left[ 1 - \left( \frac{\rho_n}{A} \right)^2 \right]^3 ]</td>
</tr>
<tr>
<td>Joint Density Function</td>
<td>[ \frac{1}{I_0 \pi A^2} ]</td>
<td>[ \frac{2}{I_1 \pi A^2} ]</td>
<td>[ \frac{3}{I_2 \pi A^2} ]</td>
<td>[ \frac{4}{I_3 \pi A^2} ]</td>
</tr>
<tr>
<td>Main Lobe Factor (( \Lambda ))</td>
<td>[ \frac{2J_1(\Psi)}{\Psi} ]</td>
<td>[ \frac{8J_2(\Psi)}{\Psi^2} ]</td>
<td>[ \frac{48J_3(\Psi)}{\Psi^3} ]</td>
<td>[ \frac{384J_2(\Psi)}{\Psi^4} ]</td>
</tr>
</tbody>
</table>

\[ |\Lambda|^2 \]
<table>
<thead>
<tr>
<th>Distribution</th>
<th>Uniform</th>
<th>Radial Taper</th>
<th>Radial Taper Squared</th>
<th>Radial Taper Cubed</th>
</tr>
</thead>
</table>

**Element Distribution**

- Uniform: ![Uniform Distribution](image)
- Radial Taper: ![Radial Taper Distribution](image)
- Radial Taper Squared: ![Radial Taper Squared Distribution](image)
- Radial Taper Cubed: ![Radial Taper Cubed Distribution](image)

**Distribution (Taper)**

- Uniform: $I_0\left[1-\left(\frac{r}{A}\right)^2\right]^0$
- Radial Taper: $I_1\left[1-\left(\frac{r}{A}\right)^2\right]^1$
- Radial Taper Squared: $I_2\left[1-\left(\frac{r}{A}\right)^2\right]^2$
- Radial Taper Cubed: $I_3\left[1-\left(\frac{r}{A}\right)^2\right]^3$

**Joint Density Function**

- Uniform: $\frac{1}{I_0 A^3 4\pi}$
- Radial Taper: $\frac{1}{I_1 A^3 8\pi}$
- Radial Taper Squared: $\frac{1}{I_2 A^3 32\pi}$
- Radial Taper Cubed: $\frac{1}{I_3 A^3 64\pi}$

**Main Lobe Factor ($\Lambda$)**

- Uniform: $\frac{3j_1(\Psi)}{\Psi}$
- Radial Taper: $\frac{15j_1(\Psi)}{\Psi^2}$
- Radial Taper Squared: $\frac{105j_1(\Psi)}{\Psi^3}$
- Radial Taper Cubed: $\frac{945j_1(\Psi)}{\Psi^4}$

**$|\Lambda|^2$**

- Uniform: ![Uniform $|\Lambda|^2$](image)
- Radial Taper: ![Radial Taper $|\Lambda|^2$](image)
- Radial Taper Squared: ![Radial Taper Squared $|\Lambda|^2$](image)
- Radial Taper Cubed: ![Radial Taper Cubed $|\Lambda|^2$](image)
Table 8. Random Array Taper Odd Distributions (Cartesian) \( \zeta_x(\theta, \phi), \Psi_y = \zeta_y(\theta, \phi), \Psi_z = \zeta_z(\theta) \).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Rectilinear</th>
<th>Antiphase</th>
<th>Sine</th>
<th>Antiphase Sine</th>
<th>Squared</th>
<th>Triangular</th>
<th>Triangular Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distribution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>A</td>
<td>\leq 1</td>
<td>\pm 1 \quad \vec{A} \neq 0</td>
<td>\sin(\pi \vec{A})</td>
<td>\sin^2(\pi \vec{A})</td>
<td>\pm 1 - \vec{A} \quad (\vec{A} \neq 0)</td>
<td>\pm (\pm 1 - \vec{A})^2 \quad (\vec{A} \neq 0)</td>
</tr>
<tr>
<td>Main Lobe</td>
<td>( \Lambda )</td>
<td>(-2j \psi^2 \left[ \frac{\cos(\Psi)}{\sin(\Psi)} \right] \left( 1 - \cos(\Psi) \right) )</td>
<td>( 2j \frac{1 - \cos(\Psi)}{\Psi} )</td>
<td>( 2j \frac{\sin(\Psi)}{(\pi^2 - \Psi^2)} )</td>
<td>( \left{ \frac{1 - \cos(\Psi)}{\Psi} \right}^x )</td>
<td>( 2j \left( \frac{\Psi - \sin(\Psi)}{\Psi^2} \right) )</td>
<td>( 2j \left( \frac{\Psi^2 + 2 \cos(\Psi) - 2}{\Psi^3} \right) )</td>
</tr>
<tr>
<td>First Peak</td>
<td>( \Psi = 2\pi \vec{A} \sin \theta )</td>
<td>( \pm \sin^{-1} \left( \frac{0.3314}{\vec{A}} \right) )</td>
<td>( \pm \sin^{-1} \left( \frac{0.3711}{\vec{A}} \right) )</td>
<td>( \pm \sin^{-1} \left( \frac{0.4186}{\vec{A}} \right) )</td>
<td>( \pm \sin^{-1} \left( \frac{0.4414}{\vec{A}} \right) )</td>
<td>( \pm \sin^{-1} \left( \frac{0.5}{\vec{A}} \right) )</td>
<td>( \pm \sin^{-1} \left( \frac{0.8808}{\vec{A}} \right) )</td>
</tr>
</tbody>
</table>
Table 9. Random Array Gaussian and Truncated Gaussian Distributions \( \zeta_{r}(\theta, \phi), \Psi_{r} = \zeta_{r}(\theta, \phi) \Psi_{z} = \zeta_{r}(\theta) \).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Gaussian Distribution</th>
<th>Truncated Gaussian Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Element Distribution</strong></td>
<td>( u = \frac{Z_{n}}{A} )</td>
<td></td>
</tr>
<tr>
<td><strong>Distribution (Taper)</strong></td>
<td>( \frac{1}{\sqrt{2\pi\sigma}}e^{-u^{2}/2\sigma^{2}} ) (-\infty &lt; \bar{u} &lt; \infty)</td>
<td>( \frac{1}{\sqrt{2\pi\sigma}}e^{-u^{2}/2\sigma^{2}} ) (-L &lt; \bar{u} &lt; L)</td>
</tr>
<tr>
<td><strong>Main Lobe Factor ( (\Lambda) )</strong></td>
<td>( e^{-s^{2}/2} )</td>
<td>( \frac{1}{2}e^{-\psi^{2}/2} \left[ \text{erf} \left( \frac{L-j\psi}{\sqrt{2}\sigma} \right) + \text{erf} \left( \frac{L+j\psi}{\sqrt{2}\sigma} \right) \right] )</td>
</tr>
<tr>
<td><strong>3dB Beamwidth</strong></td>
<td>( \Psi = 2\pi A \sin \theta )</td>
<td>( \Psi = 2\pi A \sin \theta ) ( {\phi = 0^{\circ} \text{ E-plane, } \phi = 90^{\circ} \text{ H-plane} } )</td>
</tr>
<tr>
<td></td>
<td>( \sin^{-1} \left( \frac{1.1325}{A\sigma} \right) )</td>
<td>( (\text{Undefined due to } L) )</td>
</tr>
<tr>
<td><strong>Relative Gain</strong></td>
<td>( \Psi = 2\pi A \sin \theta )</td>
<td>( \Psi = 2\pi A \sin \theta ) ( {\phi = 0^{\circ} \text{ E-plane, } \phi = 90^{\circ} \text{ H-plane} } )</td>
</tr>
<tr>
<td></td>
<td>( \sin^{-1} \left( \frac{\sqrt{2\ln(N-1)}}{2\pi\sigma} \right) )</td>
<td>( \sin^{-1} \left( \frac{\sqrt{2\ln(N-1)}}{2\pi\sigma} \right) ) ( {\phi = 0^{\circ} \text{ E-plane, } \phi = 90^{\circ} \text{ H-plane} } )</td>
</tr>
<tr>
<td><strong>3 dB Sidelobe Level</strong></td>
<td>( (\text{Undefined due to } L) )</td>
<td>( (\text{Undefined due to } L) )</td>
</tr>
</tbody>
</table>

\( N \rightarrow \infty \) \( \lim (\Lambda) = 335 \) \( \lim (\Lambda) = 9803 \)
The directivity for select tapers of the planar, polar and spherical tapers shown in Table 5-Table 7 are shown in (282)-(291). From these expressions it is seen the gain will converge to $N$ as $A \to \infty$. This is a result since $J_n(x)$, $H_n(x)$ and $F_{n}(m;n;x)$ are damped sinusoids and converge to 0 as $x = A \to \infty$. Thus, the gain will generally be less than $N$, but will be approached for large aperture sizes.

\[
\frac{3}{2} \left( \frac{2\pi}{3} \right)^{\frac{5}{2}} \left( \frac{9\sqrt{N-1} + \sqrt{81N-12\pi^2-81}}{\left( 3 \right)^{\frac{5}{2}} \left( 2\pi \right)^{\frac{5}{2}}} \right) \]

\[
N = \left\{ \begin{array}{l}
\frac{\left( N-1 \right)}{3A^2\pi^3} \left[ 2\pi \left( 1 + 4\tilde{A}^2\pi^2 \right) \left( J_0 \left( 2\pi \tilde{A} \right) - J_0 \left( 4\pi \tilde{A} \right) \right) + \left( 1 + 2\tilde{A}^2\pi^2 \right) \left( -2J_1 \left( 2\pi \tilde{A} \right) + J_1 \left( 4\pi \tilde{A} \right) \right) \right]
+ J_0 \left( 4\pi \tilde{A} \right) H_1 \left( 4\pi \tilde{A} \right)
\end{array} \right.
\]

\[
N = \left\{ \begin{array}{l}
J_1 \left( x \right) \left\{ -4 + 11\tilde{A}^2\pi^2 - 16\tilde{A}^4\pi^4 + 80\pi^4\tilde{A}^4 - 35\pi^2\tilde{A}^2 \right\} - 4A\pi^4\tilde{A} \right.
+ AxJ_0 \left( x \right) \left\{ \left( 2 - 9\tilde{A}^2\pi^2 - 64\tilde{A}^4\pi^4 + \frac{25\tilde{A}}{\pi} + \frac{5\tilde{A}}{32\tilde{A}^3\pi^2} \right) \right.
\left. - 15\tilde{A} \right\} H_1 \left( x \right)
\end{array} \right.
\]

\[
x = 4\pi \tilde{A}
\]

\[\text{2 (287) is also provided in ([9], [81], [82]) and that of (288) in [81] and [82].}\]
In conclusion, the array tapers discussed in Chapter VII should be better known as the directive tapers. This is due since the tapers start with the uniform circular random array and taper outward, i.e. spreading the current distribution and as a consequence providing a more directive main beam. In this Chapter (VIII) the Gaussian tapers were discussed. Moreover, the Gaussian tapers are related to the \( N \)-sphere family of modes. Hence so far, it is known that the 2-sphere is a regular sphere and any sphere higher than this it is seen that the solutions alternate from circular Bessel functions to spherical Bessel functions. As a consequence, a 3-sphere (Glome) is suggested to a normal sphere that is able to move with per say velocity in a plane (circular plane) whereas a 4-sphere is available to move with a velocity in a volumetric or spherical space. Otherwise, the Hyperspherical Bessel Fourier transform may be applied in
Section 15.4 of which takes into account phase error. These descriptions present logical explanations whereas concepts of string theory are much more difficult to comprehend.
CHAPTER IX
MULTIPLE BEAMS

9.1 Anti-Modal Phasing

The beampatterns for the distributions shown in Table 4-Table 7 demonstrate even symmetry. These types of distributions use a cosine Fourier transform shown in (297) derived from the relations (292) - (296). However, for distributions of odd symmetry a main beam at broadside does not occur. For these types of distributions one uses the sine Fourier transform to obtain the main beam behavior as shown in (299) with derivation shown in (298). The sine Fourier transform creates a difference pattern with two main beams and examples of such are shown in Figure 61 and Table 8.

\[ E_z \left[ U \left( \theta, \phi \right) \right] = \frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{N} \int_{0}^{0} \int_{0}^{0} U \left( \theta, \phi \right) f \left( Z_n \right) f \left( Z_m \right) dZ_n dZ_m + \]

\[ \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} \int_{0}^{0} \int_{0}^{0} U \left( \theta, \phi \right) f \left( Z_n \right) f \left( Z_m \right) dZ_n dZ_m \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{i(Z_n(\theta, \phi) - Z_m(\theta, \phi))} \right] f \left( Z_n \right) f \left( Z_m \right) dZ_n dZ_m + \]

\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{i(Z_n(\theta, \phi) - Z_m(\theta, \phi))} \right] f \left( Z_n \right) f \left( Z_m \right) dZ_n dZ_m \]

(292)

For a spherical coordinate system (292) takes the form of (293).

\[ E_{\xi, \eta} \left[ U \left( \theta, \phi \right) \right] = \]

\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{i(\xi(\theta, \phi) - \xi(\theta, \phi))} \right] f \left( Y_n \right) f \left( Y_m \right) f \left( T_n \right) f \left( T_m \right) dY_n dY_m dT_n dT_m + \]

\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \frac{1}{N} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{i(\eta(\theta, \phi) - \eta(\theta, \phi))} \right] f \left( Y_n \right) f \left( Y_m \right) f \left( T_n \right) f \left( T_m \right) dY_n dY_m dT_n dT_m \]

(293)

Interchanging integration with summation leads to (294) and it is observed that the term 1/N separates from the expression since the integration is done over the entire distribution space; or in other words the cumulative distribution over the entire space is equal to one. Now applying a summation identity [81] of (295) in succession provides (296).
\begin{align*}
E_{v,T} & \left| U \left( \theta, \phi \right| \bar{T}, \bar{Y} \rightangle = \frac{1}{N} + \sum_{n=1}^{N} \sum_{m=1}^{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{1}{N^2} \left\{ e^{j\zeta(\theta, \phi)(Y_n - T_m)} e^{j\xi(\theta, \phi)(Y_n - T_m)} + e^{-j\zeta(\theta, \phi)(Y_n - T_m)} e^{-j\xi(\theta, \phi)(Y_n - T_m)} \right\} \right) \\
& \quad \cdot f \left( Y_n \right) f \left( Y_m \right) f \left( T_n \right) f \left( T_m \right) dY_n dY_m dT_n dT_m \\
& = \frac{1}{N} + \sum_{n=1}^{N} \sum_{m=1}^{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{1}{N^2} \left\{ \cos \left( \zeta(\theta, \phi)(Y_n - Y_m) \right) + \xi(\theta)(T_n - T_m) \right\} \right) \\
& \quad \cdot f \left( Y_n \right) f \left( Y_m \right) f \left( T_n \right) f \left( T_m \right) dY_n dY_m dT_n dT_m \\
& = \int_{0}^{\pi} \int_{0}^{\pi} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \left( \frac{1}{N^2} \left( N^2 - N \right) \right) \left\{ \cos \left( \zeta(\theta, \phi)(Y_n - Y_m) \right) + \xi(\theta)(T_n - T_m) \right\} \\
& \quad \cdot f \left( Y_n \right) f \left( Y_m \right) f \left( T_n \right) f \left( T_m \right) dY_n dY_m dT_n dT_m (294) \\
\sum_{n=1}^{N} \sum_{m=1}^{N} 1 & = N(N-1) (295) \\
E_{v,T} & \left| U \left( \theta, \phi \right| \bar{T}, \bar{Y} \rightangle = \frac{1}{N} + \left( 1 - \frac{1}{N} \right) \left[ \Lambda \right] (296) \\
\Lambda & = [\text{Main Lobe Factor}] [\text{Characteristic Function}]^2 \\
\Lambda_{\text{even mode}} & = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \cos \left( Z_n (\theta, \phi) - Z_m (\theta, \phi) \right) \right) f \left( Z_n \right) f \left( Z_m \right) dZ_n dZ_m (297) \\
& = [\text{Main Lobe Factor}] [\text{Characteristic Function}] \\
\end{align*}

For an anti-modal distribution the elements are not all excited isotropically; that is half of the elements are provided with a current excitation \( I_n = 1 \) while the second half is \( 180^\circ \) out of phase across a defined symmetry point \( \left( I_n = -1 \right) \). An illustration of these distribution types is shown in the bottom left hand corner of Figure 61.
\[
E_{Y,T} \left[ U \left( \theta, \phi \mid \hat{T}, \hat{Y} \right) \right] = \frac{1}{N} \sum_{m=1}^{N} \sum_{n=1}^{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \frac{1}{N^2} \left\{ e^{j\xi(\theta, \phi)(Y_m - Y_n)} \right. \right. \\
\left. \left. + e^{j\xi(\theta, \phi)(T_m - T_n)} \right\} \right\} f(Y_m) f(T_m) dY_m dT_m
\]

\[
= \frac{1}{N} \sum_{m=1}^{N} \sum_{n=1}^{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \frac{1}{N^2} \left\{ \sin \left( \xi(\theta, \phi)(Y_m - Y_n) \right) \right. \right. \\
\left. \left. + \xi(\theta)(T_m - T_n) \right\} \right\} f(Y_m) f(T_m) dY_m dT_m
\]  

(298)

\[
= \frac{1}{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \frac{1}{N^2} \left( N^2 - N \right) \left\{ \sin \left( \xi(\theta, \phi)(Y_m - Y_n) \right) \right. \right. \\
\left. \left. + \xi(\theta)(T_m - T_n) \right\} \right\} f(Y_m) f(T_m) dY_m dT_m
\]

\[
\Lambda_{\text{odd mode}} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \sin \left( \xi(\theta, \phi) - \xi(\theta, \phi) \right) \right) f(Z_m) f(Z_m) dZ_m dZ_m
\]

(299)

Figure 61. Characteristic functions (Table 8) comparison of odd distributions.
9.2 Complex Orthogonal (Perimeter and Filled) Anti-Modal Phasing Variations

It is possible to create patterns with multiple beams that become shifted, tapered and of multiple amplitudes using complex orthogonal phase variations. Figure 62-Figure 64 demonstrate that one may create one, two and four beams (300)-(302) of equal amplitude. This occurrence seems to be dependent upon the number of phase shifts applied to the topology and it is seen that these types of patterns also produce orthogonal symmetry across the axes. This orthogonal symmetry accounts for the symmetric interference of the waves across the axes of which is the cause of equal amplitude main beams. When orthogonal symmetry does not apply across the quadrants it is observed experimentally that one does not obtain equal amplitude main beams (303)-(311) as shown in Figure 65-Figure 75. More so these figures demonstrates it is possible to create numerous spatially independent main beams when the aperture contains many orthogonal phase multiples. In summary this discussion of multiple main beams is useful (theoretically and experimentally verified later in this paper) for random array theory since these characteristic functions can be steered in three dimensional space.

\[
\Lambda_{\text{Un-normalized}} = \frac{4\sin(u)\sin(v)}{uv}
\]  

(300)

where

\[
\{u, v\} \triangleq \{\alpha(\theta, \phi), \beta(\theta, \phi)\} = \left\{\frac{2\pi A}{\lambda} \left(x_n \sin \theta \cos \phi, y_n \sin \theta \sin \phi\right)\right\}
\]
\[
\Lambda = \frac{8j\sin(u)\sin\left(\frac{v}{2}\right)^2}{uv}
\] (301)

\[
\Lambda = \frac{(2+2j)(-1+\cos(v))\sin(u)+(4-4j)\sin\left(\frac{u}{2}\right)^2\sin(v)}{uv}
\] (302)

Figure 63. 3D pattern of odd symmetry creating two main beams.
Figure 64. 3D pattern of odd symmetry creating four main beams.

\[
\Lambda = \frac{2(-1 + \cos(2u) + \sin(2u))(-1 + \cos(v) - \sin(v))}{uv}
\]  

(303)

Figure 65. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 1.
\[
\Lambda = \frac{16\sin\left(\frac{u}{2}\right)\sin(u)\sin\left(\frac{v}{2}\right)\left(j\sin\left(\frac{u-v}{2}\right) + \sin\left(\frac{u+v}{2}\right)\right)}{uv}
\]  
(304)

Figure 66. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 2.

\[
\Lambda = \frac{(32 - 32j)\cos\left(\frac{u}{2}\right)\cos\left(\frac{u}{2}\right) - \sin\left(\frac{u}{2}\right)\sin\left(\frac{u}{2}\right)^2 \sin\left(\frac{v}{2}\right)\sin\left(\frac{v}{2}\right)^2}{uv}
\]  
(305)

Figure 67. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 3.

\[
\Lambda = \frac{(2 + 2j)\sin(u)\left(e^{ju}(-1 + \cos(v)) + (2 - (2 - j)\cos(u) + \sin(u))\sin(v)\right)}{uv}
\]  
(306)
Figure 68. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 4.

\[
(4 + 4j) \sin(u) \sin \left(\frac{v}{2}\right) \left\{ \frac{1}{u^2 v^2} \left( \begin{array}{c} (-1 + j) \cos \left(\frac{u + \frac{v}{2}}{2}\right) + \cos \left(\frac{v}{2}\right) \\ -j \left( (1 + j) \sin \left(\frac{u - \frac{v}{2}}{2}\right) + \sin \left(\frac{v}{2}\right) \right) \end{array} \right) \right\}
\]

\[
\Lambda = \frac{1}{uv}
\]

(307)

Figure 69. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 5.

\[
e^{-j(2\pi + \pi)} \left( -1 + e^{j\pi} \right) \left( -1 + e^{j\pi} \right) \left( \frac{1}{u^2 v^2} \right) \left( \begin{array}{c} je^{j(u + \pi)} \left( -1 + e^{j\pi} \right) \left( -1 + e^{j\pi} \right) + \\ j \cos(u) + \sin(u) \end{array} \right)
\]

\[
\Lambda = \frac{1}{u^2 v^2}
\]

(308)
Figure 70. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 6.

\[
\Lambda = \frac{e^{-j(2\pi+\pi)}(-1+e^{j\pi})(-1+e^{j\pi})}{u^2v^2}
\left(-e^{j(u+v)}(-1+e^{j\pi})(-1+e^{j\pi})
+1-e^{2ju}+j^3e^{3ju}
+e^{ju}(1+e^{3ju})-j\cos(u)\sin(u)\right)
\]  

(309)

Figure 71. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 7.

\[
\Lambda = \frac{8\sin\left(\frac{u}{2}\right)^2(1+\cos(u)\sin(u))(1-\cos(v)\sin(v))}{uv}
\]  

(310)
Figure 72. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 8.

$$\lambda = \frac{16 \left[ \sin \left( \frac{\mu}{2} \right) - \sin \left( \frac{3\mu}{2} \right) \right] \sin \left( \frac{\nu}{2} \right) \sin \left( \frac{\mu - \nu}{2} \right) + j \sin \left( \frac{\mu + \nu}{2} \right) }{uv}$$  \hspace{1cm} (311)

Figure 73. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 9.
\[
\Lambda = \frac{1}{uv} e^{-j(2u+3v)} \left\{ -je^{4j\mu} \left( -1 + e^{j\mu} \right)^2 - (1 + j)uve^{4j\mu} \left( -1 + e^{4j\mu} \right) + 
+ uve^{3j\mu} \left( -1 - j \right) + je^{3j\mu} + e^{j\mu} \right. 
+ e^{(u+v)} \left( 1 + e^{j\mu} \right) \left( uv + 2je^{3j\mu} \left( -1 + e^{j\mu} \right) + 2juv \cos(u) \right) + 
+ \left( 2 - 2j \right)uve^{2j(u+5j\mu)} \left( -1 + \sin(u) \right) \left( -1 + \cos(u) + \sin(u) \right) - 
- e^{4j\mu} + e^{5j\mu} + 
\left. je^{2j\mu} \left( -1 + e^{j\mu} \right) \left( 1 + j \right)^{uv} \left( 1 + juv \right) \left( 1 + \cos(u) \right) \left( -j\cos(u) \right) + \sin(u) \right\} \right) 
\] (312)

Figure 74. 3D pattern of skewed odd symmetry creating four main beams of unequal amplitude type 10.

\[
\Lambda = \frac{(32 - 32j)\cos(u) \sin\left(\frac{u}{2}\right)^2 \sin\left(\frac{v}{2}\right)^2 \left(1 + \cos(u) - \sin(v)\right)}{uv} 
\] (313)
9.3 Simulated Verification.

In order to validate that the results of the proposed shared aperture solutions are correct the following simulations are illustrated in Figure 76-Figure 84. For instance, as the element distribution is increased from 100 elements to 1000 elements it is seen that the analytical solution matches much more faithfully to the expected pattern. Furthermore when the number of elements is increased even further up to 10000 elements it is seen that the simulated and expected pattern match almost exactly. The small discontinuity in the pattern can also be attributed since the code does not adjust element spacing. I.e. if two elements land in the same location no adjustments are made and will as a consequence offset the results by making an amplitude distribution at that location.
Figure 77. Rectangular plot of the expected value and simulated patterns for an anti-modal uniform distribution of $N=100$.

Figure 78. Polar plot of the expected value and simulated patterns for an anti-modal uniform distribution of $N=100$.

Figure 79. One thousand element anti modal distribution.
Figure 80. Rectangular plot of the expected value and simulated patterns for an anti-modal uniform distribution of $N=1000$.

Figure 81. Rectangular plot of the expected value and simulated patterns for an anti-modal uniform distribution of $N=1000$.

Figure 82. Ten thousand element anti-modal distribution.
Figure 83. Rectangular plot of the expected value and simulated patterns for an anti-modal uniform distribution of $N=10000$.

Figure 84. Polar plot of the expected value and simulated patterns for an anti-modal uniform distribution of $N=10000$.

9.3 Zernike Polynomials (Amplitude Orthogonality)

The Zernike polynomials are a common orthogonal set of polynomials used to express the aberrations in the eye. Moreover, these modes are composed of both even and odd modes and have orthogonal solutions in terms of its radial and angular solutions. These are similar in respect to the spherical harmonics used in the hydrogen like atoms and orbitals. Moreover, the complete set of Zernike polynomials is 35 solutions where the first ten modes are: piston, tilt x, tilt y, power, astig x, astig y, coma x, primary spherical, trefoil x, trefoil y. Independent solutions to these characteristic functions are found in the Appendix II with illustrations of their solutions. A complete graphical illustration of all 7 independent modal solutions (Figure 85) is found below in Figure 86 and Figure 87 where $X = (\hat{x} + \hat{y} + \hat{z}) \cdot (\hat{r}(\theta, \phi) - \hat{\theta}_c(\theta, \phi))$ (beamsteering coefficient).
Figure 85. Chart of the Zernike polynomials or aberrations typically encountered at the eye doctor. [144]

Figure 86. Seven independent solutions of the thirty five total Zernike polynomials.
9.4 Physical Explanation (Multiple Beams)

The array factor of two isotropic sources located \( \frac{d}{2} \) above the \( z \) axis and below the \( z \) axis is (314). By producing a progressive phase shift of \( \pi \text{ rad} (180^\circ) \) one phases the upper half plane to be 0 degrees and the lower half plane to be 180\(^\circ\). This is better shown this by the method of images for electric sources shown in Figure 88.

\[
\sin \left( \frac{1}{2} (kd \cos \theta + \beta) \right) \quad \text{between 1&3 Quadrants} \tag{314}
\]

Figure 87. Aggregate of the seven independent solutions.

Figure 88. Multiple beams explanation using image theory.
Solving (315) for the null locations one obtains (316). Now since the distance between a positive charge and a negative charge is $\pm \lambda/2$ or some multiple thereof one obtains (317).

\[
\sin \left( \frac{1}{2} (kd \cos \theta + \pi) \right) = 0
\]  

(315)

\[
\frac{1}{2} (kd \cos \theta + \pi) = \{0, \pi\}
\]

(316)

\[
\pi d \cos \theta = \left\{ \frac{\pi}{2}, \frac{-\pi}{2} \right\}
\]

\[
\theta = \cos^{-1} \left\{ \frac{-\lambda}{2d}, \frac{\lambda}{2d} \right\}
\]

\[
\theta = \cos^{-1} \left\{ -1, 1 \right\}_{x = \frac{\pm}{2}}
\]

\[
\theta_p = 0, \pm \pi
\]

(317)

Similarly it can be shown that this odd mode has two peak locations at the locations given by (318) as shown in Figure 89.

\[
\theta_p = \pm \frac{\pi}{2}
\]

(318)

Figure 89. Interference pattern for two isotropic sources spaced half a wavelength apart.

This example illustrates the simple fact that an odd mode produces two main beams with a null at the center. However, this was done for the most simplest of cases being two isotropic point sources. Therefore when the sources are not point sources the physical process becomes much more difficult to comprehend and as a consequence we turn to the Fourier transform in order to understand the process.
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Moreover, as we use more complicated source topologies we are essentially tapering the odd mode apertures such that we obtain two main beams with lower side lobe levels. These types are shown in descending order of side lobe levels in Table 8 and illustrated in Figure 61. For more complex structures we can observe the behavior in Figure 62-Figure 75 and also identify that the beamwidth is affected by the manner in which the current excitation is either clustered or dispersed; such that in general the beamwidth is broad when the current density is high near the center of the aperture and low toward the edges, and vice versa.

It also is noted that the beamwidth is affected by the manner in which the element population is either clustered or dispersed. The sidelobe level is determined by the abruptness of the change in the element distribution. I.e. the delta derivative model as illustrated below in Figure 90-Figure 92. For instance, if large impulses or large peaks appear in the $n^{th}$ derivative of the aperture excitation, then the sidelobe level is the order of $-10n$ dB. An analysis of this sidelobe behavior is provided in Table 10.

<table>
<thead>
<tr>
<th>Aperture</th>
<th>Derivative in which impulses or large peaks are found</th>
<th>Side Lobe Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inferometer</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rectangle</td>
<td>1</td>
<td>-13.4</td>
</tr>
<tr>
<td>Circle</td>
<td>1-2</td>
<td>-17.5</td>
</tr>
<tr>
<td>Parabola</td>
<td>2</td>
<td>-22.0</td>
</tr>
<tr>
<td>Circle</td>
<td>2</td>
<td>-23.5</td>
</tr>
<tr>
<td>Triangle</td>
<td>2</td>
<td>-26.8</td>
</tr>
<tr>
<td>Raised Cosine</td>
<td>3</td>
<td>-32.0</td>
</tr>
</tbody>
</table>
Figure 90. Element population (duality with current distribution \( i(x) \)).

Figure 91. First derivative of the element population.
9.5 Amplitude Monopulse Scanning

Amplitude comparison monopulse is similar to sequential lobing but instead the beams are created simultaneously as shown in Figure 93. For tracking purposes only the sum beam (addition of the two beams) is used for transmission, while both sum and difference beams (subtraction of the two beams) are used for reception with the objective of placing the target in the null of the difference pattern Figure 94.
Figure 94. The sum and difference patterns of a spherical random antenna array.

The difference in the amplitudes received from these two beams (the difference beam) gives the angular error while the angular phase error is found from the ratio of the difference-to-sum voltage ratio (319). The real and imaginary components are given respectively by (320) and (321) where $\delta$ is the relative phase between sum and difference beams. A common rule of thumb is that the accuracy of a tenth of beamwidth can be achieved with an SNR of 10 dB.

$$\frac{\Delta}{\Sigma} = \frac{\text{difference voltage}}{\text{sum voltage}}$$

$$\text{Re} \left\{ \frac{\Delta}{\Sigma} \right\} = \left| \frac{\Delta}{\Sigma} \right| \cos \delta$$

$$\text{Im} \left\{ \frac{\Delta}{\Sigma} \right\} = \left| \frac{\Delta}{\Sigma} \right| \sin \delta$$

An example of this using a periodic digital phased array is shown in Figure 95. The phase shifting of each element is done using a progressive phase shift and is controlled by the DBF.
The element spacing $d_n$ on the $x$-axis ($n = 1, 2, ..., N$) is centered along the origin with inter-element spacing $d$ (322) and the one-dimensional uniformly distributed linear array factor is given by (323) (np) and $\psi_n$ is the scan angle of the main beam (np)

$$d_n = \frac{2n-(N+1)}{2}d \quad (322)$$

$$AF(\theta) = \sum_{n=1}^{N} e^{j(kd_n \sin \theta - \psi_n)} \quad (323)$$

$$\psi_n = -kd_n \sin \theta_0 \quad (324)$$

For the application of monopulse tracking the digital beamforming is split into two azimuth subarrays with $N/2$ elements each. The subarrays are centered from the origin of the array given by (325). Thus, the individual subarray factor is (326)

$$d'_i = \frac{N}{4}d \quad (325)$$

$$SF = \sin \left[ \frac{Nkd (\sin \theta - \sin \theta_i)}{4} \right] \quad (326)$$

Differently for a random array this architecture is shown below in Figure 96.
The usefulness of splitting an array into two subarrays is such that the sum and difference beams be formed respectively as (327) and (328).

\[
\sum = SF e^{-jkd_s (\sin \theta_s - \sin \theta_j)} + SF e^{-jkd_s (\sin \theta_s - \sin \theta_j)} = SF 2 \cos[kd_s (\sin \theta - \sin \theta_j)]
\]  

(327)

\[
\Delta = SF e^{-jkd_s (\sin \theta_s - \sin \theta_j)} - SF e^{-jkd_s (\sin \theta_s - \sin \theta_j)} = SF 2 j \sin[kd_s (\sin \theta - \sin \theta_j)]
\]

(328)

Where the ratio of difference over the sum ratio is given to be that of (329).

\[
\frac{\Delta}{\sum} = j \tan[kd_s (\sin \theta - \sin \theta_j)]
\]

(329)

Furthermore, by assuming a small angle approximation for \((\theta - \theta_j)\) one may simplify (329) by use of a first order Taylor approximation giving (330) where \(K\) is the monopulse slope constant.

\[
\frac{\Delta}{\sum} \approx kd_s (\theta - \theta_j) = K (\theta - \theta_j)
\]

(330)

The monopulse slope constant can be transformed to [118]

\[
K \approx kd_s = \frac{2\pi N}{\lambda} \frac{N \pi d}{2 \lambda} = \frac{.88\lambda}{\theta_n} \frac{\pi}{\theta_n} = 1.38 \frac{\pi}{\theta_n}
\]

(331)
“Where $\theta_o \approx 0.88\lambda/D \approx 0.88\lambda/Na$ and is accurate near broadside. However, at wide scan angles the slope decreases significantly due to a reduction in the array’s projected aperture. To compensate, the constant can be modified by multiplying by $\cos\theta$ [26].”

The normalized ratio of (319) and (330) illustrates a linear region in the vicinity of the null of the difference pattern. “The plot of a typical $\Delta/\Sigma$ ratio is given by Figure 97. Also for clarity the example of the output voltages for sum and difference beams is shown in Figure 98 with application provided in Figure 99.

![Figure 97. Normalized $\Delta/\Sigma$ vs. pattern angle.](Image)

![Figure 98. Sum and difference beam output voltages.](Image)
Figure 99. Illustration of azimuth sum and difference beams.
CHAPTER X

GAUSSIAN BEAMS

10.1 Comparison of Gaussian Beams

In many applications it is important to maintain low sidelobe levels such that the field strength is centralized in the target location and not wasted elsewhere. In other words removing energy from the main lobe places this energy elsewhere into the sidelobe region such that it may be picked up by unintended receivers, altered by interfering signals, increase clutter and the noise level in the receiver. Hence, it is important to remove these sidelobes and one such distribution that is able to completely remove all sidelobes is the Gaussian distribution. A comparison of the characteristic function for both Gaussian and truncated Gaussian distribution are shown in Figure 100 for a variety of truncated lengths and element populations. Moreover, it is seen that when $L$ approaches the value of $\tilde{A}$ that the truncated Gaussian distribution becomes equivalent to the true Gaussian distribution.

A comparison of the results of the Gaussian distribution (Table 9) are similar to the results of the uniform distribution (Table 5), such that the 3dB azimuthal angle decreases with increasing $\tilde{A}$, however the 3dB beamwidth is seen to be larger for the same cluster area [9]. Hence, in order to compare the results of a Gaussian distribution to that of a uniform distribution, the standard deviation (332) is derived such that it can be comparable. The derivation is shown in [81]. However, in [12] the metric of comparison used was (333). The latter metric provides a 99.73% accuracy that all antennas are located within the disc of radius $\tilde{A}$ providing that the uniform coverage will be the same in both cases.

The directivity for a Gaussian taper in rectangular coordinates is given by that of (334) and is also shown in Table 9. The relative gain of the Gaussian distribution compared to that of the uniform distribution is given by that of (335). From these expressions it is seen the gain will converge to $N$ as $\tilde{A} \rightarrow \infty$. In addition the directivity for a Gaussian taper in polar and spherical coordinates ($\theta = \theta_0 = \pi/2$) is given by that of (336). Moreover, it is once again observed that $I_s(x)$ and $e_{x} (m; n; x)$ are damped sinusoids and converge to 0 as $x = \tilde{A} \rightarrow \infty$. Thus, the gain will generally be less than $N$, but will be approached for large aperture size. Lastly it should be noted that a Gaussian distribution is nothing more than the convolution of any regular distribution with itself over and over again to infinity. The exception to this rule is irregular distributions such as a pulse train. More so the radial tapers of both spherical and polar distributions shown in Table 6 and Table 7 arise from ongoing multiplication with each other. So for example, convolution of a square and a square produces a triangular distribution. In the Fourier transform space the transform of a square is a sinc function and the Fourier transform of a triangle is a sinc squared function. Furthermore convolution of a square with a triangle will produce some sort of more bell shaped
distribution but will end up causing a sinc cubed transform. Hence, since a Gaussian distribution transforms into a Gaussian beam then one can either create a taper function by continuous multiplication of the distribution or continuous convolution with itself. Last of all these radial and polar tapers are related to the Fourier transform of an \textit{n-sphere}. For example, if one finds the probability distribution of a circle and then for a glome one will find the pdf of the glome is the square of circle. In conclusion, the radial and polar tapers of circles and spheres are related to an $n$-sphere. Furthermore a glome may be thought of as a sphere of which moves with circular motion. The higher form of a glome being a $3$ sphere would be a sphere that move with three dimensional motion. Otherwise these \textit{n-sphere} models can be used to derive error models, which will be shown in Section 15.4.

\[
\sigma = \frac{A}{2\sqrt{3}} \tag{332}
\]

\[
\sigma = \frac{A}{3} \tag{333}
\]

\[
\frac{N}{1+e^{-2\pi^2\sigma^2}} (N-1) \frac{F_i(1;A^4\pi^4\sigma^4)}{N} \tag{334}
\]

\[
2\pi^{1/2}e^{-\sigma^2} \cdot \text{erf} \left( \sqrt{\frac{1}{\sigma^2}} \cdot \frac{1}{\sqrt{2}} \right) = \frac{1}{\sigma^2} \cdot \text{erf} \left( \frac{1}{\sqrt{\sigma^2}} \cdot \left(-\mu = [-1,1]\right) \right) \tag{335}
\]

\[
\frac{N}{1+e^{-8\pi^2\sigma^2}} (N-1) I_0(8\pi^2\sigma^2) \tag{336}
\]

Other Gaussian beam appear to come from the distributions listed in the representation of characteristic functions provided in Figure 101 and are referenced from Appendix XV [192]. The exception to these beams is the arctangent distribution of which provides a beam similar to the superposition of modes seen previously by the Zernike polynomials in Figure 87.
Figure 100. Gaussian and truncated Gaussian characteristic function comparison for $N=\{100, 1000, 10,000\}$. 
10.2 Explanation of the N-Sphere Taper

As can be seen from Table 5-Table 9 is that the radial tapers of the polar and spherical forms are essentially converging to the nth power. As it was explained previously the convolution of a rectangle and a rectangle is a triangle. In the Fourier domain this is the multiplication of a sinc function by a sinc function. Then a rectangle convolved with a triangle is some form of shape, but in the Fourier domain is a sinc function to the third power ($\text{sinc}^3$). This process continues until essentially one arrives at $\text{sinc}^N$, which will appear as a Gaussian beam. Thus, on the other side of the space this Gaussian beam is found by convolving a shape by itself over and over again (as long as it is not something that convolves into itself like a pulse train). Analogously the n-sphere tapers are seen to grow to the $N^{th}$, which means they are also a Gaussian taper family, which also implies some form of convolution with one shape over and over again. I.e. convolution of a circle (circle by a circle is a sphere; sphere convolved with a circle is a glome etc.) However, the negative solutions are seen to diverge this is a consequence of negative curvature illustrated in Figure 102. In fact the negative solutions are related to the Ricatti-Bessel functions such that the solutions of (337) are found.

\[
\begin{align*}
C_0 (x) &= (-xy_0 (x)) \quad (n = -1 \text{ sphere}) \\
xC_1 (x) &= x(-xy_1 (x)) \quad (n = -3 \text{ sphere}) \\
x^2 C_2 (x) &= x(-xy_2 (x)) \quad (n = -5 \text{ sphere}) 
\end{align*}
\] (337)

Figure 101. Other common distributions providing Gaussian like beams.
These diverging waves are perfectly described by negative n-sphere curvature as shown in Figure 103. As it can be seen here the isotropic radiator expand outward isotropically and due to the negative curvature and ignoring path, loss, and absorption it is seen that mutual coupling has the ability to enhance the beams gain above the normalized gain found in positive curvature of the \( N \)-sphere. Mathematically it is considered that the differing equation behind these positive and negative \( N \)-spheres are shown by (338). These solution are modified from a 2-sphere as shown to a 1-sphere by setting \( z=0 \). Then to a 0-sphere by setting \( y=0 \) and essentially taking the derivative to excite the delta functions or end points of the line otherwise you would have a one ball. An example of the negative 2 sphere as shown by (338) is illustrated in Figure 104.

\[
x^2 + y^2 + z^2 = 1 \quad \text{(positive sphere)} \\
x^2 + y^2 - z^2 = 1 \quad \text{(negative sphere \  hyperboloids of one sheet)}
\]

(338)
Another theory of why the even negative modes do not exist is perhaps the negative $N$-spheres alternate by quadrics such that $N=-1$ is a hyperboloid of two sheets (339) and $N=-2$ is a degenerate quadric (cone) being (340) or possibly a degenerate hyperbolic cylinder (341).

$$x^2 + y^2 - z^2 = -1$$  \hspace{1cm} (339)

$$x^2 + y^2 - z^2 = 0$$  \hspace{1cm} (340)

$$x^2 - y^2 = 1$$  \hspace{1cm} (341)

Spherical Neuman functions relating to the Ricatti Bessel functions shown above can be formulated by Bessel functions of the second type (342) and spherical Bessel functions of the second type by (343). Moreover, there are a handful of meaningful interpretations of these expressions that are still considered questionable. Hence, it is left upon the reader or future investigator to make the necessary contributions as to what these negative spheres mean and how the probability density functions are generated. More thoughtful analysis of Ricatti Bessel functions should be researched in Mie scattering.

$$Y_n(t) = \frac{2 \left( \frac{1}{2} t \right)^n}{\pi^2 \Gamma \left( n + \frac{1}{2} \right)} \left( \int_0^1 (1-x^2)^{n-\frac{1}{2}} \sin(xt) dx - \int_0^\infty e^{-u} \left( 1+x^2 \right)^{n-\frac{1}{2}} dx \right)$$  \hspace{1cm} (342)
\( y_n(t) = \frac{\pi}{\sqrt{2t}} \left( \frac{1}{2} \right)^{\frac{n+1}{2}} \left[ \int_0^1 (1-x^2)^n \sin(xt)dx - \int_0^\infty e^{-x} (1+x^2)^n dx \right] \) (343)
CHAPTER XI

EXPERIMENTAL AND SIMULATED RESULTS

The antenna pattern is taken based upon the reciprocity theorem. Other methods exist, but the reciprocity method is simple and consists of comparing the power received by a reference antenna \( P_{\text{ref}} \) to the power received by the random array \( P_{\text{RandArr}} \) operating at 2.45 GHz. The reference antenna used in this case is a standard gain horn and are standard for calibrating other antennas. Moreover, the gain of the reference antenna is known Figure 105 and is used to reference the antenna under test by the formula:

\[
G_{\text{ref}} = \frac{P_{\text{ref}}}{P_{\text{ref}}} G_{\text{Ref}}
\]

Furthermore, in the context of setting up the chamber to take the desired measurements, the horn is normalized in both the E-plane and H-plane as illustrated in Figure 106 and Figure 107 respectively. This is useful since the reference gain can be added at the end of the test during the post-processing as illustrated in Figure 108. Also for completeness, the simulated HFSS patch element pattern is provided in Figure 109.

\[
G_{\text{ref(dB)}} = P_{\text{ref(dB)}} - P_{\text{ref(dB)}} + G_{\text{Ref(dB)}}
\]  

(344)

Figure 105. Gain of the reference antenna. [193]
Figure 106. Normalized $E$-plane horn gain.

Figure 107. Normalized horn $H$-plane horn gain.
Now once the antenna is reference to that of a standard gain horn one takes the patterns in the desired polarization (horizontal or vertical), and starts the test program is started. The system begins to rotate the antenna under test (AUT) located on a pedestal through the angles specified in the program. Moreover, Figure 110 shows a notional example of the reference antenna installed on the rotating pedestal. The actual measurement was taken at the anechoic chamber at Texas A&M university and displays form reference antenna in Figure 111. Moreover, the communication link between the two antennas is notionally demonstrated by that in Figure 112.
Figure 110. Notional example of the anechoic chamber setup at Texas A&M University. [193]

Figure 111. Anechoic chamber at Texas A&M University.
The full design of the random array used in this research was designed following the works of [194]-[199] and is illustrated in Figure 113. Only a brief description of the system will be reviewed and a more complete description can be found in [198]. The elements used in the array were a standard microstrip patch designed in the ISM band (2.45 GHz) with coax feed. The design parameters are \( W = 39.75 \, \text{mm}, \, L = 40 \, \text{mm}, \, d = \lambda/2, \, \varepsilon_r = 2.2 \) (Rogers 5880) with an illustration shown in Figure 114. The phase shifter is a commercial off the shelf Hittie Figure 115. This type of phase shifter uses a range of input voltages in order to produce a full 360 degree phase shift as shown in Figure 116. Moreover, the experimental verification of this phase shifter showed a slight variation at the higher frequencies. Hence a voltage equation was used in control to adjust for this small variation as shown in Figure 117. Next the power divider is shown in Figure 118 with manufacturer specifications of 1.0 dB (max) 10 degree (max) of phase offset. The experimental verification validating these claims are shown in Figure 119 and Figure 120. Last of all the phase shifts are coded and controlled using a smart phone, which sends in the required packets delegating the required phase shifted needed at each element in the array Figure 121. Lastly, a view of the complete system is shown in Figure 122.
Figure 113. Random array system overview.

Figure 114. Patch element design parameters.

Figure 115. Hittite phase shifter.
Figure 116. Phase shifter output vs. input voltage.

Figure 117. Phase shifter experimental verification.
Figure 118. One to sixteen power divider.

Figure 119. Amplitude tolerance of the 1:16 power divider.
Figure 120. Phase tolerance of the 1:16 power divider.

Figure 121. Random array communication and phase shifting system overview.
11.1 Planar Periodic Array

To avoid grating lobes in a periodic array under all conditions of beam steering the array must satisfy the spacing criteria of \( d \leq \lambda/2 \). Otherwise grating lobes can be avoided over a desired scan interval by satisfying the requirement \( d \leq \lambda/(1 + |\sin \theta_0|) \). Thus, the total aperture size of \( N \) periodic elements is

\[
A \equiv L = N \times d \approx N \lambda/2.
\]

Also the gain of the linear periodic linear array may be calculated as

\[
D = \frac{1}{N} + \frac{2}{N} \sum_{m=1}^{N-1} \frac{N-m}{m \beta d} \left( a_1 \sin (mkd) + a_2 \cos (mkd) \right) \cos (m \alpha) \tag{345}
\]

The parameter \( \alpha \) is the inter element phase shift (zero at broadside) and the factor \( a_0, a_1, \) and \( a_2 \) provided in Table 11. Also the addition of the ground plane increases the gain of (345) by 3dB. Also similarly to the random array the maximum gain of an isotropic periodic linear array with no grating lobes is approximated as

\[
D \approx 2 \frac{L}{\lambda} = 2 \frac{\lambda d}{\lambda} = 2 \frac{N \lambda d}{\lambda}.
\]

Hence, for half wavelength spacing this reduces as \( N \) as illustrated in Figure 123. Also combining the results of the number of elements and scan angle provides the best angular resolution of a periodic array as

\[
N \approx 2/\theta_{3dB}\cos \theta_{3dB},
\]

where \( \theta_{3dB} \) is the 3dB beamwidth. In other words “the cost of a linear and periodic phased array increases as the reciprocal of the desired angular resolution.” [102] As a result the cost of these large periodic arrays can be very expensive and prohibitive. Thus, it makes economic sense to study and explore the use of random
arrays, thinned or other types of arrays “as a means of reducing costs (and weight) vis-à-vis large periodic arrays.” [102]

| Element Type       | \(|g_o(\theta, \phi)|^2\) | \(a_0\) | \(a_1\) | \(a_2\) |
|--------------------|---------------------------|---------|---------|---------|
| Isotropic          | 1                         | 1       | 1       | 0       |
| Collinear short dipoles | \(\sin^2(\theta)\) | \(\frac{2}{3}\) | \(\frac{2}{mkd}\) | \(-\frac{2}{mkd}\) |
| Parallel short dipoles | \(1 - \sin^2 \theta \cos^2 \phi = \sin^2 \gamma\) | \(\frac{2}{3}\) | \(1 - \frac{1}{mkd}\) | \(\frac{1}{mkd}\) |

Figure 123. Gain for an isotropic periodic linear array vs. element spacing (broadside scan) (345).

To verify the beamsteering capability of a periodic linear array the design of a 16 element patch array was designed and simulated in HFSS with illustration in Figure 124. The results of both the simulation and experiment are shown (normalized) in Figure 125 at the forty five degree cut plane. Here it is seen that there is excellent agreement between the simulated (theoretical) results to that of the actual measurement. A complete scan of the measured sixteen element periodic patch element array is provided in Figure 126-Figure 127. The scan interval of \(-45^\circ\) to \(45^\circ\) with a \(7.5^\circ\) incremental scan was chosen since the field of view of the patch elements radiation pattern attenuates strongly outside of this window as seen by Figure 108 or Figure 137.
Figure 124. Sixteen element patch element antenna array.

Figure 125. Forty-five degree simulated and measured pattern comparison.

Figure 126. Beamsteering E-Plane periodic planar periodic array measurement (rectangular).
(−45° to 45° with 15° incremental span).
11.2 Planar Random Array

The geometry of a aperiodic random array in HFSS is shown by that in Figure 128. Next the HFSS simulations shown in Figure 129-Figure 132 demonstrate the effectiveness towards beamsteering a planar random array with an effective aperture of $\tilde{A} = 3.3493$; using a 16 element population with locations provided in Table 12. Experimental results of a planar array are shown in Figure 133-Figure 136 with a comparison of a periodic planar array measurement as given in Figure 137. A detailed design process of this experiment can be found in the works [194]-[199]. A broadside comparison of the ideal conditioned analytical solution, ideal conditioned expected value solution, HFSS non-ideal conditioned simulation, and measured result is shown for both E and H planes in Figure 137-Figure 138. Moreover, from these it is seen that there is excellent theoretical agreement of all the methods applied. The main beam region is demonstrated to be deterministic whereas the sidelobe region is totally random yet maintained 10dB below the average sidelobe level $(1/N)$. 
Table 12. Element Locations in a Planar Random Array.
Frequency=2.44Ghz, Element 1 \( \rightarrow (0,0) \) (Distance in wavelengths) \( \bar{A} = 3.3493 \)

<table>
<thead>
<tr>
<th>Element</th>
<th>((x,y))</th>
<th>Element</th>
<th>((x,y))</th>
<th>Element</th>
<th>((x,y))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(-1.22,-2.44)</td>
<td>7</td>
<td>(-1.18,1.18)</td>
<td>12</td>
<td>(-2.74,1.72)</td>
</tr>
<tr>
<td>3</td>
<td>(0.098,-1.01)</td>
<td>8</td>
<td>(.65,2.4)</td>
<td>13</td>
<td>(2.78,-.066)</td>
</tr>
<tr>
<td>4</td>
<td>(-.35,-2.83)</td>
<td>9</td>
<td>(-.244,2.52)</td>
<td>14</td>
<td>(-2.66,-1.04)</td>
</tr>
<tr>
<td>5</td>
<td>(-.79,-.715)</td>
<td>10</td>
<td>(2.44,-2.52)</td>
<td>15</td>
<td>(-2.86,259)</td>
</tr>
<tr>
<td>6</td>
<td>(1.14,-1.63)</td>
<td>11</td>
<td>(-2.33,-2.67)</td>
<td>16</td>
<td>(1.73,1.39)</td>
</tr>
</tbody>
</table>

Figure 128. Simulated example of the element locations of a planar random array (does not match table below).

Figure 129. Beamsteering HFSS planar random array simulation \((-45^\circ \text{to } 45^\circ \text{ with } 7.5^\circ \text{ incremental span})\).
Figure 130. Beamsteering polar HFSS planar random array simulation (−45° to 45° with 7.5° incremental span).

Figure 131. Beamsteering HFSS planar random array simulation (−90° to 90° with 7.5° incremental span).
Figure 132. Beamsteering planar random array HFSS polar simulation (−90° to 90° with an 7.5° incremental span).

Figure 133. Beamsteering E-Plane planar random array measurement (−45° to 45° with an 7.5° incremental span).
Figure 134. Beamsteering E-Plane planar random array measurement (polar) (−45° to 45° with 7.5° incremental span).

Figure 135. Beamsteering H-Plane planar random array measurement (polar).
Figure 136. Beamsteering H-Plane planar random array measurement (−45° to 45° with 7.5° incremental span).

Figure 137. E-Plane broadside comparison of the planar random array \{HFSS, measured and analytical\}. 
Figure 138. H-Plane broadside comparison of the planar random array {HFSS, measured and analytical}.

11.3 Planar Random Array (Anti-Modal Phasing)

An anti-modal constant comparison is made for the planar random array. A comparison is shown in Figure 139 for the ideal conditioned analytical solution, ideal conditioned expected value solution, and non-ideal HFSS simulation. Also a thirty two element patch antenna array was constructed Figure 140 using two one to sixteen power dividers such that half the elements used a zero degree phase shift and the other sixteen used a one hundred eighty degree phase shift. Furthermore a shared aperture approach was also utilized by illustrated in Figure 141 where the inner elements were 180 degrees out of phase from the perimeter elements. The results of the shared aperture method are illustrated in Figure 142 and overall the results of are also seen to match up very well to the theoretical analysis as well as illustrated in Figure 143.

Figure 139. E-Plane anti-phase constant of the anti-modal planar random array broadside comparison {HFSS, and analytical}.
Figure 140. Thirty two element square patch random antenna array.

Figure 141. Shared aperture of a square patch random antenna array.
Figure 142. Measured odd and shared aperture modes of a square planar random array.

Figure 143. Analytical beampattern and mean valued beam pattern convergence as the number of elements goes to infinity.

The characteristic function of the anti-modal planar random array is calculated as

$$\Lambda(u,v) = \int_{-1}^{1} e^{-jux} \left( -\frac{1}{2} \right) dx + \int_{0}^{1} e^{-jux} \left( \frac{1}{2} \right) dx \int_{-1}^{1} e^{jvy} \left( \frac{1}{2} \right) dy = -\frac{j(-1 + \cos(u))}{u} \left( \frac{\sin(v)}{v} \right)$$  \hspace{1cm} (346)
11.4 Cosine Random Array

HFSS simulations shown in Figure 144-Figure 147 demonstrate the effectiveness towards beamsteering a co-sinusoidal random array with an effective aperture of $\tilde{A} = 2.6840$ and 16 element locations given in Table 13.

Table 13. Element Locations of a Co-Sinusoidal Distributed Random Array

| Frequency=2.44Ghz, Element 1 $\rightarrow$ (0,0) (Distance in millimeters) $\tilde{A} = 2.6840$ |
|---|---|---|---|---|
| Element | (x,y) | Element | (x,y) | Element | (x,y) |
| 2 | (0,-2.928) | 7 | (1.139,0.732) | 12 | (2.44,0) |
| 3 | (0.163,-1.46) | 8 | (0.325,.732) | 13 | (0.325,1.55) |
| 4 | (-.325,-2.115) | 9 | (0.2.44) | 14 | (1.789,0.24) |
| 5 | (0.813,0.163) | 10 | (.935,-6913) | 15 | (1.22,1.464) |
| 6 | (1.138,-1.63) | 11 | (0.325,-1.30) | 16 | (1.545,.488) |

Figure 144. Beamsteering HFSS simulation (cosine random array). ($-45^\circ$ to $45^\circ$ with 7.5° incremental span).
Figure 145. Beamsteering polar HFSS cosine random array simulation (−45° to 45° with 7.5° incremental span).

Figure 146. Beamsteering HFSS cosine random array simulation (−90° to 90° with 7.5° incremental span).
Figure 147. Beamsteering polar HFSS cosine random array simulation (−90° to 90° with 7.5° incremental span).

11.5 Triangular Random Array

HFSS simulations shown in Figure 149-Figure 152 demonstrate the effectiveness towards beamsteering a triangular random array with an effective aperture of $\tilde{A} = 2.6840$ and 16 element locations given in Table 14 and illustrated in Figure 148. Experimental results of a triangular random array are shown in Figure 153-Figure 156. An anti-modal experimental campaign was also done similar to the planar square random array and is illustrated in Figure 157-Figure 159.
Figure 148. Triangular random array experiment.

Table 14. Element Placement of a Cosine Distributed Random Array.

Frequency=2.44Ghz, Element 1 $\rightarrow$ (0,0) (Distance in millimeters) $\bar{A} = 3.3493$

<table>
<thead>
<tr>
<th>Element</th>
<th>$(x,y)$</th>
<th>Element</th>
<th>$(x,y)$</th>
<th>Element</th>
<th>$(x,y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(0,-2.928)</td>
<td>7</td>
<td>(1.139,0.732)</td>
<td>12</td>
<td>(2.44,-.244)</td>
</tr>
<tr>
<td>3</td>
<td>(0.163,-.651)</td>
<td>8</td>
<td>(0.325,.732)</td>
<td>13</td>
<td>(0.325,1.55)</td>
</tr>
<tr>
<td>4</td>
<td>(1.627,-2.27)</td>
<td>9</td>
<td>(0,2.44)</td>
<td>14</td>
<td>(.81333,0)</td>
</tr>
<tr>
<td>5</td>
<td>(2.277,0.732)</td>
<td>10</td>
<td>(2.03,-1.301)</td>
<td>15</td>
<td>(1.22,1.952)</td>
</tr>
<tr>
<td>6</td>
<td>(1.138,-1.63)</td>
<td>11</td>
<td>(0,-1.627)</td>
<td>16</td>
<td>(1.545,.488)</td>
</tr>
</tbody>
</table>
Figure 149. Beamsteering HFSS simulation (triangular random array). (−45° to 45° with 7.5° incremental span).

Figure 150. Beamsteering polar HFSS simulation (triangular random array). (−45° to 45° with 7.5° incremental span).
Figure 151. Beamsteering polar HFSS simulation (triangular random array). 
(−90° to 90° with 7.5° incremental span).

Figure 152. Beamsteering HFSS simulation (−90° to 90° with 7.5° incremental span).
Figure 153. Beamsteering polar measurement triangular random array H-plane ($-45^\circ$ to $45^\circ$ with $7.5^\circ$ incremental span).

Figure 154. Beamsteering measurements triangular random array H-plane ($-45^\circ$ to $45^\circ$ with $7.5^\circ$ incremental span).
Figure 155. Beamsteering measurement E-Plane (−45° to 45° with an 7.5° incremental span).

Figure 156. Beamsteering measurements E-Plane (−45° to 45° with an 7.5° incremental span).
Figure 157. Shared aperture of a patch element triangularly distributed random antenna array.

Figure 158. Analytical beampattern and mean valued beam pattern convergence as the number of elements goes to infinity for a triangular random array.

The characteristic function of the anti-modal triangular random array is calculated as

$$\Lambda(u, v) = \left( \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-jux} \left( -\left( 1 - |x| \right) \right) dx \right) + \int_{0}^{1} e^{-jux} \left( 0 \right) dx \int_{0}^{1} e^{-jvy} dy = \frac{2j(u - \sin(u))}{u^2} \left( \sin(v) \right)$$  (347)
11.6 Circular Random Array

Experimental results of a circular random array with an effective aperture of $\tilde{A} = 2.6840$ and 16 elements uniformly distributed in the aperture are shown in Figure 160-Figure 163. An anti-modal experimental campaign was also done similar to the planar square random array and is illustrated in Figure 164-Figure 166.
Figure 160. Beamsteering measurements E-Plane (circular random array). 
(−45° to 45° with 7.5° incremental span).

Figure 161. Beamsteering polar measurements E-Plane (circular random array). 
(−45° to 45° with 7.5° incremental span).
Figure 162. Beamsteering measurements H-Plane (circular random array).
(−45° to 45° with 7.5° incremental span).

Figure 163. Beamsteering polar measurements H-Plane (circular random array).
(−45° to 45° with 7.5° incremental span).
Figure 164. Shared aperture of a circularly distributed patch random antenna array.

Figure 165. Measured odd and shared aperture modes of a circularly distributed random patch element antenna array.
The characteristic function of the anti-modal circular random array is calculated as

\[
\Lambda(u,v) = \left( \int_{-1}^{0} e^{-jux} \left( -\frac{2}{\pi} \sqrt{1-x^2} \right) dx + \int_{0}^{1} e^{-jux} \left( \frac{2}{\pi} \sqrt{1-x^2} \right) dx \right) \int_{-1}^{0} e^{-jvy} \left( \frac{2}{\pi} \sqrt{1-y^2} \right) dy = 2jH_1(u) \left( 2\text{jinc}(v) \right)
\]

Where \( H_1 \) is the Struve function of the first kind. In other words the Struve function is like having two subwoofers per say in a car where one is on and the other is off; then immediately when one quits the other turns on. This would be the radiation pattern of this kind of element distribution.

For brevity the cross pol measurements for both E and H-planes for planar, triangular and circular random arrays are shown in Figure 167 (Note all measurements are normalized to their respective topology).
11.7 Spherical Random Array

For the spherical random antenna array an HFSS simulation was completed using 32 patch elements uniformly distributed in a spherical volume as shown in Figure 168. The effective aperture of the spherical geometry is $\tilde{A} = 2.777$ and interestingly the results of Figure 169 show that the spherical geometry is capable of beamsteering. However though the maximum gain of the main beam is no longer located at broadside and instead is located at seven and a half degrees from the elevation plane. In other words this location presents less mutual coupling than at broadside and as a consequence is the strongest of the main beams shown. Also the degradation of the main beam at broadside compared to at its strongest location (7.5 degrees) is very small yet more studies of shadowing and mutual coupling should be done to verify that this is not too problematic.
11.8 Comparison of the Circular and Spherical Random Array Patterns and their Effective Aperture

The beam pattern of a random array may be shown in a variety of spaces such as the actual angular space \( \theta \) and \( \phi \). Another representation may be the \( u, v, \) and \( w \) or \( k_z, k_z, k_z \) space. For example one defines these spaces by the relations \( u = k_z = \sin \theta \cos \phi \), \( v = k_z = \sin \theta \sin \phi \) and \( w = k_z = \cos \theta \). The problem with these translations is that the pattern shape becomes invariant as it is scanned. Otherwise in terms of the physical angular space \( \theta \), and \( \phi \), the shape of the radiation pattern and the beamwidth do vary with scan angle. To observe that the pattern is variant in the angular space take for example a linear
random array along the x-cut plane $\phi = 0$. Then the defining relation $u = \sin \theta$, and the beamwidth $\Delta u$ in the variable $u$ is related to the beamwidth $\Delta \theta$ in the real angular variable $\theta$ by (349) where $\theta_0$ is the beam-steering angle. For large apertures the relation of (349) is well approximated by (350). Furthermore the 3dB beamwidth of a linear random array is approximated such that $\Delta u = \frac{0.88}{A} \approx \frac{1}{A}$. A more in detail explanation can be found in [101] such that it was determined most distributions are confined to a beamwidth in error no greater or smaller than 25%. Now equating $\Delta u$ with $\bar{A}$ the beamwidth of the pattern is provided by that of (351).

$$\Delta u = \sin \left( \theta_0 + \frac{\Delta \theta}{2} \right) - \sin \left( \theta_0 - \frac{\Delta \theta}{2} \right) = 2 \cos \theta_0 \sin \frac{\Delta \theta}{2}$$  \hspace{1cm} (349)  

$$\Delta u \approx \Delta \theta \cos \theta_0 \hspace{1cm} \Delta \theta \ll 1$$ \hspace{1cm} (350)  

$$\Delta \theta(\theta_0) = \frac{1}{D(\theta_0)} = \frac{1}{2 \bar{A} \cos \theta_0} = \frac{1}{\bar{A} \cos \theta_0}$$ \hspace{1cm} (351)  

From the relation of (351) it is obvious that $\Delta \theta$ grows inversely proportional to the effective aperture $1/\bar{A}$ going from a minimum at broadside ($\theta_0 = 0^\circ$) with growth followed by the secant of the scan angle. The physical reason for the increase in beamwidth is a consequence of the lost line of sight the source has with the target. The projected aperture transverse to the target is reduced as the scan angle increases as shown in Figure 170. Yet the problem with the relation of (351) is that as the beam is steered towards the end fire ($\theta_0 = \pi/2$) location, $\sec \theta_0$ grows without limit. Also one should notice that the effective aperture is perpendicular (shown in red Figure 170) to the steering vector. “The beamwidth increases, following (351), but at some angle the growth ceases to follow this trigonometric law.” [101] So far the best reason to describe this is due to the approximation made in (350) such that there becomes some point in the beam scan that the approximation breaks down. It is also likely that when the effective depth of the aperture supersedes the effective length of the aperture that the beamwidth that the approximation $\Delta \theta \ll 1$ does not hold otherwise the beamwidth keeps on growing. Or in other words “as the end-fire steering position is approached, the depth dimension of the aperture provides a greater effective aperture than the projected length $D \cos \theta_0$. The beamwidth reaches a limiting size that is called the end-fire beamwidth.” [101]

In order to calculate the effective aperture size of the end-fire beamwidth consider the geometry shown in Figure 171. In this situation the phase slope required to steer the main beam to the end-fire location is $\cos \psi_{\theta_0} = \hat{x} \cdot (-\hat{x}(\theta_0, \phi_0))\big|_{\theta_0 = \frac{\pi}{2}} = - \sin \theta_0 \rightarrow u_0 = -1$. Furthermore for a isotropic aperture excitation, the far field radiation pattern is given by (354), in terms of $u$ and has the linear random array
solution of (355). Moreover, to find the end fire beamwidth we first replace \( \Phi \) with its complement \( \mu \) (the scan angle measured from end-fire), which is used to find the 3 dB half beamwidth in (356), approximated as (352) and solved by that of (353).

\[
\ell(u) = e^{u(1-u)}
\]  
(354)

\[
\ell(\theta) = \frac{\sin(2\pi A(1-\sin \theta))}{2\pi A(1-\sin \theta)}
\]  
(355)

\[
2\pi A(1-\cos \beta_{1/2}) = 1.4
\]  
(356)

\[
\cos \beta_{1/2} \approx 1 - \frac{\beta_{1/2}^2}{2}
\]  
(357)

\[
\beta_{1/2} = \frac{1.4}{\pi A}
\]  
(358)

Hence, the 3 dB total beamwidth is twice that of (359) and given by

\[
\Delta \theta = 2\beta_{1/2} = 2.8 \frac{\lambda}{A} = 2.8 \sqrt{\frac{\lambda}{A}}
\]  
(360)

Finally it is observed that the end-fire beamwidth varies as square root of the effective aperture. This means if one were to solve for the effective aperture size one would observe that for small 3 dB beamwidths \( \Delta \theta \ll 1 \) that the effective aperture size grows by the square of \( \Delta \theta \) in fact causing the beamwidth to grow. This is in dramatic contrast to the linear variation of beamwidth with aperture size when the array is scanned at broadside. Finally it should not be left without noting that “arrays with reflectors and plane arrays with ground planes avoid this peculiarity.” [101]
In order to verify the claims of the effective aperture size a small blade antenna with resonant frequency \( f_0 = 3 \text{GHz} \) was designed as shown in Figure 172. At its resonant frequency it is observed that the pattern is omnidirectional in the x-z cut plane and varies in the y-z cut plane Figure 173. By this the x-z plane is sufficient toward demonstrating the effective aperture of a circular random array, but will also be used to demonstrate that the effective aperture of a spherical random array is constant.
To begin this demonstration observe the aggregate pattern of thirty two elements (blade antennas) phased in a spherical volume of $\bar{A} = 2$ as shown in Figure 174. Here it is observed that there is a distinctive main beam at the normal with low sidelobe level. Next a comparison of its broadside and endfire patterns are demonstrated by those in Figure 175 and it is seen that the overall main beamwidth is unaffected by scan angle. A complete comparison of the spherical random arrays scan capability is provided in polar format by Figure 176 or in rectangular by Figure 177 verifying the spherical random array main beamwidth invariance with scan angle.
Figure 174. Thirty two element spherical random array broadside gain pattern (blade antenna).

Figure 175. Thirty two element spherical random array broadside (theta=[0, 180] deg) and in the plane (theta=[90, -90] deg) gain patterns.
Differently the aggregate pattern of thirty-two elements (blade antennas) phased in a circular volume of $\frac{\hat{A}}{A} = 2$ is shown in Figure 178. Here it is observed that there is a distinctive main beam at the normal with low sidelobe level, but at the endfire location the main beam pattern is enlarged. More so the main lobe pattern is essentially in the shape of a duck bill, which verifies that the effective aperture varies
for planar topology with scan angle. A complete comparison of the circular random arrays scan capability is provided in polar format by Figure 179 or in rectangular by Figure 180. Last of all it should be noticed that the planar random array topologies suffer from aliasing. I.e. for a beampattern phased at $\theta_0$ in the upper half plane $\theta_0 < 90^\circ$ there is a symmetrical pattern in the lower half plane $\theta_0 \geq 90^\circ$. In other words as the pattern is scanned toward endfire the patterns tend to superimpose upon one another and can be used as another explanation as to why the beamwidth is enlarged with scan angle.

Figure 178. Thirty two element circular random array broadside (theta=0 deg) and in the plane (theta=[90, -90] deg) gain patterns.
Figure 179. Thirty two element circular random array beamsteering along theta with 7.5 deg increments (polar).

Figure 180. Thirty two element circular random array beamsteering along theta with 7.5 deg increments (polar).
CHAPTER XII  
ELEMENT CORRECTION

Antenna located randomly within a spherical topology originates a localized field intensity at an observed point $P'$ identified in Figure 181. The local coordinate system of this radiator is centered at the point $P'$ with axis $x'$, $y'$ and $z'$, forming an orthogonal coordinate system shown in Figure 182. The $z'$ axis is normal to the point $P'$ with $x'$ and $y'$ axis located coplanar to the element.

12.1 Element Pattern from a Local Source Position

The radiation pattern (361) of an antenna randomly located within a spherical topology of radius $A$ is determined at its relative origin $P'(r_n, \theta_n, \phi_n)$. Now shifting the local origin $P'$ of the local coordinate system Figure 181 to a global coordinate system located at the point $O$ (true origin) in Figure 182, one may rewrite (361) as (362) where $\overrightarrow{OP'} = r_n \hat{a}_r$ (363). This describes a vector originating at the origin $O$ and ending at the point $P'$:

$$\overrightarrow{E}(r', \theta', \phi') = \hat{a}_\theta E_{\theta R} + \hat{a}_\phi E_{\phi R}$$

$$= \hat{a}_\theta f_1(\theta', \phi') \frac{e^{i(\phi - \phi') \cos \theta - \phi_n \sin \theta}}{r'} + \hat{a}_\phi f_2(\theta', \phi') \frac{e^{i(\phi - \phi_n \sin \theta)} \cos \phi_n \sin \theta + \cos \theta}}{r'}$$

(361)

Where $\hat{a}_r, \hat{a}_\theta$ are the unit vectors in the $\theta$ and $\phi$ directions. The parameter $\delta$ is the phase difference between the two components of the field and $f_1(\theta', \phi')$ and $f_2(\theta', \phi')$ are the pattern factors of the two components of the field distribution.

$$\overrightarrow{E}(r, \theta, \phi | r_n, \theta_n, \phi_n) = \sum_{n=1}^{N} \left[ \hat{a}_\theta f_1(\theta', \phi') + \hat{a}_\phi f_2(\theta', \phi') \right] e^{i(k_{n} a_{\theta} - \phi_n \sin \theta)} e^{i(k_{n} a_{\phi} - \phi_n \cos \theta)}$$

(362)

$$r_n \cos \theta = \overrightarrow{OP} \cdot \hat{a}_r = r_n \left( \sin \theta_n \sin \theta \cos (\phi_n \phi') + \cos \theta_n \cos \theta \right)$$

(363)
12.2 Coordinate Transformation Relationships in Spherical Coordinates

Equation (362) represents field intensity in terms of primed spatial angles; however it is traditionally more accepted to represent filed intensity in terms of unprimed spatial angles. Accordingly, a transformation going from primed to unprimed coordinates is obtained by using a general method of orthogonal transformation of coordinates [200]. Other notable spherical array literature is found in [201]-[204].

The transformation between primed and unprimed unit vector coordinates are related by a rotation matrix $\Phi$ such that

![Figure 181. Geometry of a periodic spherical array referenced to the element.](image1)

![Figure 182. Geometry of a periodic spherical array rotated about the element in order to be referenced to the origin.](image2)
This is a consequence of Euler's rotation theorem [141], which states any rotation can be described using three angles. For example, in an “x y z convention,” rotation about \( \phi \) defines the pitch, \( \psi \) defines the roll, and \( \varphi \) provides the amount of yaw. Using a mathematical context these rotation angles are described such that

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \psi & \sin \psi \\
0 & -\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
\cos \gamma & 0 & -\sin \gamma \\
0 & \cos \beta & \sin \beta \\
0 & -\sin \beta & \cos \beta
\end{bmatrix}
\begin{bmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{bmatrix}
\begin{bmatrix}
0 & 1 & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
\sin \gamma & 0 & \cos \gamma
\end{bmatrix}
\begin{bmatrix}
\hat{a}_x \\
\hat{a}_y \\
\hat{a}_z
\end{bmatrix}
= \Phi
\begin{bmatrix}
\hat{a}_x \\
\hat{a}_y \\
\hat{a}_z
\end{bmatrix}
\tag{364}
\]

(365)

\[
\Phi =
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \psi & \sin \psi \\
0 & -\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
\cos \gamma & 0 & -\sin \gamma \\
0 & \cos \beta & \sin \beta \\
0 & -\sin \beta & \cos \beta
\end{bmatrix}
\begin{bmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{bmatrix}
\begin{bmatrix}
0 & 1 & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
\sin \gamma & 0 & \cos \gamma
\end{bmatrix}
\]

Roll about X axis      Pitch about Y axis      Yaw about Z axis
\[
\begin{bmatrix}
\hat{a}_x \\
\hat{a}_y \\
\hat{a}_z
\end{bmatrix}
= \Phi
\begin{bmatrix}
\hat{a}_x \\
\hat{a}_y \\
\hat{a}_z
\end{bmatrix}
\tag{365}
\]

and the substitution of unit vectors into the former equations (366) and (367) gives (368) and (369).

It is important to observe that the coplanar axes in the first and third rotations are identical. Consequently, one rotates the global coordinate system of Figure 182 with just pitch and yaw matrices (excluding the roll matrix) to generate the necessary rotation matrix \( \Phi \) used for going from unprimed to primed coordinates. The angles \( \theta' \) and \( \phi' \) are found by taking the gradient of (368) and (369) in spherical coordinates. Applied to (368) one obtains (370) and likewise applied to (369) one obtains (371). However, to make these equations symmetric one may assume \( \phi' = \phi - \phi_n \) and \( \theta' = \theta \) giving (372) [200].

\[
\cos \theta' = (\hat{a}_x \cdot \hat{a}_z)
\tag{366}
\]

\[
\cot \phi' = \left( \frac{\hat{a}_y \cdot \hat{a}_z}{\hat{a}_x \cdot \hat{a}_z} \right)
\tag{367}
\]

\[
\cos \theta' = \sin \theta \sin \phi \cos (\phi - \phi_n) + \cos \theta \cos \phi
\tag{368}
\]

\[
\cot \phi' = \frac{\cos \theta \sin \theta \cos (\phi - \phi_n) - \sin \theta \cos \phi}{\sin \theta \sin (\phi - \phi_n)}
\tag{369}
\]

\[
\hat{a}_\phi = -\hat{a}_\theta \frac{\cos \theta \sin \theta \cos (\phi - \phi_n) - \cos \theta \sin \phi}{\sin \theta'} - \hat{a}_\phi \frac{\sin \theta \sin (\phi - \phi_n)}{\sin \theta'}
\tag{370}
\]

\[
\hat{a}_\phi = -\frac{\sin \theta \sin \theta \cos (\phi - \phi_n)}{\csc^2 \phi'} \hat{a}_\theta
\]

\[
-\frac{\sin \theta}{\csc^2 \phi'} \left[ \cos \theta \sin \theta \cos (\phi - \phi_n) - \sin \theta \cos \phi_n \right] \hat{a}_\phi
\tag{371}
\]

\[
\hat{a}_\phi = -\frac{\sin \theta \sin (\phi - \phi_n)}{\sin \theta'} \hat{a}_\theta - \frac{\cos \theta \sin \theta \cos (\phi - \phi_n) - \sin \theta \cos \phi_n}{\sin \theta'} \hat{a}_\phi
\tag{372}
\]

194
Finally, suppressing the time dependence, free space greens function $e^{-jkr}/r$ and substituting (372) and (370) into (362) one obtains the radiation intensity of a spherical random array with rotated offset parameters given by (373).

\[
U\left(\theta, \phi | \vec{Z}\right) \triangleq |E(\theta, \phi | r_n, \gamma_n, \beta_n)|^2 = \\
\frac{1}{N^2} \sum_{m=1}^{N} \sum_{n=1}^{N} \left[ \\
\cos \theta \sin \theta_n \cos (\phi - \phi_n) - \cos \theta_n \sin \theta + \sin \theta_n \sin (\phi - \phi_n) f_i(\theta', \phi') e^{-j\delta} \\
- \sin \theta_n \sin (\phi - \phi_n) f_z(\theta', \phi') e^{-j\delta} \\
+ \sin \theta_n \sin (\phi - \phi_n) f_i(\theta', \phi') \\
- \cos \theta \sin \theta_n \cos (\phi - \phi_n) - \cos \theta_n \sin \theta f_z(\theta', \phi') e^{-j\delta} \right] \hat{\alpha}_\theta \hat{\alpha}_\phi \left( e^{j\delta(\theta_n - \theta_n)} e^{j\delta(\phi_n - \phi_n)} \right) \\
\right] \\
\right] \\
(373)
CHAPTER XIII

FREQUENCY RESPONSE OF A SPHERICAL RANDOM ARRAY

The frequency response of a spherical random array, was examined by [60] in the late 70’s, but does not contain closed form expressions. An attempt was made to solve the necessary integrations although the attempt was overall unsuccessful. Nevertheless it is interesting to note [60] assumed a uniform probability density function for element distribution; the main effort for finding an average pattern of a random array. Yet, a year earlier a closed form integration for the uniformly distributed spherically bound random array was published by [59], and is disguised as the oscillatory tinc function (374) or (96), introduced by [82]. Likewise it has been shown by [59] that when such a closed form expression is used the average 3dB beamwidth (375) will demonstrate bandwidth characteristics independent of the center frequency, which makes logical sense; since the averaging of the array was done about its center frequency. This does not limit the analysis exclusively to the arrays center frequency [59].

The substitution \( c = Af \) can be substituted into (375) and its relative bandwidth is shown in (376)-(377).

\[
AF(u) = \frac{3}{u} \sin u - \frac{u^2 \cos u}{u^3} = 3 \frac{j_1(u)}{u} = 3 \text{tinc}(u) \tag{374}
\]

\[
B = 2(Af) = .578 \frac{c}{R} \tag{375}
\]

\[
\delta = .578 \frac{\lambda}{R} \tag{376}
\]

\[
u = \frac{2\pi}{c} \Delta f d \tag{377}
\]

The results given by [59] are close to the results of [82] for a spherically bound random array for the special case for which the beam is pointed at the meridian angle \( \theta = \theta_o = \pi/2 \) and \( u = 4\pi \sin(\phi/2) d \).

Moreover, upon substitution of the former (374)-(377) are redefined as those in (378)-(382).

\[
E_o |AF| = 3 \frac{j_1(\alpha(\phi))}{\alpha(\phi)} = 3 \text{tinc}(\alpha(\phi)) \tag{378}
\]

\[
\frac{4\pi Rf}{c} \sin \left( \frac{\phi_{\text{dBi}}}{2} \right) = 1.815 \tag{379}
\]

\[
\phi_{\text{dBi}} = 2 \arcsin \left( \frac{1444\Delta}{R} \right) = 2 \arcsin \left( \frac{1444c}{Rf_o} \right) \tag{380}
\]
\[
\alpha(\phi) = 4\pi \frac{R_f}{c} \sin \left( \frac{\phi}{2} \right)
\]  
(381)

\[
BW_{\text{relative}} = \frac{\phi_{\text{w}}}{f} = \frac{2 \arcsin \left( \frac{1.1444c}{R_f} \right)}{f} \quad \text{(382)}
\]

Now to finally expand [59], [60] and [180] the analysis uses a receiving spherical random array and claims a bandwidth. In actuality these references are changing what has been defined as \( A \) the radius of the random array in this series and essentially has integrated (616) for different values of \( A \), but using the same bandwidth. The proper solution of the frequency independence is shown in Figure 183-Figure 186 for three different radius sizes.

Figure 183. Radiation intensity of a spherical random array \( \theta = \theta_0 = \pi/2 \) made for operation at 5 GHz and spatially unphased.

Figure 184. Radiation intensity of a spherical random array \( \theta = \theta_0 = \pi/2 \) of the above Figure in 3d for \( \bar{A} = 1 \). At this steering location the beampattern is frequency independent.
Figure 185. Radiation intensity of a spherical random array $\theta = \theta_0 = \pi/2$ made for operation at 5 GHz and is spatially unphased.

Figure 186. Illustration that the beampattern is frequency independent at the meridian location of operation of a spherical random array $\tilde{A} = 1$.

For brevity it is seen that in the far field at the meridian elevation angle $\theta = \theta_0 = \pi/2$ a spherical random array is frequency independent. It should be noted though that a random array is band limited due to the element pattern. Being the $EP \times AF$. Furthermore this result of frequency independence can be expanded to any random array. Thus, it is noted that now to finally expand [59], [60] and [180] were essentially plotting the array factor as given. Moreover, it is seen that at the beamsteering the random array becomes frequency independent.
CHAPTER XIV
STATISTICAL ANALYSIS ON THE IMPACT OF SIDELOBE BEHAVIOR ON RANDOM ARRAYS

The sidelobe behavior of circular and spherical random arrays with uniform and Gaussian distributions are analyzed statistically to identify regions with deterministic, transitional, and random behavior. Isotropic radiators are preferred in this analysis since they provide relevant information on the fundamental behavior, which can be applied to provide practical estimates of the maximum peaking sidelobe located in the totally random or three dB sidelobe region since it behaves non-deterministically. The mathematical process required for this analysis includes a statistical formulation of the array factor, including the mean, or expected value, and the variance. This is examined in the context of prior work on random arrays, but simplified analytically to now provide an accurate estimate for the maximum peaking sidelobe behavior in a volumetric scan region. Numerical results are included to illustrate scanning from zenith to meridian elevation angles to evaluate the theory and compare the behavior of both circular and spherical arrays.

The theory of random arrays is considered non-deterministic and because of this no unified theory exists. Yet, curiously enough an adequate theory has been developed for the random array. This is because the mathematics of stochastic systems and processes, that is, statistics, can be applied in order to determine the system probabilistically. As a random array can only be described statistically, it is logical to develop its properties in a probabilistic manner. Such an approach yields important statistical averages of the radiation pattern: mainbeam behavior, three dB beamwidth, and sidelobe mean null and peak locations. Of these, particular interest resides in the maximum peaking sidelobe behavior especially to the extent and concern of the array designers. A fortiori, since the discrepancy between the peak sidelobe and average sidelobe can be significant; an estimator of the peak is a necessity of these random arrays confining the sidelobes in terms of a probability, or confidence interval, of which some predicted value will not be exceeded. This is a pertinent characteristic of the design and is developed in this paper.

First a historical analysis is followed in order to determine the maximum peaking sidelobe. A statistical analysis of this process was initially followed by [31] for linear random arrays and was followed in the same year by its sequel [34]. Improvements to this work were added by numerous investigators [32]-[33], [85], [101], [186] and [205]-[206] with more complete and recent examples applied to: planar (circular random array) topology in [7]-[14] and volumetric [6], [81]-[82] and [191] (spherically bound random array) herein.
14.1 Random Variables

Often, one takes two random variables $X$ and $Y$ and solves for each variable independently. Otherwise one needs to convolve the two together to create a new random variable to simplify the mathematics. Normally this new random variable is named $Z$, but still correct if named $X^*Y$. Now for two random variables the properties (383)-(386) of the expectation operator imply that:

$$m_Z = E(Z) = E(X) + E(Y) = m_X + m_Y$$  \hspace{1cm} (383)

$$\sigma_{X,Y}^2 = \sigma_X^2 + \sigma_Y^2 + 2\text{Cov}_{XY}$$  \hspace{1cm} (384)

$$\text{Cov}_{XY} = E[XY] - E[X]E[Y]$$  \hspace{1cm} (385)

$$\text{Var}\left(\sum_{i=1}^n X_i\right) = \sum_{i=1}^n \text{Var}(X_i)$$  \hspace{1cm} (386)

Thus, if one were to find the variance of a random array one could not just look at the variance of the distribution alone. For example the variance of the Wigner semicircle distribution is given by (387) and the derivation (388)-(390) is also shown below for completeness. Variance of a circular random array differs because there are actually two random variables composing the circular random array shown in (391). Thus, the correct form of the variance is shown in (398) given by the addition of (394) and (396). This type of method used to find the variance is similar to applications such as I-Q modulation, the study of noise and radar imaging where the joint pdf is given by (399).

$$\sigma^2 = \frac{R^2}{4}$$  \hspace{1cm} (387)

$$\sigma^2 = E[x^2] - E[x]^2$$  \hspace{1cm} (388)

$$E[x^2] = \int_0^1 x^2 \frac{2}{\pi} \sqrt{R^2-x^2} \, dx = \frac{R}{4}$$  \hspace{1cm} (389)

$$E[x] = \int_0^1 x \frac{2}{\pi} \sqrt{R^2-x^2} \, dx = 0$$  \hspace{1cm} (390)

$$F(\theta, \phi|\psi) = \frac{1}{N} \sum_{n=1}^N e^{i\psi \zeta_x(\theta,\phi) + i\psi \zeta_y(\theta,\phi)} = \frac{1}{N} \sum_{n=1}^N (\bar{x}_n + j\bar{y}_n) = (X + jY)$$  \hspace{1cm} (391)

where

$$\bar{x}_n = \cos\left(\nu_{n,x} \zeta_x(\theta,\phi) + \nu_{n,y} \zeta_y(\theta,\phi)\right), \quad \bar{y}_n = \sin\left(\nu_{n,x} \zeta_x(\theta,\phi) + \nu_{n,y} \zeta_y(\theta,\phi)\right)$$

$$E[X(\theta,\phi|\psi)] = \sum_{n=1}^N \frac{1}{N} \int_0^1 \frac{2}{\pi} \sqrt{1-u^2} \cos\left(\nu_{n} \zeta_x(\theta,\phi)\right) du_n = 2j\text{inc}(\zeta_x(\theta,\phi))2j\text{inc}(\zeta_y(\theta,\phi))$$  \hspace{1cm} (392)
\[ E\left[X^2(\theta, \phi|\theta', \phi')\right] = \sum_{n=1}^{N} \frac{1}{2} \int \frac{1}{2} \sqrt{1-\nu_n^2} \cos^2(\nu_n \zeta_n (\theta, \phi)) d\nu_n = \frac{1}{2} \left[1 + \frac{1}{\zeta_n (\theta, \phi)} \right] = \frac{1}{2} \left(1 + \int \hat{F}_1 (\nu, -\zeta_n (\theta, \phi))^2 d\nu\right) \] 

(393)

\[ \sigma^2_x = \frac{1}{2} \left[ \frac{J_1 (2 \zeta_n (\theta, \phi))}{\zeta_n (\theta, \phi)} \right] - \left( \frac{2J_1 (\zeta_n (\theta, \phi))}{\zeta_n (\theta, \phi)} \right)^2 \] 

(394)

\[ E[XY] = \sum_{n=1}^{N} \sum_{m=1}^{N} \frac{1}{2} \int \int \frac{1}{2} \cos(\nu_n \zeta_n (\theta, \phi)) \sin(\nu_n \zeta_n (\theta, \phi)) d\nu_n d\nu_m = E[X]E[Y] = 0 \] 

(395)

Similarly,

\[ \sigma^2_y = \frac{1}{2} \left[ -\frac{J_1 (2 \zeta_n (\theta, \phi))}{\zeta_n (\theta, \phi)} \right] - 0 \] 

(396)

\[ E_{xy} = 2 \text{jinc} (\zeta_n (\theta, \phi)) 2 \text{jinc} (\zeta_n (\theta, \phi)) \] 

(397)

\[ \sigma^2_{xy} = \frac{1}{2} \left( \frac{2J_1 (\zeta_n (\theta, \phi))}{\zeta_n (\theta, \phi)} \right)^2 \] 

(398)

\[ f_{x,y}(x, y) = \frac{1}{2\pi \sigma_y} e^{-\frac{(x-m_x)^2}{2\sigma_x^2} - \frac{(y-m_y)^2}{2\sigma_y^2}} \] 

(399)

### 14.2 Steering Functions at the Meridian and Zenith Angles

Two beamforming scenarios are covered to find the maximum peaking sidelobe; broadside and endfire since overwhelming simplicity exists in their analysis. Steering at these regions will be utilized first at the meridian elevation angle \( \zeta_{\text{endfire}} (\theta) = \zeta_m (\theta = \theta_0 = \pi/2, \phi_0 = 0, \phi) \) and also \( \zeta_{\text{endfire}} (\theta) = \zeta_m (\theta = \theta_0 = \pi/2, \phi_0 = \phi = 0) \) \( m_{x,y,z} \). This in turn simplifies the steering vector (400) to \( \zeta_{\text{endfire}} (\phi) = 2\pi \hat{A} \{\cos \phi - 1, \sin \phi, 0\} \) or \( \zeta_{\text{endfire}} (\theta) = 2\pi \hat{A} \{\sin \theta - 1, 0, 0\} \) for either spherical or circular random array. Next at the zenith elevation angle \( \zeta_{\text{broadside}} (\theta) = \zeta_m (\phi_0 = \phi = \theta_0 = 0, \theta) \) \( m_{x,y,z} \) and also \( \zeta_{\text{broadside}} (\phi) = \zeta_m (\phi_0 = \theta = \theta_0 = 0, \phi) \) \( m_{x,y,z} \) the steering vector similarly simplifies as \( \zeta_{\text{broadside}} (\theta) = 2\pi \hat{A} \{\sin \theta, 0, \cos \theta - 1\} \) and \( \zeta_{\text{broadside}} (\phi) = 2\pi \hat{A} \{0, 0, 0\} \) for a spherical random array and as \( \zeta_{\text{broadside}} (\theta) = 2\pi \hat{A} \{\sin \theta, 0\} \) for a circular random array.
\[ \zeta' (\theta, \phi) = \cos(\delta) \zeta (\theta, \phi), \zeta' (\theta, \phi) = \sin(\delta) \zeta (\theta, \phi) \]

\[ \zeta' (\theta) = \cos(\gamma) \zeta (\theta, \phi), \zeta' (\theta, \phi) = 2 \pi \lambda, \zeta = A/\lambda \]

\[ \rho_\phi = \sqrt{\frac{\sin \theta \cos \phi}{\sin \phi_0 \sin \phi}} + \frac{\sin \theta \sin \phi}{\sin \phi_0 \sin \phi} \]  

(400)

\[ \delta = \tan^{-1} \left[ \frac{\sin \theta \sin \phi - \sin \theta_0 \sin \phi_0}{\sin \theta \cos \phi - \sin \theta_0 \cos \phi_0} \right] \]

\[ \gamma = \cos^{-1} \left( \rho_\phi^{-1} (\cos \theta - \cos \theta_0) \right) \]

14.3 Uniform Distribution at the Meridian Elevation Angle

As stated by [9] the exact evaluation of the complementary cumulative distribution function (CCDF) is computationally demanding especially when there is a need for high precision accuracy. A different approach is to consider the aggregate sum of a large element population of \( N \) (i.i.d.) random variables. This approach satisfies conditions of the Lindeberg–Lévy central limit theorem. As a consequence, one expects the constituents of the complex array factor \( U \) and \( V \), to approach a complex Gaussian distribution given in (401), except for the deterministic angles \( \theta_0 = \theta = 90^\circ \) and \( \phi_0 = \phi = 0^\circ \). The distributions of \( U \) and \( V \) (402) at the direction \( \pi \geq |\phi| > 0 \) will yield supporting Gaussian statistical measures given in (403)-(406) for the spherical and circular random array. Furthermore these results are equivalent at the zenith steering direction such that the steering vector \( \zeta'_{\text{endfire}} (\phi) \) is replaced by \( \zeta'_{\text{zenith}} (\theta) \).

\[ F(\phi | \bar{\gamma}) = \frac{1}{\sqrt{N}} (U + jV) \]  

(401)

\[ U = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \cos(X), \quad V = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \sin(X) \]  

(402)

\[ X_{\text{spherical}} = Y_3 \zeta'_{\text{endfire}} (\phi), \quad X_{\text{circular}} = \rho_\phi \zeta'_{\text{endfire}} (\phi) \]

\[ \bar{U}_{\text{sph}} = \sqrt{N} \left\{ \frac{3 j \zeta'_{\text{endfire}} (\phi)}{\zeta'_{\text{endfire}} (\phi)} \right\} = \sqrt{N} \left\{ 3 \text{Jinc} \left( \zeta'_{\text{endfire}} (\phi) \right) \right\} \]  

(403)

\[ \bar{U}_{\text{cir}} = \sqrt{N} \left\{ \frac{2 J_1 \zeta'_{\text{endfire}} (\phi)}{\zeta'_{\text{endfire}} (\phi)} \right\} = \sqrt{N} \left\{ 2 \text{Jinc} \left( \zeta'_{\text{endfire}} (\phi) \right) \right\} \]

\[ \left\{ 3 \text{Tinc} \left( \zeta'_{\text{endfire}} (\phi) \right) \right\} = 3 \text{Tinc} \left( \zeta'_{\text{sph}} (\phi) \right) 3 \text{Tinc} \left( \zeta'_{\text{circular}} (\phi) \right) \]

\[ \left\{ 2 \text{Jinc} \left( \zeta'_{\text{endfire}} (\phi) \right) \right\} = 2 \text{Jinc} \left( \zeta'_{\text{sph}} (\phi) \right) 2 \text{Jinc} \left( \zeta'_{\text{circular}} (\phi) \right) \]

\[ \bar{V}_{\text{sph/cir}} = E \left[ V (\phi | \bar{\gamma}') \right] = E \left[ V (\phi | \bar{\gamma}') \right] = 0 \]  

(404)
\[ \sigma^2_{\text{Sp}} = \frac{1 + \langle 3 \text{Tinc} \left( \frac{r}{r_{\text{endfire}}} \right) \rangle}{2} - \left( \frac{3 \text{Tinc} \left( \frac{r}{r_{\text{endfire}}} \right) }{2} \right)^2 \]  

(405)

\[ \sigma^2_{\text{Cu}} = \frac{1 + \langle 2 \text{Jinc} \left( \frac{2r}{r_{\text{endfire}}} \right) \rangle}{2} - \left( \frac{2 \text{Jinc} \left( \frac{2r}{r_{\text{endfire}}} \right) }{2} \right)^2 \]

(406)

\[ \sigma^2_{\text{Sp}} = \frac{1}{2} \left( 1 + \langle 3 \text{Tinc} \left( \frac{r}{r_{\text{endfire}}} \right) \rangle \right) - 0 \]

(407)

\[ \sigma^2_{\text{Cu}} = \frac{1}{2} \left( 1 + \langle 2 \text{Jinc} \left( \frac{2r}{r_{\text{endfire}}} \right) \rangle \right) - 0 \]

(408)

### 14.4 Gaussian Distribution at the Meridian Elevation Angle

(a) Standard deviation

In the work of [12] a standard deviation metric \( \sigma = \frac{\bar{A}}{3} \) is utilized, which provides 99.73% accuracy that all antennas are located within the circular disc of radius \( \bar{A} \). A different value is derived in [81] given by (407) and is used in this analysis.

\[ \sigma = \frac{\bar{A}}{2\sqrt{3}} \]  

(409)

(b) Steering functions

Once again the *Lindeberg–Lévy central limit theorem* is assumed to hold true. As a consequence, one expects a complex Gaussian distribution given in (401), with supporting Gaussian statistical measures specified in (408)-(411) for both the spherical and circular random array. The underlying difference from the previous section exists in the fact that Gaussian distributed pdfs are used to calculate the supporting statistical measures [6], [12], [81]-[82].

\[ \bar{U}_{\text{Sp/Cu}} = \sqrt{N} \begin{bmatrix} -\zeta_{\text{rad}}(\theta)^2 \sigma^2 & -\zeta_{\text{rad}}(\theta)^2 \sigma^2 \\ -\zeta_{\text{rad}}(\theta)^2 \sigma^2 & -\zeta_{\text{rad}}(\theta)^2 \sigma^2 \end{bmatrix} = \sqrt{N}e^{\frac{-\zeta_{\text{rad}}(\theta)^2 \sigma^2}{2}} \]  

(408)

\[ \bar{V}_{\text{Sp/Cu}} = 0 \]  

(409)

\[ \sigma^2_{U_{\text{rad}}(\theta)} = \frac{1}{2} \left( 1 + \left( e^{-2\zeta_{\text{rad}}(\theta)^2 \sigma^2} \right) - \left( e^{-\zeta_{\text{rad}}(\theta)^2 \sigma^2} \right)^2 \right) \]  

(410)

\[ \sigma^2_{V_{\text{rad}}(\theta)} = \frac{1}{2} \left( 1 - \left( e^{-2\zeta_{\text{rad}}(\theta)^2 \sigma^2} \right)^2 \right) \]  

(411)

This time it is interesting to notice that the results of (408)-(411) are the same for both the circular and spherical random array. This is a result of the similarities circles and spheres share from symmetries at this unique angle. Otherwise when derived outside of the meridian elevation angle (zenith) the results are not the same since \( \zeta_{\text{rad}}(\theta) \) changes for circular and spherical arrays. Previous results of this nature are also provided from the derivation of [12] for a Gaussian distributed circular random array.
using the standard deviation $\sigma = \lambda/3$, in addition to the incorrect array factor provided in [6]-[14], [81]-[82] and [191].

14.5 Relation to Previous Work

The calculation of the variance formulations (405)-(406), and (410)-(411) have been derived in recent developments by [9], [12], and [81], but are quite similar to the general result of equation (5) in the historical work provided by [31] for one dimensional topologies. Moreover this work provides the even (412) and odd (413) modes such that the spatial parameter $X(\theta, \phi)$ is defined to represent the angular beamsteering function (utilized in the characteristic function); similar to $\zeta'(\theta, \phi)$. However, the biggest difference in the relations from [31] exists with the variance. This earlier analysis performed a linear transformation on the variance following the Bienaymé formula (414) by dividing by the number of elements. In other words the variance of (405)-(406), and (410)-(411) are considered to be the individual variances of each radiator whereas the total variance of all radiators is to be given by (415), which also matches the results of other previous works specified by (415) [17]-[18]. The results of (405)-(406), and (410)-(411) demonstrate that the (412)-(415) can be expanded up to a three dimensional topology using the vector $\langle x, y, z \rangle$.

$$\sigma^2_v = \frac{1}{2N} \left[ 1 + \Lambda(2X(\theta, \phi)) \right] - \frac{1}{N} \Lambda(X(\theta, \phi))^2$$

$$\sigma^2_v = \frac{1}{2N} \left[ 1 - \Lambda(2X(\theta, \phi)) \right]$$

$$\text{Var}(\bar{X}) = \text{Var}\left( \frac{1}{N} \sum_{n=1}^{N} X_n \right) = \frac{1}{N^2} \sum_{n=1}^{N} \text{Var}(X_n) = \frac{\sigma^2}{N}$$

$$\sigma^2_{uv} = \frac{1}{N} \left[ 1 - |\Lambda(X(\theta, \phi))|^2 \right]$$

A proof of the variance relations of (412)-(415) is provided in below such that; the total variance of any random array is computed as (416). However, if one is to solve for the variance of the complex radiation pattern of (391) then one finds the variance of the total pattern by taking the sum of the quadrature components of the pattern as provided in (417).

$$\sigma^2 = \left( F(\phi|Z_n) - \bar{F}(\phi|Z_n) \right)^2$$

$$= \left[ F(\phi|Z_n) F(\phi|Z_n)^* - F(\phi|Z_n) \bar{F}(\phi|Z_n)^* - \bar{F}(\phi|Z_n) F(\phi|Z_n)^* + \bar{F}(\phi|Z_n) \bar{F}(\phi|Z_n)^* \right]$$

$$= F(\phi|Z_n) F(\phi|Z_n)^* - \bar{F}(\phi|Z_n) \bar{F}(\phi|Z_n)^* + \bar{F}(\phi|Z_n) \bar{F}(\phi|Z_n)^*$$

$$= \left( F(\phi|Z_n) F(\phi|Z_n)^* - \bar{F}(\phi|Z_n) \bar{F}(\phi|Z_n)^* \right) = E[Z_n] \left[ 1 - \frac{1}{N} \right] + \frac{1}{N} - |E[Z_n]|^2 = \frac{1}{N} \left( 1 - |E[Z_n]|^2 \right)$$
Here it is seen that the total variance decreases when \( N \) increases, and for \( N \to \infty \) the standard error of the sample mean almost surely approaches the expected value since the \( \text{Var}(\bar{X}) \to 0 \). Moreover, this appropriately matches the definition of the central limit theorem and is depicted below in Figure 187-Figure 188 for a linear random array.

Overall when one doesn’t consider the variance of all radiators it is seen the variance always begins at zero, which defines the mainbeam region (i.e. deterministic region), but converges to \( \frac{1}{2} \), which defines the sidelobe region (i.e. non-deterministic region). Again this means the beampattern is completely deterministic at the mainlobe region, but completely random in the sidelobe region.

![Figure 187. Analytical convergence of the beampattern to its expected value (EV i.e. continuous distribution).](image)
14.6 CCDF of the Maximum Peaking Sidelobe

At this point the required information being the first moment (mean), and second moment (variance and covariance) is now obtained (where the covariance can easily be shown to equal zero; since $U$ and $V$ are orthogonal they are of course statistically uncorrelated). These parameters are useful in setting up the joint probability distribution function (JPDF) of (418) which is suitable for defining confidence intervals in the random array beampatterns (noted if the variables were correlated the covariance matrix (419) would have been used for calculation). Last of all, it is interesting to note that the JPDF of the CCDF of each random variable is independent from one another and will be covered in more detail in the following section.

\[
 f_{U,V}(u,v) = \frac{1}{2\pi\sigma_u\sigma_v} e^{-\frac{1}{2}v^2 \left(\frac{u^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2}\right)} \quad (418)
\]

\[
 f_{U,V}(u,v) = \frac{1}{2\pi\sigma_u\sigma_v (1-\rho^2)} e^{-\frac{1}{2}v^2 \left(\frac{u^2}{2\sigma_u^2} + \frac{v^2}{2(1-\rho^2)\sigma_v^2}\right)} \quad (419)
\]

(a) CCDF at the zenith elevation angle

Two steps are now needed to approximate the Complementary Cumulative Distribution Function (CCDF) of $U_0$. First the result of (418) is converted to polar coordinates (420). Next the spatial constraint $\zeta(\theta) \gg 1$ is assumed since this condition causes the variances of each radiator to rapidly decrease and approach $\sigma_u^2 \approx \sigma_v^2 \approx \frac{1}{2}$ (independent of the spatial angular parameter $\theta$). More so, since the variances converge equally the distribution can be simplified such that it follows the Nakagami-Rice distribution.
(also achieved by integrating with respect to \( \theta \)) and is provided by (421) (written compactly by a first-order Marcum-Q function). The term \( I_n \) is the \( n \)th order modified Bessel function of the first kind for non-negative \( n \).

\[
\Pr\left[U(\theta) > U_o \right] = \Pr\left[\sqrt{U^2 + V^2} > \sqrt{NU_o} \right] = \int_{-\infty}^{\infty} \int_{-\pi}^{\pi} \frac{r}{2\pi\sigma_o}\left(\frac{1}{\sigma_o^2} \right) e^{-\frac{r^2}{2\sigma_o^2}} d\theta dr 
\]

\[
(420)
\]

\[
\Pr\left[U(\theta) > U_o \right] = Q\left(\frac{U}{\sigma_o}, \sqrt{NU_o} \right) = Q\left(\sqrt{2U}, \sqrt{2NU_o} \right) 
\]

\[
(421)
\]

A third and final step may be applied to this analysis following similar to the historical work done in [31]-[34], [85], [101], [186] and [205]-[206], but is not absolutely necessary. This last step gives further simplification in the process, but at the expense a reduced accuracy in the estimator of the maximum peaking sidelobe is incurred; though as a caveat it provides one of the most convenient and easiest expressions utilized for practical use. To apply this step one assumes that the mean \( \mu \) approaches zero, hence the region of interest is outside of the main beam region, or far enough away such that one is operating entirely in the sidelobe region. As a consequence the CCDF is simplified as a Rayleigh distribution (due to converging variances and a zero mean assumption) provided by (422) [31]-[32], [34], [186] and [205]. The surprising observation of this result is the pdf of the element population plays no effect on the pdf of the amplitude of the array factor. This happens because the element population is assumed to be sufficiently large. Therefore, the peaking sidelobe in the random sidelobe region becomes submerged by taking the Fourier transform of the array factor.

\[
\Pr\left[U(\theta) > U_o \right] = e^{-NU_o} 
\]

\[
(422)
\]

A comparison of the results of (420) and (419) are shown in Figure 189 using the mean and variance characteristics provided in (403)-(406) and (408)-(411). In fact, Figure 189 is also the same at the meridian elevation angle for a spherical random array since the pattern is symmetric as was shown in Figure 17. Secondly Figure 189 indicates that for large values of \( N \) the zero mean approximation does not hold. This is because the angle \( \theta = 45^\circ \) is not within the 3dB sidelobe region, but in between this sidelobe and mainlobe region [9], [12] and [81]. An example of the three dB sidelobe region is shown in Figure 190 [82]. Hence, based upon observations thus far random arrays may be broken up into three regions as illustrated in Figure 191. The first region is to be called the controlled or mainlobe region. The second region is the transition region, in which the sidelobe pattern degenerates yet closely matches the design pattern (i.e. the first sidelobe and sometimes second and on occasion tertiary lobes). The third and final portion is the random portion (three dB sidelobe region) in which the sidelobe statistics applied in this section closely approximate to those of the random array.
Figure 189. CCDF of the maximum peaking side lobe at the spatial location $\theta = 45^\circ$ and phased at the zenith angle.

Figure 190. Example of the 3 dB sidelobe region.
A. 3dB sidelobe region

The simplified distribution becomes readily tractable for the spatial region in which the mean value of the array factor is assumed zero. This is greatly dependent upon the number of antennas present and if \( N \) increases the mean value increases. Ideally, this would be the case, but in practice a low number of elements might persist. Since, this may very well hold true the 3dB sidelobe region is re-examined in order to redefine the necessary confidence interval.

In [9], [81] the 3dB sidelobe region is defined to satisfy the condition (423). This term can be rewritten as (424) by adding the variance of the corresponding random variables \( U \) and \( V \).

\[
NU_m(\phi) \leq 2 \quad (423)
\]

\[
Var(U) + Var(V) + |E[U]|^2 + |E[V]|^2 \leq NU_m(\phi) \leq 2 \quad (424)
\]

Given the inequality of (424) the average power pattern is bounded to that of (425). This shows the square of the mean 3dB sidelobe region is bounded by unity when \( N \) is large. Additionally the result also shows the mean does not grow unbounded with the number of antenna \( N \) similar to [9].

\[
|E[U]|^2 \leq \frac{1}{1 - \frac{1}{N}} \quad (425)
\]

B. Peaking sidelobe bounds in the 3dB sidelobe region

To prove a random array is free of grating lobes, (given a sufficient number of radiators) one must find a distribution relating to the maximum output power of the sidelobes. This type of work is provided in papers from [9] and [12] for planar circular arrays and dates back to a very classic paper from Donovito [186]-[205] for linear random arrays. Additional classical texts discussing the distribution of...
peak sidelobes for linear random arrays have arisen from these earlier works and can be found in [9], [12], [31]-[32], [34], and [81]-[82] which include situations of non-isotropic elements or non-stationarity [16], [17], [85], and [207]. For clarity, this section follows similarly to the work presented by [9], [12] and [186] in setting up the fundamental limits of a uniformly distributed spherical random array with isotropic elements, behaving stationary.

The average representation of the number of upward crossings at a given power level say $v(a)$ [9], [12], and [81] is prepared under the assumption $U$ and $V$ are uncorrelated zero-mean Gaussian processes with variance $\sigma_U^2 = \sigma_V^2 = 1/2$. This calculation of the average representation of crossings will be referred to as the outage probability denoted by $U\text{out}$. To define this outage probability one takes the autocorrelation function of $U$ at two differently located spatial instants $u_i = 2\pi \hat{A} (\cos \phi_i, \sin \phi_i, -1,0)$ and $u_2$, providing (426) under stationary conditions (where $Y_u \neq Y'_u$). This result is simplified to (427) since weak-sense stationarity can be applied as the mean valued radiation pattern and covariance matrix of this process are independent of time. A more detailed explanation of this is found in [81]. Or in other words imagine the autocorrelation functions is taken such that

$$u_1 = 10^5 \pi/180 = \pi/18$$ and $$u_2 = -10^5 \pi/180 = -\pi/18.$$ Then $u_i + u_2 = 0$ and $u_1 - u_2 = \pi/9 = 20^\circ$. Hence, we are operating in the random region and not in the deterministic region.

$$K_{\text{U,U'}}(u_1, u_2) = E_{\text{U}} \left\{ \cos \left( Y_u \cdot 2\pi \hat{A} u_1 \right) \cos \left( Y_u \cdot 2\pi \hat{A} u_2 \right) \right\}$$

$$= R_{\text{U,U'}}(u_1 - u_2) - \mu^2$$

(426)

$$R_{\text{U,U'}}(\Theta) = \frac{1}{2} E_{\text{U}} \left\{ \left( \cos \left( Y_2 \hat{A} \Theta \right) \right) \right\}, \Theta = (u_1 - u_2)$$

(427)

For a zero mean Gaussian process one should find the variance $U'$ by differentiating (427) with respect to $\Theta$ twice, followed by setting $\Theta = 0$ in addition to taking the negative of the statistical average giving (428) and (429) for the uniformly distributed spherical and circular random array [9] and (430) for the Gaussian distribution.

$$\sigma_{U\text{,Uniform}}^2 = \frac{4}{5} \pi^2 \hat{A}^2$$

(428)

$$\sigma_{U\text{,Sph,Gaussian}}^2 = \pi^2 \hat{A}^2$$

(429)

$$\sigma_{U\text{,Cir,Gaussian}}^2 = 4\pi^2 \hat{A}^2 \sigma^2$$

(430)

In a similar manner, it can be shown that $\sigma_{U'}^2 = \sigma_{V'}^2$. Hence, the joint pdf of $U$, $U'$, $V$, $V'$ at the meridian elevation angle gives the joint pdf (431) and is simplified by converting the coordinates from Cartesian to polar such that $U = \Omega \cos \Theta$, $V = \Omega \cos \Theta$ (432). Integrating out the terms $\theta$, $\theta'$ one obtains
aiding to the average representation of the number of upward crossings at a given power level \( v(a) \) resulting with (434). This expression like [9] represents the number of upward crossings at a given power level \( a \), per interval in the 3dB sidelobe region \( S_{\text{3dB}} \). The associated average value of the number of upward crossing is given by (435) (since the 3dB sidelobe region is symmetric in the region \(-\theta_{\text{min}} \rightarrow -\pi \) or \(-\phi_{\text{min}} \rightarrow -\pi \)). Resulting is the associated average value of the number of upward crossing given by (436)-(441) (where \( \theta = \{\text{zenith,endfire}\} = \{\theta, \phi\} \) is the angular dependence) for the spherical and circular distributions derived previously by the primed variances in (428)-(430).

It is important to note the function unfolding the average number of maximum peaking sidelobes includes the term \( e^{-x^2} \) and decreases monotonically only for \( a \geq 1/\sqrt{2} \). Hence, the outage probability exceeding a power level of \( a = \sqrt{N U_0} \) can be simplified by a small argument approximation such that \( \cos x \approx 1 \) and \( \sin x \approx x \) simplifying the results of (438)-(441). An illustration of the results are shown in Figure 192 using a small argument approximation for either \( \theta_{\text{e}} \) as a function of the aperture size for a given number of elements. This is useful since the maximum peaking sidelobe appears to be contained no greater than 12 dB above the average sidelobe level for aperture sizes less than \( A = 100 \).
\[
E \{ v(\phi) \} = ae^{-\alpha t} \sqrt{\frac{2}{\pi}} \left( -1 - \cos \theta_{\phi}^{\text{zenith}} - \sin \theta_{\phi}^{\text{zenith}} \right) \left[ \pm \sigma_{\phi} \right] + A
\]
\[
E \{ v(\theta) \} = ae^{-\alpha t} \sqrt{\frac{2}{\pi}} \left( -\sin \theta_{\phi}^{\text{zenith}} \right) \left[ \pm \sigma_{\phi} \right] + B
\]
\[
E \{ v(\theta) \} = ae^{-\alpha t} \sqrt{\frac{2}{\pi}} \left( -1 - \cos \theta_{\phi}^{\text{zenith}} - \sin \theta_{\phi}^{\text{zenith}} \right) \left[ \pm \sigma_{\phi} \right] + C
\]
\[
E \{ v(\phi) \} = 0 + D
\]

A, B, C, D are constants of integration.

\[
B = \frac{2}{\pi} a \left[ \pm \sigma_{\phi} \right] e^{-\alpha t} \left( -1 - \cos \theta_{\phi}^{\text{zenith}} - \sin \theta_{\phi}^{\text{zenith}} \right) \] to make the results match a Rayleigh Distribution

of amplitude \( \frac{2}{\pi} a \left[ \pm \sigma_{\phi} \right] \) which for a spherical random array should be independent of scan angle.

\[
A = C = D = 0
\]

\[
E \{ v(\phi) \} = ae^{-\alpha t} \sqrt{\frac{2}{\pi}} \left( -1 - \cos \theta_{\phi}^{\text{zenith}} - \sin \theta_{\phi}^{\text{zenith}} \right) \left[ \pm \sigma_{\phi} \right] + A
\]
\[
E \{ v(\theta) \} = ae^{-\alpha t} \sqrt{\frac{2}{\pi}} \left( -\sin \theta_{\phi}^{\text{zenith}} \right) \left[ \pm \sigma_{\phi} \right] + B
\]
\[
E \{ v(\theta) \} = ae^{-\alpha t} \sqrt{\frac{2}{\pi}} \left( -1 - \cos \theta_{\phi}^{\text{zenith}} - \sin \theta_{\phi}^{\text{zenith}} \right) \left[ \pm \sigma_{\phi} \right] + C
\]
\[
E \{ v(\phi) \} = 0 + D
\]

A, B, C, D are constants of integration.

\[
B = \sqrt{\frac{2}{\pi}} a \left[ \pm \sigma_{\phi} \right] e^{-\alpha t} (-1) \] to make the results match a Rayleigh Distribution

of amplitude \( \frac{2}{\pi} a \left[ \pm \sigma_{\phi} \right] \) which should be dependent of scan angle

\[
C = \sqrt{\frac{2}{\pi}} a \left[ \pm \sigma_{\phi} \right] e^{-\alpha t} \left( -1 - \cos \theta_{\phi}^{\text{zenith}} - \sin \theta_{\phi}^{\text{zenith}} \right) \] since it is expected one will have a more directive beam in the zenith allowing more energy or higher peaking sidelobes in the totally random region.

\[
A = D = 0
\]
\[
E\{\nu(a(\phi))\} = \text{Zero} \begin{cases} \sqrt{\frac{8\pi}{5}} A e^{-\frac{a^2}{2}} \left(1 + \cos \theta_0 + \sin \theta_0 \right) \\ \end{cases}
\]
\[
E\{\nu(a(\theta))\} = \text{Zenith} \begin{cases} \sqrt{\frac{8\pi}{5}} A e^{-\frac{a^2}{2}} \left(1 + \cos \theta_0 + \sin \theta_0 \right) \\ \end{cases}
\]
\[
E\{\nu(a(\theta))\} = \text{Zenith} \begin{cases} \sqrt{2\pi} A \sigma e^{-\frac{a^2}{2}} \left(1 + \cos \theta_0 + \sin \theta_0 \right) \\ \end{cases}
\]
\[
E\{\nu(a(\phi))\} = \text{Zenith} \begin{cases} 0 \\ \end{cases}
\]
\[
E\{\nu(a(\phi))\} = \text{Cone, Gauss} \begin{cases} \sqrt{\frac{8\pi}{5}} A e^{-\frac{a^2}{2}} \left(1 + \cos \theta_0 + \sin \theta_0 \right) \\ \end{cases}
\]
\[
E\{\nu(a(\theta))\} = \text{Cone, Gauss} \begin{cases} \sqrt{\frac{2\pi}{5}} A \sigma e^{-\frac{a^2}{2}} \left(1 + \sin \theta_0 \right) \\ \end{cases}
\]
\[
E\{\nu(a(\theta))\} = \text{Cone, Gauss} \begin{cases} \sqrt{\frac{2\pi}{5}} A \sigma e^{-\frac{a^2}{2}} \left(1 + \cos \theta_0 + \sin \theta_0 \right) \\ \end{cases}
\]
\[
E\{\nu(a(\phi))\} = \text{Cone, Gauss} \begin{cases} 0 \\ \end{cases}
\]
The results of (438)-(441) illustrate that the maximum peaking sidelobe remains the same for a spherically bound uniformly or Gaussian distributed random array regardless of whether it is scanned toward endfire or broadside. However, for the circularly bound random array it is seen that the maximum peaking sidelobe is likely to be twice the magnitude at endfire relative to the peaking sidelobe at broadside. This is different from the spherical array, which has already been shown to have symmetric patterns at these angles. Furthermore for the CRA there becomes a superposition of the sidelobes adding in phase in both upper and lower half planes of the array at endfire causing this beamsteering angle to probabilistically have greater sidelobe levels. In addition at the endfire steering location $\theta_o = \pi/2$ there remains two beamsteering functions $\zeta'_{\phi}(\theta,\phi)$ and $\zeta'_{\theta}(\theta,\phi)$ for both CRA and SRA. Yet for the broadside condition $\theta_o = 0$ there only remains two beamsteering functions $\zeta'_{\phi}(\theta,\phi)$ and $\zeta'_{\theta}(\theta,\phi)$ for the SRA. For this reason the results of the spherical bound random array will remain the same whether it is steered at the zenith or endfire while that of a circularly bound random array will change in turn causing sidelobe maximum to be different at the zenith and meridian angles. Finally numerical solutions of the results of the CRA and SRA are illustrated in Figure 193-Figure 202 for completeness. Furthermore as illustrated in Chapter 11 section 8 it was described that the radiation pattern shape is invariant as it is scanned when using the angular variables $u$, $v$ and $w$ or $(k_z = u = \sin \theta \cos \phi , \ k_z = v = \sin \theta \sin \phi \ and \ k_z = w = \cos \theta )$, which is shown in Figure 193-Figure 202. Otherwise if the pattern is scanned using the physical angles $\theta$ and $\phi$, the shape of the radiation pattern and beamwidth do in fact vary with scan angle as illustrated in the examples of Figure 203-Figure 220. Thus, it is easy to observe that the beampattern of the spherical random array is invariant to scan angle since the effective aperture remain constant Figure 203-Figure 211.
Whereas for the circular random array its pattern is variant to scan angle as shown in Figure 212-Figure 220.

![Figure 193](image1.png)

Figure 193. SRA (96), $N=1000$, $\bar{A} = 1$, $\theta = 0^\circ$.

![Figure 194](image2.png)

Figure 194. SRA (96) analytical solution, $N=1000$, $\bar{A} = 1$, $\theta = 0^\circ$. 
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Figure 195. SRA (96) analytical sol., \( N=1000, \, \tilde{A} = 1, \, \theta = 45^\circ \).

Figure 196. SRA (96) analytical sol., \( N=1000, \, \tilde{A} = 10, \, \theta = 90^\circ \).
Figure 197. CRA (97), $N=1000$, $\bar{A} = 1$, $\theta = 0^\circ$.

Figure 198. CRA (97) analytical sol., $N=1000$, $\bar{A} = 1$, $\theta = 0^\circ$.  
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Figure 199. CRA (97) analytical sol., $N=1000$, $\tilde{A} = 5$, $\theta = 45^\circ$.

Figure 200. CRA (97) analytical sol., $N=1000$, $\tilde{A} = 10$, $\theta = 90^\circ$. 
The solution to the characteristic function of an anti-modal spherical random array is given as

$$\Lambda(u, v, w) = \left( \int_{-1}^{1} (1 - z^2) e^{-j u z} \right) - \left( \int_{-1}^{1} (1 - z^2) e^{-j v z} \right) \left( \int_{-1}^{1} (1 - x^2) e^{-j u v} \right) \left( \int_{-1}^{1} (1 - y^2) e^{-j u v} \right)$$

\[= \frac{3}{2} \frac{1}{v^3} \left[ 2 + w^2 - 2 \cos(w) - 2w \sin(w) \right] \text{tinc}(u) \text{tinc}(v) \]  

(442)

Here it is more than likely the odd mode with $w$ is a spherical Struve function of the first kind since there is so much duality between circles and spheres (348). The only problem is the literature does
not say anything about spherical Struve functions. Yet it is obvious it contains properties of Bessel and Struve functions.

Figure 203. SRA characteristic function broadside $\tilde{A} = 1$.

Figure 204. SRA characteristic function 45 degrees $\tilde{A} = 1$. 
Figure 205. SRA characteristic function endfire $\tilde{A} = 1$.

Figure 206. SRA mean pattern, $N=1000$, $\tilde{A} = 1, \theta = 0^\circ$. 
Figure 207. SRA analytical sol., $N=1000$, $\tilde{A} = 1, \theta = 0^\circ$.

Figure 208. SRA mean pattern., $N=1000$, $\tilde{A} = 1, \theta = 45^\circ$. 
Figure 209. SRA analytical sol., $N=1000$. $\bar{A} = 1$, $\theta = 45^\circ$.

Figure 210. SRA mean pattern., $N=1000$. $\bar{A} = 1$, $\theta = 90^\circ$. 
Figure 211. SRA analytical sol., $N=1000$, $\tilde{A} = 1, \theta = 90^\circ$.

Figure 212. CRA characteristic function broadside $\tilde{A} = 1$. 
Figure 213. CRA characteristic function 45 degrees $\bar{A} = 1$.  

Figure 214. CRA characteristic function endfire $\bar{A} = 1^\circ$.  

Figure 215. CRA mean pattern, $N=1000$, $\bar{A} = 1, \theta = 0^\circ$.

Figure 216. CRA analytical sol., $N=1000$, $\bar{A} = 1, \theta = 0^\circ$. 
Figure 217. CRA mean pattern, $N=1000$, $\bar{A} = 1$, $\theta = 45^\circ$.

Figure 218. CRA (97) analytical sol., $N=1000$, $\bar{A} = 1$, $\theta = 45^\circ$. 
14.7 Skewness and Kurtosis

The raw moments of the characteristic function are calculated as (443)-(444) where the total is given by (445).

\[ \mu'_{n,U} = \int_{-1}^{1} \cos^n (UX) f(U) dU \]  
(443)

\[ \mu'_{n,V} = \int_{-1}^{1} \cos^n (XV) f(V) dV \]  
(444)
\[ \mu_i = \mu_{i,u} + \mu_{i,v} \] (445)

For a spherical random array the first four moments come out to be those of (446)-(449).

\[ \mu_{1,u} = \frac{1}{4} \cos(XU) \int \frac{3}{4} (1-U^2) dU = 3 \text{tinc}(X) \] (446)

\[ \mu_{1,v} = \frac{1}{4} \sin(XV) \int \frac{3}{4} (1-V^2) dV = 0 \] (446)

\[ \mu_1 = \mu_{1,u} + \mu_{1,v} = 3 \text{tinc}(X) \]

\[ \mu_{2,u} = \frac{1}{4} \cos^2(XU) \int \frac{3}{4} (1-U^2) dU = \frac{1}{2} (1 + 3 \text{tinc}(2X)) \] (447)

\[ \mu_{2,v} = \frac{1}{4} \sin^2(XV) \int \frac{3}{4} (1-V^2) dV = \frac{1}{2} (1 - 3 \text{tinc}(2X)) \] (447)

\[ \mu_2 = \mu_{2,u} + \mu_{2,v} = 1 \]

\[ \mu_{3,u} = \frac{1}{4} \cos^3(XU) \int \frac{3}{4} (1-U^2) dU = \frac{1}{4} (3 \text{tinc}(3X) + 9 \text{tinc}(t)) \] (448)

\[ \mu_{3,v} = \frac{1}{4} \sin^3(XV) \int \frac{3}{4} (1-V^2) dV = 0 \] (448)

\[ \mu_3 = \mu_{3,u} + \mu_{3,v} = \frac{1}{4} (3 \text{tinc}(3X) + 9 \text{tinc}(t)) \]

\[ \mu_{4,u} = \frac{1}{4} \cos^4(XU) \int \frac{3}{4} (1-U^2) dU = \frac{1}{8} (3 + 12 \text{tinc}(2X) + 3 \text{tinc}(4X)) \] (449)

\[ \mu_{4,v} = \frac{1}{4} \sin^4(XV) \int \frac{3}{4} (1-V^2) dV = \frac{1}{8} (3 - 12 \text{tinc}(2X) + 3 \text{tinc}(4X)) \] (449)

\[ \mu_4 = \mu_{4,u} + \mu_{4,v} = \frac{1}{8} (3 + 3 \text{tinc}(4X)) \]

Now the next step in the calculation is to calculate the central moments these are calculated as (450)-(453).

\[ \mu_1 = 0 \] (450)

\[ \mu_2 = \mu_2 - \mu_1^2 \] (451)

\[ \mu_3 = 2 \mu_1^3 - 3 \mu_1 \mu_2 + \mu_3 \] (452)

\[ \mu_4 = -3 \mu_1^4 + 6 \mu_1^2 \mu_2 - 4 \mu_1 \mu_3 + \mu_4 \] (453)

Hence, upon calculating these moments one may find the skewness (454), kurtosis and excess kurtosis (456) by the relations shown below.

\[ \gamma_1 = \frac{\mu_3}{\mu_2^{3/2}} \] (454)

\[ \beta_2 = \frac{\mu_4}{\mu_2^2} \] (455)
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\[ \gamma_2 = \frac{\mu_4}{\mu_2^2} - 3 \quad (456) \]

Furthermore it can be shown that the skewness, kurtosis and excess kurtosis can be further generalized in terms of the characteristic function \( \Lambda(X) \) by the relations in (457)-(459). Moreover, examples of these moments are shown in Figure 221-Figure 223. What is not illustrated in these figures is that the kurtosis blows up to infinity near the origin meaning there is a sharp peak, i.e. the mainlobe region. The settlement of the kurtosis is likely to mean that the pattern converges similarly to a uniform distribution in the 3dB sidelobe region as illustrated in the example patterns of Figure 224. Alternatively the skewness of the characteristic function is oppositely defined as the expected array factor. For example when the mean array factor is positive the skewness is negative and vice versa.

\[ \gamma_1 = \frac{1}{4} \left[ \Lambda(3X) + 3\Lambda(X) \right] \quad (457) \]
\[ \beta_2 = \frac{1}{4} \left[ 3 + \Lambda(4X) \right] \quad (458) \]
\[ \gamma_2 = \frac{1}{4} \left[ \Lambda(4X) \right] \quad (459) \]

Figure 221. First four moments of the characteristic function of a linear random array.
Figure 222. First four moments of the characteristic function of a circular random array.

Figure 223. First four moments of the characteristic function of a spherical random array.
14.8 Section Conclusion

This section has analyzed the maximum peaking sidelobe in a rigorous statistical sense applicable for beamsteering in either the meridian elevation angle (endfire) or zenith elevation angle (broadside). Results of this method appear to be very accurate when applied far enough away from the main beam such that characteristic function has monotonically decayed into the three dB sidelobe region. Moreover, it was seen that this theory provides greater accuracy than the popular Rayleigh approximation; since inaccuracy occurs for large element populations. Last of all Figure 192 has provided a limiting bound for the maximum peaking sidelobe such that the maximum peaking sidelobe is contained no greater than 12 dB above the average sidelobe level out to aperture sizes spanning $A = 100$. This differs by other work in [101] such that through a rigorous process it is determined that the peak side lobe level is generally unlikely to exceed the average side lobe level by 10 dB.
CHAPTER XV

METHODS OF DETERMINING PHASE ERROR DISTRIBUTIONS

15.1 Linear, Quadratic and Cubic Phase Error

The probability density function is equivalent to an amplitude distribution and thus far it has assumed a uniform phase variation throughout the extent of the random array. However, practical radiators located within a random array are likely to have non-uniform phase fronts caused by one or more of the following:

- First: Displacement of the feed location
- Second: Feeds whose wave fronts that are not ideally cylindrical or spherical as assumed
- Third: Distortion
- Fourth: Physical geometry of the radiator.

The previous criteria give rise to phases errors, and they are more evident in radiators with tilted beams.

Conventional means typically simplify these formulations by assuming phase fronts with either linear, quadratic, or cubic variations. These phase distributions are then associated with its respective amplitude distribution and add an additional phase represented as (460). With an excitation coefficient shown in (461). The distribution \( \phi(Z) \) represents a probability distribution of the phase error given by one of the following phase distributions (462)-(464) (linear, quadratic or cubic).

\[
E[x|U(\theta,\phi|\bar{X})] = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cos \left( \phi(Z) \right) dY_d dY_m (460)
\]

\[
f_{m_o}(r,\theta,\phi) = I_n e^{-\beta c \cos \phi + \phi(Z)} (461)
\]

- Linear: \( \phi_1(Z) = \beta_1 \left( \frac{2Z}{\ell} \right) \)
- Quadratic: \( \phi_2(Z) = \beta_2 \left( \frac{2Z}{\ell} \right)^2 \)
- Cubic: \( \phi_3(Z) = \beta_3 \left( \frac{2Z}{\ell} \right)^3 \)

The representation of the quadratic term in (463) is analogous to representing a phase variation at the aperture of a horn or that of a defocused (along the symmetry of the axis) reflector and lens antennas [65].
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In general the analytical formulations of (462)-(464) can be used to obtain (93), however it should be noted that the analytical formulations become lengthy and complex, especially for the quadratic and cubic distributions and numerical integration of which it may deem almost impossible to obtain closed form solutions and numerical integration should be chosen as an alternative.

Linear phase distributions given by (462) will have a tendency to tilt the main beam of an antenna by an angle $\theta_0$ (given a linear array along the z-axis) and form an symmetrical pattern [65] shown in Figure 225.

$$1/2 \int_{-1}^{1} e^{\gamma e^{\phi_{error}} + \psi_x} dx$$ (465)

$$\sin \left( \frac{\phi_{error} + \psi_x}{\phi_{error} + \psi_x} \right) \tag{466}$$

Figure 225. First order phase error.

Quadratic phase errors maintain symmetry of the original problem, but primarily lead to reductions of directivity and increases in sidelobe level on either side of the main lobe. In addition, for moderate phase variations, ideal nulls in the patterns tend to disappear causing minor lobes to blend into each other and even into the main beam. This causes shoulders in the main beam instead of appearing as separate lobes as seen in Figure 226.

$$\frac{(-1)^{3/4} e^{\gamma e^{\phi_{error}} + \psi_x}}{2 \sqrt{\phi_{error}}} \sqrt{\pi} \left\{ \text{Erf} \left[ \frac{-1}{2 \sqrt{\phi_{error}}} \left( -\frac{2 \phi_{error} + \psi_x}{2 \sqrt{\phi_{error}}} \right) \right] - \text{Erf} \left[ \frac{-1}{2 \sqrt{\phi_{error}}} \left( 2 \phi_{error} + \psi_x \right) \right] \right\} \tag{468}$$
Additional analysis of this type of behavior can be found in quadratic phase error on horn antennas [65].

Cubic phase distributions introduce not only a tilt in the beam but also decrease the directivity. The newly formed patterns are symmetrical. The minor lobes on one side are increased in magnitude and those on the other side are reduced in intensity as seen in Figure 227.

\[
\int_{-\infty}^{\infty} e^{-j(x^2 + \phi_{\text{error}} - \psi_x)} dx, \left( \phi_{\text{error}} \in \text{Reals} \& \psi_x \in \text{Reals} \right)
\]  

(469)
15.2 Phase Error Relation to Horn Antennas

To illustrate the effects of phase error the simple horn antenna is analyzed. For simplicity this analysis focuses upon a rectangular E-plane horn illustrated in Figure 228.

The type of horn used, direction and amount of taper (flare) can have a profound effect on the overall performance of the element as a radiator. Moreover, since this paper has demonstrated that the analytical method of random arrays relates almost identically to the theory of aperture antennas. By this means it is well known that one assumes an infinite plane that coincides with the aperture of the horn such that the fields just outside of the aperture are zero. This method is better known as using equivalent principle techniques. Whereas the fields inside the horn are not TEM and propagate in terms of cylindrical TE and TM wave functions which include Hankel functions. These are found by treating the horn as a radial waveguide [152]-[154].

The well-known first order mode of a waveguide can be shown if the fields of the waveguide are those of its dominant $TE_{10}$ mode and secondly when the horn length is large compared to the aperture dimensions. The parameter $E_i$ is a constant and the primes designate fields at the aperture of the horn. Thus, these fields represent the fields for a rectangular aperture with dimensions of $a \times b$ where $b \geq a$, but with the exception of a complex exponential term used to represent the quadratic phase variations of the field over the aperture of the horn.

The necessity of the quadratic phase variations is illustrated geometrically in Figure 229. Also for completeness the mathematics for this phase correction are shown in (476)-(477) where (477) is referred as a spherical phase term.

\[
E'_{x'} = E'_{x} = H'_{y'} = 0
\]

\[
E'_{y'}(x',y') \approx E_i \cos \left( \frac{\pi x'}{a} \right) e^{-j\frac{ky'}{(2\lambda_a)}}
\]

\[
H'_{z'}(x',y') = jE_i \left( \frac{\pi}{ka\eta} \right) \sin \left( \frac{\pi x'}{a} \right) e^{-\frac{ky'}{(2\lambda_a)}}
\]

\[
H'_{z'}(x',y') \approx -\frac{E_i}{\eta} \cos \left( \frac{\pi x'}{a} \right) e^{-\frac{ky'}{(2\lambda_a)}}
\]

\[
\rho_i = \rho_i \cos \psi
\]
\[ \left[ \rho_1 + \delta(y') \right]^2 = \rho_1^2 + (y')^2 \quad (476) \]
\[ \delta(y') = -\rho_1 + \rho_1 \sqrt{\rho_1^2 + y'^2} = -\rho_1 + \rho_1 \sqrt{1 + \left( \frac{y'}{\rho_1} \right)^2} \quad (477) \]

Expanding using the binomial expansion gives (478) and when multiplying (478) by a phase factor $k$, one obtains the result to the phase term in (472)-(474).
\[ \delta(y') = -\rho_1 + \rho_1 \left[ 1 + \frac{1}{2} \left( \frac{y'}{\rho_1} \right)^2 \right] = \frac{1}{2} \left( \frac{y'}{\rho_1} \right)^2 \quad (478) \]

Figure 228. Horn antenna.
15.3 Random Array Phase Error Relation to Horn Antennas

Inserting the phase correction term (478) for a uniformly distributed and normalized \((a=1,b_1=2)\) square planar random array given in the \(x-y\) plane with uniform tapers such that \(A_n(x) = 1\) and \(A_n(y) = 1\) into the random array space factor (479) gives (480).

\[
\text{RASF}(\theta, \phi) = \frac{1}{\text{Re}} \int_{-1}^{1} \int_{-1}^{1} \int_{0}^{2\pi} \int_{0}^{\pi} e^{j\omega(\theta, \phi)(x')e^{j\mu(\theta, \phi)(y')} e^{j\nu(x', y')}} f(x, y) A_n(x) A_n(y) dx' dy' \phi_z (x', y')
\]

\[
\text{RASF}(\theta, \phi) = \frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} \int_{0}^{2\pi} \int_{0}^{\pi} e^{j\omega(\theta, \phi)(x')e^{j\mu(\theta, \phi)(y')} e^{j\nu(x', y')}} f(x, y) dx' dy' \phi_z (x', y')
\]

The parameter \(\rho_1\) in the case of the RASF will serve as a tuning factor. Thus, for large values (480) will be analogous to measuring fields in the far field such that the quadratic error term (478) decays and rapidly approaches zero. Otherwise when the factor is small the wave appears as a cylindrical wavefront across the aperture and critically damps the performance of the main beam as seen in Figure 226.

15.4 Estimating Phase Error Using the Hyperspherical Bessel Fourier Transform

An \(n\)-sphere [155], [156] is an \(n\) dimensional manifold in Euclidean space. Also sometimes called a hypersphere for \(n>2\) and a glome for \(n=3\). To define its coordinate system in an \(n\) dimensional Euclidean space it is analogous to a spherical coordinate system defined for 3-dimensional Euclidean space, but
with \( n \) dimensions. This type of coordinate system is shown below with a few examples of the first few specific spheres: (482) is the 2-vol of the surface of a 2-sphere (ordinary 2D surface area), (483) is the 3-vol of the E3 embedding space enclosed by a 2-sphere (ordinary 3D sphere volume), (484) is the 3-vol of the surface of a 3-sphere, (485) is the 4-vol of the E4 embedding space enclosed by a 3-sphere. General formulas relating the volume of an \( n \)-sphere are given in (486)-(488). Thus, these formulations should serve as a corollary in helping the reader understand the next part of this section.

\[
x_1 = r \cos(\phi_1)
\]
\[
x_2 = r \sin(\phi_1) \cos(\phi_2)
\]
\[
x_3 = r \sin(\phi_1) \sin(\phi_2) \cos(\phi_3)
\]
\[
\vdots
\]
\[
x_{n-1} = r \sin(\phi_1) \cdots \sin(\phi_{n-2}) \cos(\phi_{n-1})
\]
\[
x_n = r \sin(\phi_1) \cdots \sin(\phi_{n-1}) \cos(\phi_n)
\]

(481)

\[
(s2, 2) = \int \int (rd\theta)(r \sin \theta d\phi) = 4\pi r^2
\]

(482)

\[
(s2, 3) = \int \int \int dr (rd\theta)(r \sin \theta d\phi) = \frac{4}{3} \pi r^3
\]

(483)

\[
(s3, 3) = \int \int \int (dr)(rd\theta)(r \sin \theta d\phi)(r \sin \theta \sin \phi d\phi) = 2\pi^2 r^3
\]

(484)

\[
(s3, 3) = \int \int \int (dr)(rd\theta)(r \sin \theta d\phi)(r \sin \theta \sin \phi d\phi) = \frac{1}{2} \pi^2 r^4
\]

(485)

\[
V_n(R) = C_n R^n
\]

(486)

\[
C_n = \frac{\pi^{n/2}}{\Gamma(n/2 + 1)}
\]

(487)

\[
V_3(R) = \frac{15\pi^4}{8}
\]

(488)

When errors are present in the location parameters one may redefine the initial phase as (489).

\[
\cos(\psi_n) = k r_n \sin(\theta_n) \sin(\theta \cos(\phi_n) + \cos(\theta_n) \cos(\phi_n)
\]

\[
= \left[ k \left( r_n + \delta r_n \right) \sin(\theta_n + \delta \theta_n) \sin(\theta) \cos(\phi_n + \delta \phi_n) \right] +
\]

\[
\left[ \cos(\theta_n + \delta \theta_n) \cos(\theta) \right]
\]

(489)
Variables \( \{ \delta r_n, \delta \phi_n, \delta \theta_n \} \) are characterizing the corresponding error in location, jitter, noise of the environment etc. and are assumed to be i.i.d. and independent of \( r_n, \phi_n \) and \( \theta_n \) for simplicity (i.e. correlation amongst the variables is zero). To base the analysis on a compound random variable with no coupling the random variables \( \delta r_n, \delta \phi_n, \delta \theta_n \) are uncoupled such that

\[
\delta Y_n = (r_n + \delta r_n) \sin(\theta_n + \delta \theta_n) \cos(\phi_n + \delta \phi_n)
\]
In terms of Hyperspherical coordinates the joint density (498) and marginal density (499) necessary for finding the error in one of the five parameter compound random variables can be calculated in the following fashion.

\[
\delta Y_n \approx \left[ + \cos \theta_n \cos \phi \delta r_n (\delta \theta_n) \left( 1 - \frac{\delta \phi_n^2}{2} \right) \cos \delta + r_n \cos \theta_n \cos \phi \left( \frac{1}{2} \right) \cos \delta \right. \\
+ \cos \theta_n \cos \phi \delta r_n (\delta \theta_n) \left( \delta \theta_n \delta \phi_n \right) \sin \delta + r_n \cos \theta_n \cos \phi \left( \delta \theta_n \delta \phi_n \right) \cos \delta \\
- \cos \theta_n \sin \phi \delta r_n (\delta \theta_n) \cos \delta - r_n \cos \theta_n \sin \phi \left( \delta \theta_n \delta \phi_n \right) \cos \delta \\
+ \cos \theta_n \sin \phi \delta r_n (\delta \theta_n) \left( 1 - \frac{\delta \phi_n^2}{2} \right) \sin \delta + r_n \cos \theta_n \sin \phi \left( \frac{1}{2} \right) \sin \delta \\
\left. + \sin \theta_n \cos \phi \delta r_n (\delta \theta_n) \left( 1 - \frac{\delta \phi_n^2}{2} \right) \sin \delta + r_n \sin \theta_n \cos \phi \left( \frac{1}{2} \right) \sin \delta \right]
\] (494)

\[
\delta Y_n \approx \left[ + \cos \theta_n \cos \phi \delta r_n (\delta \theta_n) \left( 1 - \frac{\delta \phi_n^2}{2} \right) \cos \delta + r_n \cos \theta_n \cos \phi \left( \frac{1}{2} \right) \cos \delta \\
+ \cos \theta_n \cos \phi \delta r_n (\delta \theta_n) \left( \delta \theta_n \delta \phi_n \right) \sin \delta + r_n \cos \theta_n \cos \phi \left( \delta \theta_n \delta \phi_n \right) \cos \delta \\
- \cos \theta_n \sin \phi \delta r_n (\delta \theta_n) \cos \delta - r_n \cos \theta_n \sin \phi \left( \delta \theta_n \delta \phi_n \right) \cos \delta \\
+ \cos \theta_n \sin \phi \delta r_n (\delta \theta_n) \left( 1 - \frac{\delta \phi_n^2}{2} \right) \sin \delta + r_n \cos \theta_n \sin \phi \left( \frac{1}{2} \right) \sin \delta \\
\left. + \sin \theta_n \cos \phi \delta r_n (\delta \theta_n) \left( 1 - \frac{\delta \phi_n^2}{2} \right) \sin \delta + r_n \sin \theta_n \cos \phi \left( \frac{1}{2} \right) \sin \delta \right]
\] (495)

\[
\delta T_n = \left( r_n + \delta r_n \right) \cos \left( \theta_n + \delta \theta_n \right) \\
= \cos \theta_n \delta r_n \cos \delta \theta_n - \sin \theta_n \delta r_n \sin \delta \theta_n + r_n \cos \theta_n \cos \delta \theta_n - r_n \sin \theta_n \sin \delta \theta_n \\
\delta T_n \approx \cos \theta_n \delta r_n \cos \delta \theta_n - \sin \theta_n \delta r_n \sin \delta \theta_n + r_n \cos \theta_n \cos \delta \theta_n - r_n \sin \theta_n \sin \delta \theta_n
\]

\[
\cos \theta_n = \frac{x_n}{r_n} = \sqrt{x_n^2 + y_n^2} \\
\sin \theta_n = r_n \cos \theta_n
\]

In terms of Hyperspherical coordinates the joint density (498) and marginal density (499) necessary for finding the error in one of the five parameter compound random variables can be calculated in the following fashion.

\[
f(x, y, z, w, v) = \frac{8\pi^2}{15}
\] (498)
However, a simpler and more tractable method of finding random error is done in [9] for a circular random array and will be done in this section for a spherical random array. To do this procedure one simplifies the array factor at the meridian angle $\theta = \theta_0 = \pi/2$ and follows the method shown in (500)-(507) the following manner.

$$ f(x) = \left. \frac{4}{15} (-1 + x^2)^2 \right|_{\theta_{\text{max}}} $$

The solutions here give a hypergeometric function

$$ f_u (u) = \frac{2}{r_{\text{max}}^2} \sqrt{r_{\text{max}}^2 - u^2}, \quad -r_{\text{max}} \leq u \leq r_{\text{max}} $$

$$ f_{\phi} (\phi) = \frac{1}{2}, \quad -\phi_{\text{max}} \leq \phi \leq \phi_{\text{max}} $$

$$ U_{\text{avg}} (\phi) = \frac{1}{N} + \left(1 - \frac{1}{N}\right) \left[ A_{\phi}(\phi)^2 \right] / A_{\phi}^2 $$

$$ A_{\phi} \pm E_u \left[ e^{i(\phi - \phi_0)} \right] = \left| 3 \text{tinc} (kr_{\text{max}}) \right|^2 $$

$$ A_{\phi} (\phi) = E_{\phi} \left[ 3 \text{tinc} \left( 4\pi \tilde{A} \sin \left( \frac{\phi - \phi_0}{2} \right) \right) \right] $$

$$ A_{\phi} (\phi) = \frac{1}{2} \left( 1 - \frac{\phi}{\phi_{\text{max}}} \right), F_2 \left( \frac{1}{2}, \frac{3}{2}; 2; -\left( \pi \tilde{A} (\phi - \phi_{\text{max}})^2 \right) \right) $$

$$ + \frac{1}{2} \left( 1 + \frac{\phi}{\phi_{\text{max}}} \right), F_2 \left( \frac{1}{2}, \frac{3}{2}; 2; -\left( \pi \tilde{A} (\phi + \phi_{\text{max}})^2 \right) \right) $$

The solutions here give a hypergeometric function $F_2 \left( \frac{1}{2}, \frac{3}{2}; 2; -x^2 \right)$ which produces a maximum when $-\left( \pi \tilde{A} (\phi - \phi_{\text{max}})^2 \right) = 0$ or $-\left( \pi \tilde{A} (\phi + \phi_{\text{max}})^2 \right) = 0$ and happens when $\phi = \phi_{\text{max}}$ or $\phi = -\phi_{\text{max}}$.
This is also assuming the value of \( \tilde{A} \neq 0 \), which would be trivial. Consequently, this expression is independent of \( \tilde{A} \), and produces two symmetric peaks about the mainbeam at \( \phi = \pm \phi_{\text{max}} \), which is known as a pointing error therefore, causing the mainbeam to spread over a factor of \( \phi_{\text{max}} \) \(^9\). For example, when \( \phi = 0 \), one obtains

\[
A_{s_i}(0) = K \left( \frac{2}{2}, 2e^{-\pi \phi_{\text{max}}^2} \right)
\]  

(508)

Also, the terms \( |A_{s_i}|^2, |A_{r_i}(\phi)|^2 \) correspondingly have different connotations in respect to how the mainbeam is affected.

The term \( |A_{s_i}|^2 \) represents degradation of the mainbeam. When the term \( 3\text{tinc}(kr_{\text{max}})^2 \) is evaluated with \( r_{\text{max}} = 0 \) as shown in (509), the main beam suffers no degradation yet degradation occurs \( r_{\text{max}} \neq 0 \).

\[
|3\text{tinc}(kr_{\text{max}})|^2 \bigg|_{r_{\text{max}}=0} = 1
\]  

(509)

Alternatively \( |A_{r_i}(\phi)|^2 \) represents a pointing error, in addition to mainbeam degradation error. To suppress this degradation error below 3dB one should observe the inequality in (510) yielding (511). It follows that by observing the inequality for large \( \tilde{A} \); the requirement of minimum angle ambiguity becomes severe. Therefore very accurate phase information should be sought for very large random arrays.

\[
\frac{\pi A\phi_{\text{max}}}{\lambda} \leq \frac{1}{2}
\]  

(510)

\[
\phi_{\text{max}} \leq \frac{1}{2} \frac{\lambda}{\pi A} = \frac{1}{2\pi A}
\]  

(511)

15.5 Random Array on Receive

It has been shown by [157] that if the local oscillators (LO) of the elements are not synchronized correctly, or if the phase corrections are in error due to position uncertainty that a common LO reference is not possible for the exact phase shifts to be maintained such that all transmitters are focused at the receive antenna. Moreover it has been shown by [157] the power at the receiver antenna output from multiple transmit signals as a function of random phase error of the type that would occur with imperfect phase synchronization as that given by

\[
P_t = \frac{PG_1G_2A^2}{(4\pi R)^2} \left[ N^2 e^{-\sigma^2} + \left( 1-e^{-\sigma^2} \right) N\right]
\]

\[
\Rightarrow \frac{P_t}{N^2} = \frac{PG_1G_2A^2}{(4\pi R)^2} \left[ \frac{1}{N} + \left( 1- \frac{1}{N} \right) e^{-\sigma^2} \right]
\]  

(512)
“The first term in the brackets is the coherent part which increases as \( N^2 \), whereas the second term is the noncoherent part which increases as \( N \). This is analogous to the result derived by Ruze [208] for the effect of random errors on antenna patterns.” [157] The term \( \delta \) encapsulates the error occurred in the transmitters and it is explained that this term should be defined by its variance \( \delta^2 \). This makes it convenient since the Fourier transform of a Gaussian is a Gaussian such that

\[
E(e^{j\delta^2}) = e^{-\delta^2}
\] (513)

Thus, this is equivalent to modeling a random array with second order phase error, which has been explained previously.

15.6 Array Factor (Time Independent with Location Error)

Assuming imperfect spatial position independent of time we obtain (514).

\[
F(\theta, \phi|\delta \tilde{Y}_{x,y,z}) = \frac{e^{-j\beta_k}}{N} \sum_{n=1}^{\infty} e^{j(\theta_n^2 + \phi_n^2)} (514)
\]

\[
\delta Y_{x,y,z} = (r_n + \delta r_n) \sin(\theta_n + \delta \theta_n) \cos((\phi_n + \delta \phi_n) - \delta) + (r_n + \delta r_n) \cos(\delta \theta_n + \theta_n) \sin \gamma
\] (515)

The total random variable (515) is decomposed into three spatial compound random variables (516)-(518) in accordance to the product of directional sine and cosine factors (519)-(522). These relations provide a simplified imperfectly spatial and phase synchronized array factor of (523).

\[
\delta Y_{x} = (r_n + \delta r_n) \sin(\theta_n + \delta \theta_n) \cos((\phi_n + \delta \phi_n)) = \left[ (r_n + \delta r_n) \cos \theta_n \cos \phi_n \sin \delta \theta_n \cos \delta \phi_n - (r_n + \delta r_n) \cos \theta_n \sin \phi_n \sin \delta \theta_n \sin \delta \phi_n + \right]
\]

\[
\delta Y_{y} = (r_n + \delta r_n) \sin(\theta_n + \delta \theta_n) \sin(\phi_n + \delta \phi_n) = \left[ (r_n + \delta r_n) \sin \theta_n \cos \phi_n \sin \delta \theta_n \cos \delta \phi_n + (r_n + \delta r_n) \sin \phi_n \sin \delta \theta_n \cos \delta \phi_n + \right]
\]

\[
\delta Y_{z} = (r_n + \delta r_n) \sin(\theta_n + \delta \theta_n) - (r_n + \delta r_n) \sin \theta_n \sin \delta \theta_n = \zeta(\theta, \phi) = 2\pi \lambda \rho_0
\] (519)

\[
\zeta^i(\theta, \phi) = \cos(\delta) \zeta(\theta, \phi)
\] (520)

\[
\zeta^i(\theta, \phi) = \sin(\delta) \zeta(\theta, \phi)
\] (521)

\[
\zeta^i(\theta, \phi) = \cos(\gamma) \zeta(\theta, \phi)
\] (522)
The three imperfectly synchronized compound random variables (516)-(518) are simplified by grouping the range error in (524) giving (525)-(534). Next the common uniform compound random variable is grouped with the associated range error emerging the relations (525)-(534) with compound random variable $N$. This separates the angular erred random variables $\delta \theta_n$ and $\delta \phi_n$. This type of separation is common and convenient since the products of radial terms $r(x, y, z) = \{\delta r_n \sin \theta_n \cos \phi_n, \delta r_n \sin \theta_n \phi_n, \delta r_n \cos \theta_n\}$ and functions of angles $g(\varphi) = \{\delta \theta_n, \delta \phi_n\}$ is separated. Moreover, the newly defined compound random variable $N$ is similar to the spatially perfect random variable $T_n$, but takes into account range error and is free of angular phase error $\delta \theta_n$ and $\delta \phi_n$. Last of all a first order small argument simplification is applied for each $\delta \theta_n$ and $\delta \phi_n$ simplifying the expression of (525)-(534).

\[
\delta r_n = \delta r_n + (\delta_r^r + \delta r) \quad |\delta r| \leq 1 + \delta r
\]  

(524)

\[
\begin{align*}
\delta T_{n, \theta} &= T_{n, \theta} \sin \delta \theta_n \cos \delta \phi_n \approx T_{n, \theta} \delta \theta_n \delta \phi_n \quad &-(1 + \delta r) \leq \delta T_{n, \theta} \leq (1 + \delta r) \\
\delta T_{n, \phi} &= T_{n, \phi} \cos \theta_n \cos \phi_n \quad &-1 \leq \delta \theta_n \leq 1 \\
T_{n, \delta} &= \delta r_n \cos \theta_n \cos \phi_n \quad &-(1 + \delta r) \leq T_{n, \delta} \leq (1 + \delta r)
\end{align*}
\]  

(525)

\[
\begin{align*}
\delta T_{n, \theta} &= T_{n, \theta} \sin \delta \theta_n \sin \delta \phi_n \approx T_{n, \theta} \delta \theta_n \delta \phi_n \quad |\delta T_{n, \theta}| \leq (1 + \delta r) \\
T_{n, \theta} &= \delta r_n \cos \theta_n \cos \phi_n \quad |T_{n, \theta}| \leq (1 + \delta r) \\
\delta T_{n, \phi} &= T_{n, \phi} \cos \theta_n \sin \phi_n \quad |\delta T_{n, \phi}| \leq (1 + \delta r) \\
T_{n, \phi} &= \delta r_n \cos \theta_n \sin \phi_n \quad |T_{n, \phi}| \leq (1 + \delta r)
\end{align*}
\]  

(526)

\[
\begin{align*}
\delta T_{n, \theta} &= T_{n, \theta} \sin \delta \theta_n \cos \delta \phi_n \approx T_{n, \theta} \delta \theta_n \delta \phi_n \quad |\delta T_{n, \theta}| \leq (1 + \delta r) \\
T_{n, \theta} &= \delta r_n \cos \theta_n \cos \phi_n \quad |T_{n, \theta}| \leq (1 + \delta r) \\
\delta T_{n, \phi} &= T_{n, \phi} \cos \theta_n \cos \phi_n \quad |\delta T_{n, \phi}| \leq (1 + \delta r) \\
T_{n, \phi} &= \delta r_n \cos \theta_n \cos \phi_n \quad |T_{n, \phi}| \leq (1 + \delta r)
\end{align*}
\]  

(527)

\[
\begin{align*}
\delta T_{n, \theta} &= T_{n, \theta} \sin \delta \theta_n \cos \delta \phi_n \approx T_{n, \theta} \delta \theta_n \delta \phi_n \quad |\delta T_{n, \theta}| \leq (1 + \delta r) \\
T_{n, \theta} &= \delta r_n \cos \theta_n \sin \phi_n \quad |T_{n, \theta}| \leq (1 + \delta r) \\
\delta T_{n, \phi} &= T_{n, \phi} \cos \theta_n \cos \phi_n \quad |\delta T_{n, \phi}| \leq (1 + \delta r) \\
T_{n, \phi} &= \delta r_n \cos \theta_n \cos \phi_n \quad |T_{n, \phi}| \leq (1 + \delta r)
\end{align*}
\]  

(528)
The probability density functions (pdfs) of $T_{n}^{x'}$ and $T_{n}^{y'}$ are found in (536) normalized to the joint probability density function (jpdf) of (535). This procedure is analogous to finding the (pdfs) of $f_{r}(\Theta^{x,y})$ will not be repeated, but one finds the (pdfs) of $f_{r}(T_{n}^{x'}) = f_{r}(T_{n}^{y'}) = f_{r}(T_{n}^{x,x}) = f_{r}(T_{n}^{y,y}) = f_{r}(T_{n}^{x,y}) = f_{r}(T_{n}^{y,x})$ Thus a compact pdf independent of coordinate is provided in (537) for simplification.

\[
\frac{1}{\sqrt{2\pi}} \int_{-\pi}^{\pi} f_{r}(T_{r}^{x,y}, T_{r}^{x,u}) dz = 1
\]

\[
\frac{1}{\sqrt{2\pi}} \int_{-\pi}^{\pi} f_{r}(T_{r}^{x,y}, T_{r}^{x,u}) 2\sqrt{(1+r_{xx})^2 - x^2} dy = 1
\]

\[
\frac{1}{\sqrt{2\pi}} \int_{-\pi}^{\pi} f_{r}(T_{r}^{x,y}, T_{r}^{x,u}) \pi (1+r_{yy}-x)(1+r_{yy}+x) dx = 1
\]

\[
f_{r}(T_{r}^{x,y}, T_{r}^{x,u}) = \frac{1}{4\pi} \left( \frac{4\pi r_{xx} + 4\pi r_{yy} + 4\pi r_{xy}}{3} \right)
\]
The problem with this formulation is the imperfectly phased random variables \( \delta \theta_n \) and \( \delta \phi_n \) become embedded within a complex expression. This causes difficulty when trying to applying a (pdf) and taking the expected value due to the complexity of the expression. An alternative to this situation is to reduce the (pdfs) of \( T_n \) to those of (540)-(542). Doing so one may interchange the expected value of \( T_n \) with taking the expected value of \( \delta \theta_n \) and \( \delta \phi_n \) first (543).

\[
\delta T_n \approx T_n (1 + \delta \theta + \delta \phi + \delta \theta \delta \phi) \quad \quad \quad \quad \quad |\delta T_n| \leq (1 + r_{err})
\]  
(540)
\[ \delta Y_{n}^{\gamma} \approx T_{n}^{\gamma} (1 + \delta \theta + \delta \phi + \delta \theta \delta \phi) \quad |\delta Y_{n}^{\gamma}| \leq (1 + \bar{r}_{n}) \] (541)

\[ \delta Y_{n}^{\zeta} \approx T_{n}^{\zeta} (1 + \delta \theta) \quad |\delta Y_{n}^{\zeta}| \leq (1 + \bar{r}_{n}) \] (542)

\[ E_{\delta \theta, \delta \phi} \left[ E_{\gamma} \left[ e^{j \hat{Y}_{n}^{\gamma} (\theta, \phi)} + \hat{Y}_{n}^{\gamma} (\theta, \phi) \right] \right] = E_{\gamma} \left[ E_{\delta \theta, \delta \phi} \left[ e^{j \hat{Y}_{n}^{\gamma} (\theta, \phi)} + \hat{Y}_{n}^{\gamma} (\theta, \phi) \right] \right] \] (543)

The issue now is formulating a pdf of \( \delta \theta_{n} \) and \( \delta \phi_{n} \). To due this one must assume that the error of each random variable will typically tend to be concentrated near the spatial angles \((\theta_{0}, \phi_{0})\) and hence a von Mises distribution will be derived for each random variable. First, since the random variables \( \delta \theta_{n} \) and \( \delta \phi_{n} \) are assumed small and concentrated about the beamsteering location the product with each \( T_{n}^{\gamma, \zeta} \) is also assumed small such that the compound random variables of (544)-(546) are considered.

\[ \Xi_{n} = \left[ T_{n}^{\gamma} \delta \theta_{n} \zeta_{\gamma} (\theta, \phi) + T_{n}^{\gamma} \delta \theta_{n} \zeta_{\gamma} (\theta, \phi) + T_{n}^{\gamma} \delta \theta_{n} \zeta_{\gamma} (\theta, \phi) \right] \approx T_{n}^{\gamma} \delta \theta_{n} \zeta_{\gamma, \gamma} (\theta, \phi) \] (544)

for \( T_{n}^{\gamma} \delta \theta_{n} \approx T_{n}^{\gamma} \delta \theta_{n} \approx T_{n}^{\gamma} \delta \theta_{n} \)

\[ X_{n} = \left[ T_{n}^{\zeta} \delta \phi_{n} \zeta_{\zeta} (\theta, \phi) + T_{n}^{\zeta} \delta \phi_{n} \zeta_{\zeta} (\theta, \phi) + T_{n}^{\zeta} \delta \phi_{n} \zeta_{\zeta} (\theta, \phi) \right] \approx T_{n}^{\zeta} \delta \phi_{n} \zeta_{\zeta, \zeta} (\theta, \phi) \] (545)

for \( T_{n}^{\zeta} \delta \phi_{n} \approx T_{n}^{\zeta} \delta \phi_{n} \approx T_{n}^{\zeta} \delta \phi_{n} \)

\[ E_{n} = \left[ T_{n}^{\gamma} \delta \phi_{n} \delta \theta_{n} \zeta_{\gamma} (\theta, \phi) + T_{n}^{\gamma} \delta \phi_{n} \delta \theta_{n} \zeta_{\gamma} (\theta, \phi) + T_{n}^{\gamma} \delta \phi_{n} \delta \theta_{n} \zeta_{\gamma} (\theta, \phi) \right] \approx T_{n}^{\gamma} \delta \theta_{n} \delta \phi_{n} \zeta_{\gamma, \zeta} (\theta, \phi) \] (546)

for \( T_{n}^{\gamma} \delta \theta_{n} \delta \phi_{n} \approx T_{n}^{\gamma} \delta \theta_{n} \delta \phi_{n} \approx T_{n}^{\gamma} \delta \theta_{n} \delta \phi_{n} \approx T_{n}^{\gamma} \delta \theta_{n} \delta \phi_{n} \)

The problem with (544)-(546) is that they are not easily measured as a function of angular error. Hence, in order to provide additional insight in the use of the von Mises distribution these random variables are rewritten as those of (547)-(551).

\[ \tilde{\Xi}_{n} = \pi T_{n} \delta \theta_{n} \quad |\pi T_{n} \delta \theta_{n}| \leq \pi \] (547)

\[ \tilde{X}_{n} = \pi T_{n} \delta \phi_{n} \quad |\pi T_{n} \delta \phi_{n}| \leq \pi \] (548)

\[ \tilde{E}_{n} = \pi T_{n} \delta \phi_{n} \delta \theta_{n} \quad |\pi T_{n} \delta \phi_{n} \delta \theta_{n}| \leq \pi \] (549)

\[ T_{\text{max}} = |T_{\text{max}}| \leq 1 \] (550)

\[ \tilde{\delta \theta}_{n} = \frac{\delta \theta_{n}}{\theta_{\text{max}}} \quad -1 \leq \tilde{\delta \theta}_{n} \leq 1 \] (551)

Next in order to use the von Mises distribution a function describing the mean location (beamsteering) and concentration parameter must be defined. In order to define each of these functions the magnitude of the spatial coefficient \( \zeta_{\gamma, \gamma} (\theta, \phi) \) is found in (552) where variations of \( \Theta (\theta, \phi) \) will be used to define the beamsteering or mean location in the von Mises distribution and another variation of the parameter \( \hat{A}_{\theta_{\text{max}}} \) will be found to fulfill the concentration parameter. These variations are found in (553) such that the ratio of the inverse of the sectoral area is given to be the concentration parameter.
However, at the beamsteering location the inverse of the concentration parameter will provide minimal impact against the mean location.

\[
\left\| \mathbf{z}_{x,y,z}^c (\theta, \phi) \right\| = \sqrt{\left(2\pi \hat{A} \rho_0 \cos \delta \right)^2 + \left(2\pi \hat{A} \rho_0 \sin \delta \right)^2 + \left(2\pi \hat{A} \rho_0 \cos \gamma \right)^2} \\
= 2\pi \hat{A} \rho_0^2 (1 + \cos^2 \gamma) = 2\pi \hat{A} \Theta(\theta, \phi)
\]

\[
\Theta(\theta, \phi) = \sqrt{\rho_0^2 (\theta, \phi) + (\cos \theta - \cos \theta_0)^2}
\]

\[
\rho_0 = \sqrt{(\sin \theta_0 \cos \phi_0 - \sin \theta \cos \phi)^2 + (\sin \theta_0 \sin \phi_0 - \sin \theta \sin \phi)^2}
\]

\[
T_n \delta \Theta_n \left| \mathbf{z}_{x,y,z}^c (\theta, \phi) \right| = \left( T_n \delta \Theta_n \pi \right)_{\text{comp. random variable}} \left| \begin{array}{c} \frac{1}{\hat{A} \Delta \theta_{\text{max}}} \\ \theta \text{-concentration parameter} \end{array} \right| \left( \hat{A} \Delta \theta_{\text{max}} \right)^2 \Theta(\theta, \phi)_{\mu\text{-mean location}}
\]

\[
\Delta \theta_{\text{max}} = 2 \theta_{\text{max}}
\]

\[
\frac{1}{\hat{A} \Delta \theta_{\text{max}}} \leq 2
\]

\[
\frac{1}{\hat{A}^2} = \frac{1}{D} \leq \Delta \theta_{\text{max}}
\]

\[
f_\Xi \left( \Theta_n, \kappa_\theta \right) = \frac{e^{\kappa_\theta \cos \left| \Xi_n \right| - \left( \hat{A} \Delta \theta_{\text{max}} \right) \Theta(\theta, \phi)}}{2\pi I_0 \left( \kappa_\theta \right)}
\]

\[
\kappa_\theta = \frac{1}{\hat{A} \Delta \theta_{\text{max}}}
\]

\[
f_X \left( \Phi_n, \kappa_\phi \right) = \frac{e^{\kappa_\phi \cos \left| \Phi_n \right| - \left( \hat{A} \Delta \phi_{\text{max}} \right) \Theta(\theta, \phi)}}{2\pi I_0 \left( \kappa_\phi \right)}
\]

\[
\kappa_\phi = \frac{1}{\hat{A} \Delta \theta_{\text{max}} \Delta \phi_{\text{max}}}
\]

\[
f_E \left( \Theta_n, \Phi_n, \kappa_{\Theta,\Phi} \right) = \frac{e^{\kappa_{\Theta,\Phi} \cos \left| E_n \right| - \left( \hat{A} \Delta \theta_{\text{max}} \right) \Theta(\theta, \phi)}}{2\pi I_0 \left( \kappa_{\Theta,\Phi} \right)}
\]

\[
\kappa_{\Theta,\Phi} = \frac{1}{\hat{A} \theta_{\text{max}} \Delta \phi_{\text{max}}}
\]

Hence, the expected value of the $\delta \Theta_n$ and $\delta \Phi_n$ is found by the creation of the compound random variables $\Xi_n$, $X_n$ and $E_n$ for the process provided in (559).
\[ \bar{U} (\theta, \phi | \text{T}^{r,\gamma,z}) = E_{\theta,\phi,\delta \phi} \left( U (\theta, \phi | \text{T}^{r,\gamma,z}, \delta \phi, \delta \phi) \right) \]
\[ = \frac{1}{N} + \left( 1 - \frac{1}{N} \right) e^{i \left[ \text{A} \theta_{\max} \delta \phi + \delta \phi \right]} \left| \frac{I_1 \left( \kappa_\phi \right)}{I_0 \left( \kappa_\phi \right)} e^{i \left( \frac{2 \pi}{\Delta \theta_{\max} \theta_{\max} \phi_{\max}} \right)} \phi \left( \delta \phi, \delta \phi \right) \right|^2 \]
\[ \left| E_x \right| = \left| \frac{I_1 \left( \kappa_\phi \right)}{I_0 \left( \kappa_\phi \right)} e^{i \left( \frac{2 \pi}{\Delta \theta_{\max} \phi_{\max}} \right)} \phi \left( \delta \phi, \delta \phi \right) \right| \approx 1 \] 
\[ \text{since} \quad \kappa_\phi = \frac{1}{\Delta \theta_{\max} \phi_{\max}} \approx \infty \Rightarrow \frac{I_1 \left( \infty \right)}{I_0 \left( \infty \right)} = 1 \]

For \( \phi_{\max} \approx \theta_{\max} \)
\[ \frac{1}{2 \Delta \theta_{\max} \phi_{\max}} \leq 2 \Rightarrow \frac{1}{4 \Delta} \leq \theta_{\max}^2 \]
\[ \sqrt{\frac{1}{4 \Delta}} = \frac{1}{2} \sqrt{\frac{1}{\Delta}} \leq \theta_{\max} \]
\[ \frac{1}{\sqrt{\Delta}} = \frac{1}{\sqrt{\Delta}} \leq \Delta \theta_{\max} \] 

Hence the mean valued imperfect phased spherical random array is given by that of (564) and reduces to the perfectly phased spherical random array pattern for \( \overline{\varepsilon}_{rr} = 0 \) and \( \kappa_\phi = \kappa_\theta = \infty \) as expected in (565).
\[\bar{U}(\theta, \phi) \approx \frac{1}{N} + \frac{1}{N^2} \left\{ \begin{array}{c}
6 \left(\frac{1}{\bar{r}}\right)^2 \left(1+ \bar{r}\right)^2 
\times \left(1 \cdot \zeta''(\theta, \phi) \right) + 3 
\times \left(\frac{1}{\bar{r}}\right)^2 
\times \left(2+ \bar{r}\right)^3 
\times \zeta''(\theta, \phi) \right) 
\sin \left(\frac{1}{\bar{r}}\right) 
\zeta''(\theta, \phi) 
\right\} \]

\[\left(1 - \frac{1}{N}\right)^2 \]

\[\frac{2(1+\bar{r})^2}{(1+\bar{r})^3} \zeta''(\theta, \phi)^2 \]

\[\frac{1}{L_1(\kappa)} \left[ L_0(\kappa) \right]^2 \]

\[\frac{1}{L_0(\kappa)} \left[ L_1(\kappa) \right]^2 \]

\[\frac{2(1+\bar{r})^3}{(1+\bar{r})^3} \zeta''(\theta, \phi)^2 \]

\[\left(564\right)\]

\[\bar{T}^{\tau, i} \approx \bar{T}^{\tau, i} \]

\[\bar{U}(\theta, \phi) \approx \frac{1}{N} + \left(1 - \frac{1}{N} \right) \left( 3 \text{tinc} (\zeta^{\tau, i}(\theta, \phi)) \right) \left( 2 \text{tinc} (\zeta^{\gamma, i}(\theta, \phi)) \right) \left( 2 \text{jinc} (\zeta^{\gamma, i}(\theta, \phi)) \right) \left(565\right)\]

Examination of the range error in the expected value of either \( T_n^i \) or \( T_n^\| \) can be evaluated in a simpler fashion by assuming \( \delta = 0 \) and \( \theta_{\text{MaxErr}} = \phi_{\text{MaxErr}} = 0 \). These conditions provide \( \sin \delta = 0 \) causing \( T_n^\|_{\delta = 0} \) to be irrelevant. Instead, \( \cos \delta = 1 \) and hence, \( \zeta''(\theta, \phi) \big|_{\delta = 0} = 2\pi \bar{A} \rho_0 \) with the given relations of (566)-(569). Hence this reduces (564) to that of

\[\rho_0 \big|_{\delta = 0} = \left( \sin \theta \cos \phi - \sin \theta \cos \phi \right) \]

\[\delta = \tan^{-1} \left[ \frac{\sin \theta \sin \phi - \cos \theta \sin \phi}{\sin \theta \cos \theta - \sin \theta \cos \phi} \right] \bigg|_{\delta = 0} \left( \sin \theta \sin \phi - \sin \theta \sin \phi \right) = 0 \]

\[\cos \gamma = \rho_0^{-1} \left( \cos \theta_0 - \cos \theta \right) = \frac{(\cos \theta_0 - \cos \theta)}{(\sin \theta \cos \phi - \sin \theta \cos \phi)} \]

\[251\]
\[
\bar{U}(\theta, \phi)_{\theta=\theta_{\text{loc}}, \phi=\phi_{\text{loc}}=0} \approx \frac{1}{N} + \frac{1}{N} \left( \frac{1}{N} - 1 \right) \left( -2 + 2R_{\text{max}} + R_{\text{max}}^2 \right)^2
\]

Now the range estimate can be found by assuming the target location resides in the beamsteering location \( \zeta^{x,r}(\theta) = \zeta^{z,r}(\theta) = 0 \). Or that is \( \cos \gamma = 0 \) when \( \theta = \theta_0 \) and \( \rho_\theta = 0 \) when \( \phi = \phi_0 \) reducing (569) to (570). Last assuming \( R_{\text{max}} = 0 \) simplifies the error free mean valued pattern at the target location to (571) as expected.

\[
\lim_{\zeta^r_\theta(\theta_\theta_0, \phi_\phi_0), \zeta^z_\theta(\theta_\theta_0, \phi_\phi_0) \to 0} \frac{1}{N} + \left( \frac{1}{N} - 1 \right) \left( -2 + 2R_{\text{max}} + R_{\text{max}}^2 \right)^2
\]

For perfect elevation phasing \( \zeta^{x,r}(\theta_0, \phi) = \zeta^{x,r}(\theta_0, \phi) \) and \( \zeta^{z,r}(\theta_0) = 0 \) (569) reduces to (572). A plot of (572) is shown in
Hence, it is determined that the 3dB point (half power loss) of the radiation pattern is given to be \(0.115\lambda\) as shown in Figure 230-Figure 231.

\[
\bar{U}(\theta, \phi) \big|_{\theta = \theta_{\text{MAX}}, \phi = \phi_{\text{MAX}}} \approx \frac{1}{N} \bigg[ 1 - \frac{1}{N} \bigg] \bigg[ \frac{6(1 + \overline{r}_{\text{err}}) \zeta_1'((\theta, \phi)) \cos \left( (1 + \overline{r}_{\text{err}}) \zeta_1''((\theta, \phi)) \right) + 3 \left( -2 + \overline{r}_{\text{err}} \left( \overline{r}_{\text{err}} + \zeta_1''((\theta, \phi)) \right)^2 \right) \sin \left( (1 + \overline{r}_{\text{err}}) \zeta_1''((\theta, \phi)) \right) \bigg] \bigg]^2
\]

(572)
A plot of (559) is provided differently in Figure 232-Figure 233 under the assumption no range error is present, but phase error exists. Hence, this time it is analytically determined that the phase shifter accuracy must be greater than twice the total diameter \( D = 2\hat{\lambda} = 2Af/c \) of the array. Under a brute force technique, a 4 bit phase shifter will provide accuracy up to \(11.25^\circ\). Thus, the largest diameter \(D\) possible for beamforming with less than 3dB of power loss is 2.5465. Improvements in diameter are obtained to 40.7437 and 10417 respectively for 8 and 16 bit phase shifters. Hence, phase accuracy becomes critical in the design for low bit phase shifters.
Last of all if one introduces time and information error into the array then the array is addressed by using the relations in (573)-(582)

\[
\begin{align*}
\delta_x^\alpha (\theta, \phi) &= 2\pi \left( \tilde{A} + \tilde{r}_x \right) \rho_0 \cos \delta \\
\delta_y^\alpha (\theta, \phi) &= 2\pi \left( \tilde{A} + \tilde{r}_y \right) \rho_0 \sin \delta \\
\delta_z^\alpha (\theta) &= 2\pi \left( \tilde{A} + \tilde{r}_z \right) \rho_0 \cos \gamma \\
\delta_x^{\alpha,t} (\theta, \phi) &= 2\pi \left( T + t_{err} \right) W \rho_0 \cos \delta \\
\delta_y^{\alpha,t} (\theta, \phi) &= 2\pi \left( T + t_{err} \right) W \rho_0 \sin \delta \\
\delta_z^{\alpha,t} (\theta) &= 2\pi \left( T + t_{err} \right) W \rho_0 \cos \gamma \\
\delta_x^{\alpha,t} (\theta, \phi) &= 2\pi \left( T + t_{err} \right) \left( W - W_{err} \right) \rho_0 \cos \delta \\
\delta_y^{\alpha,t} (\theta, \phi) &= 2\pi \left( T + t_{err} \right) \left( W - W_{err} \right) \rho_0 \sin \delta \\
\delta_z^{\alpha,t} (\theta) &= 2\pi \left( T + t_{err} \right) \left( W - W_{err} \right) \rho_0 \cos \gamma
\end{align*}
\]
\[ U \left( T, W, \theta, \phi | \tilde{\gamma}, \tilde{\gamma}', \tilde{\delta} \right) = \left| \frac{F \left( T, W, \theta, \phi | \delta \tilde{\gamma}, \delta \tilde{\gamma}', \delta \tilde{\delta} \right) F^* \left( T, W, \theta, \phi | \delta \tilde{\gamma}, \delta \tilde{\gamma}', \delta \tilde{\delta} \right)}{\eta} \right| \]

\[ e^{-j \left( \delta \gamma T \cos \delta + \delta \gamma' T \sin \delta + \delta \delta T \cos \delta \right) 2 \pi (T + i T_r) W \phi} \]

**[time synchronization with error]**

\[ F \left( T, W, \theta, \phi | \tilde{\gamma}, \tilde{\gamma}', \tilde{\delta} \right) = \sum_{n=1}^{N} e^{-j \delta \tilde{\delta}_n \left( \delta \gamma T \cos \delta + \delta \gamma' T \sin \delta + \delta \delta T \cos \delta \right) 2 \pi (T + i T_r) W \phi} \]

**[information error with time synchronization error]**

\[ e^{j \delta \gamma' T \cos \delta + \delta \gamma T \sin \delta + \delta \delta T \cos \delta 2 \pi (T + i T_r) W \phi} \]

**[perfect spatial synchronization]**

\[ \text{Normalized} \quad \frac{1}{N^2} + \frac{1}{N} \sum_{m=1}^{N} \sum_{\delta \delta = 0}^{N} e^{j \delta \gamma' (\theta, \phi) \left( \delta \gamma, \delta \gamma' \right) \left( \delta \gamma, \delta \gamma' \right) + j \delta \gamma (\theta, \phi) \left( \delta \gamma, \delta \gamma' \right) \left( \delta \gamma, \delta \gamma' \right) + j \delta \delta (\theta, \phi) \left( \delta \gamma, \delta \gamma' \right) \left( \delta \gamma, \delta \gamma' \right) + j \delta \delta (\theta, \phi) \left( \delta \gamma, \delta \gamma' \right) \left( \delta \gamma, \delta \gamma' \right)} \]

\[ \begin{align*} 
T & = \frac{r_{\tilde{\delta}} + A/2}{c} \left[ \frac{m}{s} \right] \\
\tilde{t}_{\tilde{\delta}} & = \frac{t_{\tilde{\delta}}}{T} \quad -1 \leq \tilde{t}_{\tilde{\delta}} \leq 1 \\
\delta \tilde{\delta}_n & = \frac{\delta \tilde{\delta}_n}{W - W_{\text{eq}}} \quad -1 \leq \delta \tilde{\delta}_n \leq 1 \\
o_n & = o_n + \delta o_n = 2 \pi \left( f_0 + \delta f_0 \right) = (W - W_{\text{eq}}) 
\end{align*} \]

(attributed to modulation, since the random array is frequency independent)
A near field derivation of the array factor is demonstrated in this section for a uniformly distributed volumetric random array with perfect phase information bound to a Euclidean domain. It begins by examining the normalized electric field \( E \) in (41) of the array at an observation point \( P(r, \theta, \phi) \) for randomly spaced elements at locations \( P_n(r_n, \theta_n, \phi_n) \). The element distance \( R_n(\theta, \phi) \) in (43) provides the Euclidean distance between \( P_n \) and \( P \).

\[
E(R_n, \theta, \phi) = \frac{1}{N} \sum_{n=1}^{N} f_{n0} \left( R_{n0}, \theta_{n0}, \phi_{n0} \right) e^{-jR_n R_n} \tag{583}
\]

\[
R_n(\theta, \phi|r_n, \theta_n, \phi_n) = |r - r_n| = r\sqrt{1 + \left( \frac{r_n}{r} \right)^2 - \frac{2r_n \cos \theta_n}{r}} \tag{584}
\]

\[
= r - r_n \cos \theta_n + \frac{r_n}{r} \left( \frac{1}{r} \sin^2 \theta_n \right) + \frac{1}{r} \left( \frac{r_n^2}{2} \cos \theta_n \sin^2 \theta_n \right) + \ldots
\]

If \( P \) is assumed to reside in the near field of the array, the common approximations are a first order approximation for the magnitude \( R_n \approx r \) and third order approximation for phase

\[
R_n \approx r - r_n \cos \theta_n + \frac{1}{r} \left( \frac{r_n^2}{2} \sin^2 \theta_n \right) \tag{65}
\]

These contributions can be made by linking the direction vectors \( \hat{r} \) from the origin (46) and \( \hat{r}_n \) from \( P_n \) (47) to \( P \) through the direction cosine in (48).

\[
\hat{r} = \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi + \hat{z} \cos \theta
\]

\[
\hat{r}_n = \hat{x} \sin \theta_n \cos \phi_n + \hat{y} \sin \theta_n \sin \phi_n + \hat{z} \cos \theta_n
\]

\[
\cos \theta_n = \hat{r}_n \cdot \hat{r} = \sin \theta_n \sin \theta \cos \phi_n + \cos \theta_n \cos \theta \tag{585}
\]

\[
\sin \theta_n = |\hat{r}_n \times \hat{r}| = \sqrt{1 - \cos \theta_n^2} \tag{587}
\]

It should be further noted that neglecting a third order approximation with antennas greater than \( l > \lambda \) produces a maximum phase error of \( (22.5^\circ) \) [65]. Thus, this can be critical and perhaps detrimental in the hopes of collaborative beamforming applications. However, the exception here is that by neglecting a third order phase approximation one considerably simplifies the math leading to mathematical insight on the behavior of these random array structures. Moreover, being that a third order approximation is not neglected in this section it will be seen that the math is considerably more involved.

With (48) and by inserting an excitation coefficient \( f_{n0}(r_n, \theta_n, \phi_n) = I_n e^{jR_n \cos \theta_n} \) where amplitude \( I_n \) and phase \( \cos \theta_n \) information for the \( n^{th} \) element gives a rewritten electric field expression of (49).
The electric field distribution simplifies
\[ E(r, \theta, \phi | r_n, \theta_n, \phi_n) = \frac{1}{N} \sum_{n=1}^{N} I_n e^{jkr} \]

Using the definition of the array factor \( F(\theta, \phi | r, \theta_n, \phi_n) \) the electric field distribution simplifies to (50) and to (51) for a uniform amplitude distribution \( I_n = I_o = 1 \). The approximation symbol has been included to show a far field approximation has been made; the exact expression is calculated using (41).

\[ E(r, \theta, \phi | r_n, \theta_n, \phi_n) = F(\theta, \phi | r_n, \theta_n, \phi_n) e^{-jkr} \]

\[ F(\theta, \phi | r_n, \theta_n, \phi_n) \approx \frac{1}{N} \sum_{n=1}^{N} e^{jkr} \]

### 16.1 Radiation Intensity and Beamforming

The array factor in (590) will be analyzed throughout the rest of this paper. It can be rewritten by expanding the angular information (587) in the exponential term of (590) according to (592) using (593)-(596) to give(597). It is important to note that (592) provides a compact expression for the azimuthal and elevation information while maintaining the integrity of each random variable \( \{r_n, \theta_n, \phi_n\} \).

\[ \left( \cos \psi_n - \cos \psi_m \right) = \sin \theta_n \left( \cos \phi_n \right) - \sin \phi_n \left( \cos \theta_n \cos \phi_n \right) + \sin \theta_n \left( \sin \theta_n \sin \phi_n \right) \]

\[ = \rho_0 \left( \cos \phi_n \right) + \cos \theta_n \cos \phi_n = \rho_0 \left( \cos \phi_n \right) + \sin \theta_n \sin \phi_n \]

\[ \rho_0 \left( \cos \phi_n \right) = \tan^{-1} \left( \frac{\sin \theta_n \sin \phi_n}{\cos \theta_n \cos \phi_n} \right) \]

\[ \cos \gamma = \rho_0 \left( \cos \theta_n \right) \]

\[ F(\theta, \phi | r, \theta_n, \phi_n) = \frac{1}{N} \sum_{n=1}^{N} e^{jkr} \]
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To simplify the second order term expand the directional sin term as shown in (598). From this term we observe the spatial solution to (cos \( n \) \( \Psi \) - \( \Psi \) \( n \)) defined in (591). For a compaction of the term (cos \( n \) \( \Psi \) + cos \( n \) \( \Psi \)) one only needs to redefine (592) as (599) and (595) as (600) such that (cos \( n \) \( \Psi \) + cos \( n \) \( \Psi \)) becomes that of (601). Finally the array factor of (597) is re-expressed as that of (601).

\[
\sin^2 \Psi - \sin^2 \Psi_{n0} = \sqrt{1 - \sin^2 \Psi_n^2} - \sqrt{1 - \sin^2 \Psi_n^{02}} = -(\cos^2 \Psi_n - \cos^2 \Psi_{n0})
\]

(598)

\[
\rho^{(1)}_{n} = \left[ (\sin \theta \cos \phi + \sin \theta_n \sin \phi_n)^2 + (\sin \theta \sin \phi + \sin \theta_n \cos \phi_n)^2 \right]^{1/2}
\]

(599)

\[
\delta^{(1)} = \tan^{-1} \left[ \frac{\sin \theta \cos \phi + \sin \theta_n \sin \phi_n}{\sin \theta \sin \phi + \sin \theta_n \cos \phi_n} \right]
\]

(600)

\[
\rho^{(1)}_{n} (\cos \phi_n - \delta^{(1)}_{n}) \cos \theta_n \cos \gamma + \cos \theta_n \cos \gamma
\]

(601)

\[
F(\theta, \phi \mid \overrightarrow{r}, \overrightarrow{r_n}, \phi_n) =
\begin{array}{ll}
\sum_{n=1}^{\infty} e^{2} \\
\end{array}
\]

(602)

\[
N
\]

The radiation intensity in a given direction (604) is defined as the power radiated from the antenna per unit solid angle. This is obtained by multiplying the radiation density (603) by the square of the distance. Normalized radiation intensity is given by (605) and will also be used throughout this paper where the parameter \( \mathcal{Z} \) holds as a placeholder for an appropriate set of random variables dependent upon the coordinate system i.e. (spherical, Cartesian, and polar).

\[
W_{rad} = \frac{1}{2\eta} \left| \mathbf{E}_{\phi} \right|^2 = \frac{1}{2\eta} \left| \frac{1}{2\eta} \left[ E_{\phi} \left( r, \phi \mid \overrightarrow{r}, \phi_n \right) \right]^2 \right|
\]

(603)

\[
E_{\phi} = \text{Far-zone electric field of the antenna (Element Factor)}
\]

= (1 for an isotropic radiator)
The radiation intensity (power pattern or beampattern) for a spherical coordinate system is defined by (609), using the relations in (606)-(608) and normalizing $\tilde{A} = A/\lambda$ and $\tilde{r}_n = r_n/A$. Notice that unlike [82] that (606) is now redefined in terms of its plus and minus definition due to the third order approximation taken in the binomial expansion. This formulation introduces randomness into the array, and in most circumstances for a random environment it is favorable to express the array factor as this. Last of all, an orthonormal steering vector will be defined as \( \zeta^{(\nu,\cdot)}(\theta,\phi) \) for simplicity in analysis when referring to the beamsteering functions. Second the random variables $\vartheta_n$ utilized in [82] have been replaced by the correctly defined orthonormal random variable (610).

\[
U(\theta,\phi|\bar{Z}) = \frac{|F(\theta,\phi|\bar{Z})|^2}{\eta} \quad (604)
\]

\[
U(\theta,\phi|\bar{Z})_{\text{Normalized}} = \frac{|F(\theta,\phi|\bar{Z})|^2}{\eta} \quad (605)
\]

The radiation intensity (power pattern or beampattern) for a spherical coordinate system is defined by (609), using the relations in (606)-(608) and normalizing $\tilde{A} = A/\lambda$ and $\tilde{r}_n = r_n/A$. Notice that unlike [82] that (606) is now redefined in terms of its plus and minus definition due to the third order approximation taken in the binomial expansion. This formulation introduces randomness into the array, and in most circumstances for a random environment it is favorable to express the array factor as this. Last of all, an orthonormal steering vector will be defined as \( \zeta^{(\nu,\cdot)}(\theta,\phi) \) for simplicity in analysis when referring to the beamsteering functions. Second the random variables $\vartheta_n$ utilized in [82] have been replaced by the correctly defined orthonormal random variable (610).

\[
\zeta(\theta,\phi)^{(\nu,\cdot)} = 2\pi \tilde{A} \rho_n^{(\nu,\cdot)} \quad (606)
\]

\[
\zeta_{\nu}^{(\nu,\cdot)}(\theta,\phi) = \cos \left( \zeta_{\nu}^{(\nu,\cdot)}(\theta,\phi)^{(\nu,\cdot)} \right),
\]

\[
\zeta_{\nu}^{(\nu,\cdot)}(\theta,\phi) = \sin \left( \zeta_{\nu}^{(\nu,\cdot)}(\theta,\phi)^{(\nu,\cdot)} \right),
\]

\[
\zeta_{\nu}^{(\nu,\cdot)}(\theta) = \cos \gamma^{(\nu,\cdot)}(\theta,\phi)^{(\nu,\cdot)} ,
\]

\[
\cos \gamma^{(\nu,\cdot)} = \rho_n^{-1}(\cos \theta + \cos \theta_{\cdot}),
\]

\[
\cos \gamma^{(\nu,\cdot)} = \rho_n^{-1}(\cos \theta - \cos \theta_{\cdot})
\]

\[
Y_n^\nu = \tilde{r}_n \sin \theta_n \cos \phi_n, \quad -1 \leq Y_n^\nu \leq 1
\]

\[
Y_n'^\nu = \tilde{r}_n \sin \theta_n \sin \phi_n, \quad -1 \leq Y_n'^\nu \leq 1
\]

\[
Y_n''^\nu = \tilde{r}_n \cos \theta_n, \quad -1 \leq Y_n''^\nu \leq 1
\]

\[
Y_n^\nu \triangleq \left\{ Y_n^\nu, Y_n'^\nu, Y_n''^\nu \right\}
\]

\[
U\left(\theta,\phi|\bar{Y}\right)_{\text{Normalized}} = \frac{1}{N^2} + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{j\zeta(\theta,\phi)\left(\bar{Y}_n - \bar{Y}_m\right)} e^{j\zeta(\theta,\phi)'\left(\bar{Y}_n - \bar{Y}_m\right)'^{\nu}} \quad (609)
\]

\[
Y_n^{\nu} \triangleq \left\{ Y_n^\nu = \tilde{r}_n \sin \theta_n \cos \phi_n, Y_n'^\nu = \tilde{r}_n \sin \theta_n \sin \phi_n, Y_n''^\nu = \tilde{r}_n \cos \theta_n \right\}
\]

\[
260
\]
16.2 Characteristics of a Spherical Uniformly Distributed Random Array Near Field Solution

(a) Expected power-patterns

The expected (long-run average, or mean) power-pattern of a random array is formulated in (611) similar to [9], [12], and [82] by taking the expected value of (74) at the meridian elevation angle \( \theta = \theta_0 = \pi/2 \). Taking the expectation of the power pattern develops (613). This term is characterized compactly by the oscillatory \( \text{tinc} \) function [68], which decreases rapidly with increase of the spatial function \( \zeta(\theta, \phi) \), but instead is a much more involved function including the range \( r \).

\[
U_{\infty}(\phi) = E_r[|U(\phi)|^2] = \int_{-1}^{1} U(\phi, \bar{Y}) f_r(\bar{Y}) \, d\bar{Y}
\]

\[
= \frac{1}{N} \left( 1 - \frac{1}{N} \right) \int_{-1}^{1} U(\phi, \bar{Y}) \frac{3(1 - \bar{Y}^2)}{4} \, d\bar{Y}
\]

(611)

Since \((Y_n - Y_m)^{(\gamma)} (Y_n - Y_m)^{(\gamma)}\) is a multiplication of i.i.d. random variables assume that the random variable can be made such that

\[
(Y_n - Y_m)^2 = (Y_n - Y_m)^{(\gamma)} (Y_n - Y_m)^{(\gamma)}
\]

(612)

Thus, we now re-express

\[
U_{\infty}(\theta, \phi) = \frac{1}{N} \left( 1 - \frac{1}{N} \right) \left[ \Lambda(\zeta(\theta, \phi)) \right]^2
\]

\[
= \left( \int_{-1}^{1} e^{i(\phi, \bar{Y})} \zeta(\theta, \phi)^{(\gamma)} \frac{3(1 - \bar{Y}^2)}{4} \, d\bar{Y} \right)^2
\]

(613)

\[
\Lambda = \left( \begin{array}{c}
(3/8 + j/8) e^{j \mu u / 2r} \sqrt{r} \sqrt{u} \left( -r + e^{i/2 \alpha} (r - v) \right) v + \\
\sqrt{\pi} \left( -j \mu u + rv + juv \right) \text{erfi} \left( \frac{1/2 + j/2}{\sqrt{r} \sqrt{v}} \sqrt{u} (r - v) \right) \\
\text{erfi} \left( \frac{1/2 + j/2}{\sqrt{r} \sqrt{v}} \sqrt{u} (r + v) \right) \\
(\sqrt{3/2} v^{5/2})
\end{array} \right)
\]

\[
u = \zeta(\theta, \phi)^{(\gamma)}, \quad \mu = \zeta(\theta, \phi)^{(\gamma)}
\]

(613)
In order to verify the result of (613) the \( \lim_{r \to \infty} \) the mean valued radiation pattern becomes
\[
\Lambda = \left( 3 \text{tinc} \left( \zeta \left( \theta, \phi \right) \right) \right) \] [81]-[82]. Moreover it is seen that for \( 3 \text{tinc} \left( \zeta' \left( \phi \right) \right) \) \( \text{tinc} \left( \zeta'' \left( \phi \right) \right) \) the beampattern is expressed by \( 3 \text{tinc} \left( \zeta' \left( \phi \right) \right) \) \( \text{tinc} \left( \zeta'' \left( \phi \right) \right) \) and is expected. Whereas for \( \lim_{r \to \infty} \) \( \Lambda \), the beampattern should approach a maximum where beamforming is expected and a minimum at \( \lim_{r \to \infty} \) \( \Lambda \), which does. Lastly, the law of large numbers describes this expected power pattern as a convergence resembling the definition of an average defined from the context of probability as \( N \to \infty \).

(b) Comments on the previous section

The representation of (613) was derived in order to compare against the analytical expression derived in [180]. For [31], [59], [60], [68], [179] and [180] the analysis uses a receiving spherical random array. This is why in [180] the result for the near field being a normalized tinc function is the same result as that of a spherical random array evaluated at the meridian angle.

In (eq. 4 [59] and 1 [180]) the attempt is to evaluate the integral of a sphere. The difference in the formulations presented in this series is that the simplification of the Euclidian distance \( R_n \) is taken to be a second order approximation for phase and has been expanded to a third order in this paper in order to help compare to previous analysis. Moreover the simplification of the Euclidean distance given in [59] and [180] is equivalent to the following.

\[
R_n \left( \theta, \phi \right| r, \theta_n, \phi_n \right) = |r - r_n| = \frac{r \sqrt{1 + \left( \frac{r_n}{r} \right)^2 - \frac{2 r_n \cos \psi_n}{r}}} = \sqrt{1 + x^2 - 2x \cos \psi_n} \] (614)
\[
x \triangleq \left( \frac{r_n}{r} \right)
\]

Also since \( r \) is not a part of the integration it is placed into the \( \mu \) given in (eqn. [180]). Such that
\[
\beta = \frac{2 \pi f}{c} - r
\]
Also since the integration is done over a sphere the following integration is done similar again to [59] and [180]. Moreover, due to the change of variables being \( x \triangleq \left( \frac{r_n}{r} \right) \) one obtains as a consequence the multiplication of \( R_n \) in (616). Hence,

\[
\int_{-2\pi}^{2\pi} \int_{-\pi}^{\pi} \exp \left[ -j \beta \sqrt{1 + x^2 - 2x \cos \theta} \right] x^2 \sin \theta d\theta d\phi
\]
\[
= \int_{0}^{2\pi} \int_{0}^{\pi} \exp \left[ -j \beta \sqrt{1 + x^2 - 2x \cos \theta} \right] x^2 \sin \theta d\theta d\phi
\]
(615)
Moreover, the integration of (616) in the near field for a receiving array as in [59], [60] and [180] or as in this analysis the far field for a transmit array produces a mainlobe factor being that of a

\[
\Lambda = \frac{-3u \cos(u) + 3 \sin(u)}{u^4} = 3 \text{tinc}(u)
\]  

(617)

What is odd about this solution is the lack of multiplication of pattern multiplication. The reason why there is no pattern multiplication is due to the following. A sphere is composed of two types of symmetry a ball containing the interior of the sphere and a rings composing the outer shell of the sphere. Therefore (617) is the solution to a spherical random array in the far field, but yet is missing the information about the surface area of the sphere. Therefore the total solution to a spherical random array in the far field for transmit is given by pattern multiplication.

\[
\Lambda = \left\{ 3 \text{tinc} \left( \frac{\zeta(\theta, \phi)}{u} \right) \right\}
\]  

(618)

This new method of using compound random variables has helped to unleash the total solution to a spherical random array, which is actually a product of pattern multiplication of the symmetries encountered in three dimensions. The difference in the results of eqn. 5 of [180] and (617) compared to that of (618) may at first seem difficult to comprehend, but with a little though becomes undeniable.
CHAPTER XVII

CONCLUSION

This paper has clarified the Fourier transform relation in random arrays and has added a significant contribution to the literature. It has been shown how compound random variables simplify the process in terms of determining characteristics functions. The addition of the discrete Fourier transform was added for finding the characteristic modes of discrete distributions. This type of distribution is likely to give better clarity and resolution of a radiation pattern for a real world scenario. The difficulty however is limited by the available knowledge on discrete distributions and their respective characteristic functions. Other common techniques of shared aperture partitions, adaptive nulling and tapering was found to be applicable to random arrays. Also it was found that the range error of the radiators must be less than lambda over ten and also that the phase shifter has a big impact on the overall effective aperture size of the random array.

In addition the theoretical analysis of this dissertation was shown to have big impacts on the opportunistic array design being worked on in [103]-[125]. For instance, the opportunistic nature, allows for enhanced “stealth, multifunction capabilities and high survivability of these arrays [that] can be exploited by the Army and Air Force to deploy radar networks within urban centers in crisis areas – quickly and covertly.”[102]

Also it has been shown under ideal conditions the directivity of aperiodic array are capable of achieving directivity of order N with narrow beams, as long as the antenna are located sparsely enough. In addition, it has been shown a volumetric array is independent of scan angle where as a circular random arrays pattern changes. Most importantly the derivations of a random array are explicitly shown such that the topic traces back to its origins effortlessly.

Lastly, a number of open issues remain, such that beamforming from a destination in rapid motion creates challenges causing channel suffering and severe multipath fading. Consequently, algorithms ought to be developed for frequency offset correction as well as methods for initial phase or location estimation. Also genetic algorithms may have added benefits to random arrays as they may eventually be applied to enhance optimizations schemes of which arrange optimal traits in the topology to assist in the radiation characteristics of these random arrays.
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APPENDIX I

APPLICATIONS

I.1 Radar Equation

In radar the range $R$ of a target is given by (619) where $C_p$ is the velocity of propagation relative to the medium and the factor of $1/2$ is the result of the round trip time Figure 234. Its transmitted signal voltage equation is given by that of (620) where $\phi_0$ is the initial phase at $t=0$.

$$R = \frac{1}{2} \tau C_p$$

Figure 234. Round trip time of the signal.

$$v_T(t) = \sin \left( 2\pi f_T t + \phi_0 \right)$$

For a moving point target the equivalent range is given by (621) where $R_0$ is the range at $t=0$ and given that higher order range derivatives are considered negligible (relativistic, acceleration, jerk, etc…). Also neglecting attenuation, the same signal that was transmitted $\tau$ seconds earlier given by (622) with delay $\tau$ rewritten since the signal travel time $R \ll C$.

$$R(t) = R_0 + \dot{R} t$$

$$v_R(t) = v_T(t-\tau) = \sin \left[ 2\pi f_T (t-\tau) + \phi_0 \right]$$

$$\tau = \frac{2R(t)}{C} = \frac{2(R_0 + Rt)}{C}$$

Also given a moving target it is possible for a difference between the received and transmitted frequency known as a Doppler frequency shift to occur given by that of. Thus, (622) is rewritten as (625),
but if a Doppler shifted frequency defined by (626) it is again rewritten as (627). This expression provides a received frequency given by (628).

\[ f_D = f_r - f_T \]  
\[ v_r(t) = \sin \left[ 2\pi f_r \left( t - \frac{2(R_0 + \dot{R}t)}{C} \right) + \phi_0 \right] = \sin \left[ 2\pi f_r t - 2\pi f_r \frac{2\dot{R}t}{C} t - 4\pi f_r \frac{R_0}{C} + \phi_0 \right] \]  
\[ f_D = -\frac{2\dot{R}}{\lambda} \]  
\[ v_r(t) = \sin \left[ 2\pi (f_r + f_D) t - 4\pi f_r \frac{R_0}{C} + \phi_0 \right] \]  
\[ f_r = f_r + f_v \]  

It is important to note that transmitted frequency of a signal generally contains a finite bandwidth. Hence (627) is appropriate for narrow-band signals, whereas for wide-band signals more complicated measures, involving Doppler broadening, are necessary. For ease of analysis it is assumed a given target velocity provides the same Doppler shift for the entire signal bandwidth making (627) sufficient in calculation.

The signal-to-noise-ratio is a key parameter used for determining a targets range, velocity and bearing information. One method used for calculating SNR is typically by means of the radar equation.

The power density is specified by (629), and assumes a pulsed output power \( P_T \), lossless environment, isotropic Tx and Rx antenna and range separation \( R \). Otherwise if the transmit antenna is not isotropic, but has a gain of \( G \) and points in the direction of the target then the power density is to be multiplied by \( G \).

\[ P_{rad} = P_T \text{Power density} = \iiint \phi \; W\; d\phi d\theta d\tau = W_0 \int_0^{2\pi} \left[ \hat{a}_r r^2 \sin \theta d\theta d\phi \right] = 4\pi r^2 W_0 \]  
\[ \therefore W_0 = W_0 \hat{a}_r = \hat{a}_r \left( \frac{P_T}{4\pi R^2} \right) \]  

Now assume the same situation for the antenna. Therefore, if the target antenna is isotropic and reflects back all the power intercepted from its effective area (630) then the power will be received back at the radar isotropically and given by (631) and shown in Figure 235.
The radar equation given in (631) was developed from assuming ideal features to include a target with area $\sigma$ using an isotropic reflection pattern. In reality though most targets are not isotropic and to find $\sigma$ one typically needs to calibrate the system by replacing the physical target with that of either an ideal isotropic target or otherwise known (calibrated) target with known $\sigma$ value. Hence, this value of $\sigma$ will be modified until the calculated power matches the measured amount of power as the original target.

Hence, $\sigma$ is found and is defined as the area of a target that reflects back either isotropically or to some form of calibrated value.

If the receiving antenna was not isotropic then the collected power at the target will be given as (632) where $A$ is a measure of the effective area. Hence, (631) is rewritten as (633).

$$P_r = W_r A = \frac{P_i G \sigma}{4\pi R^2}$$

or

$$D_r A_r = \frac{P_r}{P_i} \left(\frac{4\pi R^2}{A_e}\right)$$

$$P_r = \frac{P_i G A e \sigma}{4\pi R^2}$$

The problem with the above expression is that we used the parameter $A$ in order to convert the transmitted power density to a form of collected power. Instead, why wasn’t this expression written in terms of the receiver gain as it was done for the transmitter? This though is very much possible and will be shown through the following derivation.
Applying reciprocity to the system we rewrite (632) as (634) and equating the two gives

\[ D_A A_r = \frac{P_r}{P_i} \left( 4\pi R^2 \right) \]  \hspace{1cm} (634)

\[ \frac{D_A}{A_r} = \frac{D_r}{A_r} \]  \hspace{1cm} (635)

The physical area of a real target will be quite different from its radar cross section \( \sigma \). Plus to make matters worse most targets exhibit different \( \sigma \)'s at different aspect angles and at different frequencies illustrated by the additional path length of Figure 236.

![Figure 236. Additional path length.](image)

To relate antenna gain \( G \) in terms of effective area we first assume two parabolic antennas face each other shown in Figure 237. The feed point is generally located at the focal point of the parabolic reflect and emits a wavefront that is parallel to the vertical line PP'. Like a phased array the path length assumes an additional distance in the angle \( \theta \) or path \( P'P'' = D \sin \theta \approx D \theta \).

This is important to consider because if this additional distance is equal to \( \lambda/2 \) the radiation from the two edges of the parabola will tend to cancel each other by being out of phase. For that reason setting \( D\theta = \lambda/2 \) one obtains the critical angle given in (636). At this angle the radiated power is evenly distributed evenly over the equivalent circular diameter as given in (637).

\[ \theta_c = \frac{\lambda}{2D} \]  \hspace{1cm} (636)

\[ 2R\theta_c = \frac{R\lambda}{D_r} \]  \hspace{1cm} (637)
The next step is to rewrite (635) as $A_r/A_T$ and note that the ratio of received power to transmit power will be proportional (638). This assumes a receiving parabola with diameter $D_D$ placed a distance $R$ away

$$\frac{P_R}{P_T} \approx \frac{\pi \left(\frac{D_R}{2}\right)^2}{\pi \left(\frac{R\lambda}{D_T}\right)^2} = \frac{D_R^2 D_T^2}{(R\lambda)^2}$$

(638)

Converting from diameter to area this is rewritten as (639) where the factor 1.62 is the result of various simplifying assumptions. However the exact factor is 1 giving (640).

$$\frac{P_R}{P_T} = \frac{16 A_T A_R}{\pi^2 (R\lambda)^2} = 1.62 \frac{A_T A_R}{(R\lambda)^2}$$

(639)

since

$$D^2 = \frac{4A}{\pi}$$

$$\frac{P_R}{P_T} = \frac{A_T A_R}{(R\lambda)^2}$$

(640)

Received (and reflected) power from an area $A_\sigma = \sigma$ is given by (641) and equating to (640) (dropping the subscript $T$) provides (642).

$$\frac{P_R}{P_T} = \frac{A_T A_R}{4\pi R^2}$$

(641)

$$\frac{P_R}{P_T} = \frac{A_T A_R}{4\pi R^2} \Rightarrow A = \frac{G\lambda^2}{4\pi}$$

(642)

As a simple check it’s well-known that a dipole has gain $G=1.5$ and $A=\lambda^2$ where indeed, $1.5/(4\pi) = 0.119$. 
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I.1.1 Signal to Noise Ratio

To develop the signal to noise ratio we first assume a signal. This time around it is to be a train of coherent RF pulses, at the carrier frequency $f_c$. Then a rectangular response with bandwidth $f_b$ (in hertz) is given by (643), which is seen to be inversely proportional to a single pulse of duration.

$$f_b = \frac{1}{t_p}$$

(643)

The thermal noise power of this pulse type is given by

$$N = FKT_c f_b = N_0 f_b$$

(644)

Where

$F$ is the receiver noise figure,

$K$ is Boltzmann's constant ($=1.38 \times 10^{-23} \text{W} \cdot \text{s}/\text{K}$),

$T_c$ is the temperature in degrees Kelvin,

$N_0$ is the noise (one-sided) spectral power density in watts per hertz.

Therefore the radar equation in terms of signal-to-noise ratio is (645) provided that this ratio defines only one pulse returned from the target.

$$\text{SNR}_{p} = \frac{P_s G^2 \lambda^2 \sigma}{(4\pi)^3 R^4 N_0 f_b}$$

(645)

Normally the target is illuminated for a relatively long period of time $t_r$. Hence, for a pulse repetition frequency $f_s$ the number of coherent pulses used is given by (646). Coherent integration of $M$ pulses increases the overall SNR to that of (647) or rewritten to that of (648) using an average transmit power defined in (649).
A synchronous detector is used for the coherent integration of the $M$ pulses. This is done by maintaining phase information [through the in-phase ($I$) and the quadrature ($Q$) components], which is further discussed in [109]-[125].

For a CW signal the SNR is that of (650) where $P_L = P_{ave}$ with pulse of duration $T_i$ given by (651).

$$SNR_p = SNR$$
$$f_R = \frac{1}{T_i}$$

The illumination time of a point target by scanning radar is a function of the antenna scan rate and the antenna beamwidth in the scan plane. The antenna beamwidth is obviously related to the antenna gain. A simple relationship can be deduced from realizing that there are $4\pi \left(\frac{180}{\pi}\right)^2 = 41,253$ square degrees in a sphere. An antenna with 3-dB beamwidths $\theta_h$ and $\theta_v$, in the two principal planes, radiates into $\theta_h \theta_v$ square degrees out of a total of 41,253. The antenna efficiency $\rho_\lambda$ is usually about 0.5. Thus

$$G \approx \frac{41,253}{\theta_h \theta_v} \rho_\lambda \approx \frac{20,000}{\theta_h \theta_v}$$

Where $\theta_h$ and $\theta_v$ are in radians,

$$G \approx \frac{4\pi}{\theta_h \theta_v} \rho_\lambda$$

Another form of the radar equation is suitable for surveillance radar, which scans a two-dimensional angular region of $\Omega$ square radians. If the total scan time is $t_s$, then the target illumination time is given by,

$$t_j = t_s \frac{\theta_h \theta_v}{\Omega} \approx t_s \frac{4\pi \rho_\lambda}{\Omega G}$$

And hence the signal to noise ratio is given by,

$$SNR = \frac{P_{ave} A \rho_\lambda t_s}{4\pi R^2 N_0 \Omega}$$

A few nominal examples of traditional SNR are provided from [209] or Figure 238.
I.2. FRIIS TRANSMISSION EQUATIONS OF FOR PERSONAL ROLE RADIO (PRR)

I.2.1 H4855 Personal Role Radio (PRR)

Personal Role Radio Figure 239 operates in the UHF/ISM band at 2.4 GHz and uses a modified 802.11b protocol. The radio has a short transmission range of 500 meters in rural terrain and is capable of transmitting through three floors in an urban setting. With such short range its main purpose is to eliminate the need for shouting during battle. The radio employs Direct Sequence Spread Spectrum (DSSS) with voice coding (CVSD) modulation and is considered low probability intercept (LPI). Hence due to its small size and low power output this radio, is promising for future Network Centric Warfare applications. Collaborative beamforming amongst the network will provide the capability of both pushing and pulling relevant information up the chain of command. [3]
I.2.2 Flat Earth Reflections (Horizontal Polarization)

The power radiated from an antenna is provided by that of (656) with directivity and gain relations provided in (657)-(658).

\[ W = \frac{P}{4\pi r^2} = \frac{|E|^2}{2\eta_0} \quad (656) \]

\[ D = \frac{4\pi}{\Omega_A} = \frac{1}{4\pi} \int_{4\pi} |E_{\text{norm}}(\theta, \phi)|^2 d\Omega \quad (657) \]

\[ D \approx \frac{4\pi}{\theta_{\text{HPBW}} \phi_{\text{HPBW}}} \]

\[ G = \varepsilon D = \frac{4\pi A}{\lambda^2} \]

\[ \varepsilon = \frac{P_{\text{radiated}}}{P_{\text{input}}} \quad (658) \]

For higher frequency such as 2.45 GHz it’s first important to realize what distance is to be considered the far field. For example if the length of the PRR antenna is \( \lambda/4 \) and its image is another \( \lambda/4 \) long then the total nominal length is half a wavelength \( \lambda/2 \). This gives a far field region very close to the antenna as shown in (659). On the other hand, if there are two PRRs in use of which they are utilized in the form of an array of length \( L \) (A or D). Then \( L \) is their separation, and in order to beamform coherently in the far field they must be separated by 10m as shown in (660)
\[ r_f \geq \frac{2(0.0625)^2}{0.122} = 0.064m \]  
\[ f = 2.45\text{GHz}, \quad \lambda = 0.122m \]
\[ r_f \geq \frac{2(10)^2}{0.122} = 1639m \]  

Following the idealistic parameters provided in this dissertation and the set up given in [3] one is able to derive the received signal at element \( n \) from a cluster of \( N \) distributed PRR elements. The subscript \( b \) is to be the signal of which was sent from the base station toward the cluster of elements.

\[
P_{n} = \frac{P_{t}}{4\pi R_{n}^2} \left[ \frac{\lambda^2 G_n(\theta_n)}{4\pi} \right] \left| F_n(\theta_n) \right|^2 \left( PLF_n \right)^2
\]  

The bracketed term in (661) is denoted as the effective area \( \left( A_{e,n}(\theta_n) = \frac{\lambda^2 G_n(\theta_n)}{4\pi} \right) \) for each PRR\(_{n}\) antenna in the direction of the base station. The term denoted \( PLF \) is the polarization loss factor or mismatch error for each PRR\(_{n}\) antenna and \( F_n(\theta_n) \) is the path gain factor between the base station and each PRR\(_{n}\) of which will be covered in greater detail in the following subsection.

I.2.3 Path Gain Factor

For simplicity a single bounce multipath (flat earth model) signal is developed in this section, which provides a simple expression for \( F_n \) and is shown in Figure 240.

![Figure 240. Multipath between transmitter and receiver.](image-url)
Superposition of the direct and reflected paths is given by (662).

\[ F_n = \frac{E_{d_n} + E_{r_n}}{E_{d_n}} = 1 + \Gamma e^{-\beta \Delta R_n} \]  

(662)

The difference in path length (665) is given by the subtraction of (664) and (663). Also if attenuation is included over the entire length of the paths and assuming \( \Gamma \approx -1 \) and \( \alpha_{d_n} = \alpha_{r_n} \) for simplicity we obtain (666).

\[ R_0 = \sqrt{d^2 + (h_n - h_1)^2} \approx d + \frac{1}{2} \frac{(h_n - h_1)^2}{d} \]  

(663)

\[ R_1 + R_2 = \sqrt{d^2 + (h_n + h_1)^2} \approx d + \frac{1}{2} \frac{(h_n + h_1)^2}{d} \]  

(664)

\[ \Delta R \approx \frac{2h_n h_1}{d} \]  

(665)

This provides the pattern propagation factor (PPF) as

\[ F_n = e^{-\alpha_{d_n} R_0} + \Gamma e^{-\alpha_{r_n} (R_1 + R_2)} \approx e^{-\alpha_{d_n} R_0} \left( 1 - e^{-\beta \frac{2h_n h_1}{d_n}} \right) \]

\[ = e^{-\alpha_{d_n} R_0} e^{-\beta \frac{k h_n}{d_n}} \left( e^{\frac{k h_n}{d_n}} - e^{-\beta \frac{k h_n}{d_n}} \right) \]  

(666)

\[ = e^{-\alpha_{d_n} R_0} e^{-\beta \frac{k h_n}{d_n}} 2 \sin \left( k \frac{z_n z_0}{d_n} \right) \]

Hence the one way voltage gain factor is given by

\[ |F_n|^2 = e^{-2 \alpha_{d_n}} \frac{4}{d_n} \sin \left( \frac{k z_n z_0}{d_n} \right)^2 \approx e^{-2 \alpha_{d_n}} \frac{4}{d_n} \left( \frac{k z_n z_0}{d_n} \right)^2 \]  

(667)

1.2.4 Coverage Diagram

Another common approach or form of the argument frequently encountered is derived assuming the transmitter to be near the ground \( h_t \approx 0 \). Hence, the elevation angle \( \varphi \) can be given by (668). Thus, the PPF can be expressed in terms of \( \varphi \) as

\[ \tan \varphi = \frac{h_t - h_1}{d} = \frac{\Delta h}{d} \approx \frac{h_r}{d} \]  

(668)

\[ |F| = 2 \sin (k h_t \tan \varphi) \]  

(669)

The minima of the PPF are located at:

\[ kh_t \tan \varphi = n\pi \quad (n = 0, 1, \ldots, \infty) \]  

(670)
\[ \frac{2\pi}{\lambda} h_t \tan \psi = n \pi \] (671)

\[ \tan \psi = \frac{n \lambda}{h_t} \] (672)

And maxima occur at

\[ kh_t \tan \psi = m \frac{\pi}{2} \quad (m = 1, 3, 5, \infty) \] (673)

\[ \frac{2\pi}{\lambda} h_t \tan \psi = \frac{2n+1}{2} \pi \quad (n = 0, 1, \ldots, \infty) \] (674)

\[ \tan \psi = \frac{(2n+1) \lambda}{4h_t} \] (675)

Lastly, plots of $|F|$ are called a coverage diagram where the horizontal axis is typically distance and the vertical axis is the receiver height. An example is provided below similar to that shown in Figure 241.

![Figure 241. Notional example of a coverage diagram. [211]](image)

Last of all the reflected and direct paths reaching a receiver create what is called the Fresnel zones when their phases differs by an amount of $180^\circ$; or by integer multiples of $\lambda/2$, i.e. $\Delta R = n \lambda/2$ where $n=0,1,\ldots$ etc. Moreover the collection of points with excess path length $n \lambda/2$ is called the $n^{th}$ Fresnel zone and are ellipsoids centered on the direct path between the transmitter and receiver as shown below in Figure 242.
I.2.5 Element Voltage

The peak electric field intensity at \( n \)th Fresnel zone can be found from rewriting the power density of (676) to that of (677). The complex value (678) is obtained from multiplying and adding the phase’s terms.

\[
|\tilde{W}_n| = \left| \frac{\tilde{E}_n}{2\eta_0} \right|^2 = \frac{P_n G_n}{4\pi R_n^2} \left| F_n(\theta_n) \right|^2 \tag{676}
\]

\[
|\tilde{E}_n| = \sqrt{\frac{2\eta_0 P_n G_n}{4\pi R_n^2}} \left| F_n(\theta_n) \right| \tag{677}
\]

\[
|\tilde{E}_n| = |\tilde{E}_e| e^{-j\pi} e^{j\varphi_n} \hat{e}_e \tag{678}
\]

For simplicity the phase of only the direct path \( |F_n(\theta_n)| = 1 \) was shown, in addition to the phase \( \varphi_n \), representing the arbitrary initial phase of the transmitter. The unit vector \( \hat{e}_e \) is the direction of electric field vector.

Once the beam is transmitted an array can be used to receive the beam collectively using \( N \) PRRs. Each antenna collects samples of the complex electric field and sends this data to a central node for processing. More importantly, the collection of these complex voltages is maximized when measured at the antenna terminals linearly related to the incident electric fields at the antennas. I.e. the voltage can be obtained by either of two methods: Case 1: effective height or Case 2: effective area. Both cases can be represented in the form of an equivalent circuit shown in Figure 243.
(a) Case 1: effective height

The effective height is nothing more than taking the simple dot product of the incident electric field and with the polarization of the antenna. In other words the voltage at the antenna terminal is measured directly from the dot product given by (679), where $\vec{h}_e$ is the effective height of the PRR antenna.

$$ V_n = \vec{E}_i \cdot \vec{h}_e $$

(b) Case 2: effective area

The received power is given by (680) and it can be rewritten in terms of the load $\kappa_L$ in (681).

$$ P_c = |W_s|^2 A_e = \left| W_s \right|^2 \frac{\lambda^2 G_s}{4\pi} $$

$$ P_c = \frac{1}{2} \text{Re} \{ V_L^* I_L \} = \frac{1}{2} \frac{|V_L|^2}{R_L} $$

The power can also be rewritten by finding the current through the load impedance given by (682), and using this parameter to find the available power given by (683). With a conjugate matched load this reduces to (684)

$$ I = \frac{V_L}{\sqrt{(R_A + R_L)^2 + (X_A + X_L)^2}} $$

$$ P_x = \frac{V_i^2 R_L}{\sqrt{(R_A + R_L)^2 + (X_A + X_L)^2}} $$
Next we rewrite the power as (685) and solve for the effective area in (686) when \( Z_L = Z_A^* \).

\[
P_R = W(\theta, \phi) A(\theta, \phi)
\]

(685)

\[
A_e = \frac{V_n^2}{W_c(\theta, \phi)} \frac{R_L}{|Z_A + Z_L|} = \frac{V_n^2}{W_c(\theta, \phi)} \frac{R_L}{(2R_A)^2}
\]

(686)

Next the magnitude of the effective height \( h_e \) is to be calculated from using (687) and (688).

\[
V_A = E(\theta, \phi) h_e (\theta, \phi)
\]

(687)

\[
W(\theta, \phi) = E(\theta, \phi) \frac{2}{\eta}
\]

(688)

Substituting the previous two equations into (686) gives

\[
h_e = 2 \sqrt{\frac{A(\theta, \phi) R_A}{\eta_0}}
\]

(689)

Knowing the effective height is useful since we now have enough information to calculate the maximum effective aperture

\[
A_e = \frac{h_e^2 \eta_0}{4 R_e}
\]

(690)

Also for the conjugate matched condition \( \kappa_A = \kappa_L \) and \( x_A = -x_L \), we can rewrite (686) as

\[
V_n^2 = \frac{W_c(\theta, \phi) A_e (2R_A)^2}{R_L} = W_c(\theta, \phi) A_e (4R_A)
\]

(691)

\[
\frac{V_n^2}{4R_A} = W_c(\theta, \phi) A_e
\]

(692)

Now assuming that there is no ohmic loss, then \( R_A = R_e \) (all radiation resistance) and multiplying by the phase exponentials gives the complex voltage for each PRR,

\[
V_n = \sqrt{4W_c(\theta, \phi) A_e R_e e^{-j\theta_R} e^{j\phi_v}}
\]

(693)

Where the RMS values is

\[
V_n = \sqrt{2W_c(\theta, \phi) A_e R_e e^{-j\theta_R} e^{j\phi_v}}
\]

(694)

Where in this cases each PRR is designed to have a \( \lambda/4 \) monopole antenna with 50\( \Omega \) impedance such that \( D = 3.2 \) and \( A_e = \frac{\lambda^2 D}{4\pi} = 0.255 \lambda^2 \) making the voltage at each PRR equal to

\[
V_n = 0.87 \sqrt{W_c(\theta, \phi) e^{-j\theta_R} e^{j\phi_v}}
\]

(695)
These voltages after demodulation are written in phase and quadrature \((I_n + jQ_n)\) components.

\[ v_n = I_n + jQ_n \quad (696) \]

In conclusion, if one were to beamform utilizing “three PRR elements, there is a gain increase of 9.5 dB in the received power” [3]

\[ 10\log_{10}(N^2) = 10\log_{10}(3^2) = 9.5dB \quad (697) \]

1.2.6 Total Signal Strength at the Base Station to all PRR

The total field at the base station for antenna polarization defined by the vector \(\hat{h}_n\) is given by (698) with a total power in (699) where \(A_n = \frac{G_b \lambda^2}{4\pi}\).

\[ E_n = \sum_{n=1}^{N} \tilde{E}_{n} \cdot \hat{h}_n = \sum_{n=1}^{N} E_n \hat{e}_n \cdot \hat{h}_n \]

\[ = \sum_{n=1}^{N} \sqrt{\frac{2n_0 P_n G_n(\theta) |F_n(\theta)|^2}{4\pi R_n^2}} e^{-j\beta R_n} e^{j\theta_n} \hat{e}_n \cdot \hat{h}_n \quad (698) \]

\[ P_n = \frac{1}{2} \frac{|E_n|^2}{\eta_0} A_n \quad (699) \]

Therefore

\[ P_b = \frac{G_b \lambda^2}{(2\eta_0)4\pi} \sum_{n=1}^{N} \sqrt{\frac{2n_0 P_n G_n(\theta)|F_n(\theta)|^2}{4\pi R_n^2}} e^{-j\beta R_n} e^{j\theta_n} \hat{e}_n \cdot \hat{h}_n \quad (700) \]

This summation considerably reduces from assuming the following conditions

- No multipath exists such that \(F_n = 1\) (LOS only)
- Amplitude differences in incident waves are neglected, \(|\tilde{R}_n| = |\tilde{r}_n|\)
- All elements are phase synchronized for coherent beamforming, \(kR_n + \Phi_n\) is constant for all \(n\).
- Equal PRR gain \(G_n = G_0\) and \(P_n = P_b\) transmitted power for all elements
- No polarization loss (all antennas are parallel \(\hat{e}_n \cdot \hat{h}_n \approx 1\))
- There is a localized distribution meeting the condition \(|\tilde{r}_n| \ll d\)

to

\[ P_b = \sum_{n=1}^{N} \sqrt{\frac{P_n G_n}{4\pi r_n^2}} \left( \frac{P_n G_n}{(r_n)^2} \right) \sum_{n=1}^{N} (1) \]

\[ = \left( \frac{NP_b}{(r_b)^2} \right) \left( \frac{NG_b}{G_b} \right) \frac{\lambda^2}{(4\pi r_b)^2} = \left( \frac{N^2 P_n}{4\pi r_b^2} \right) \frac{G_b \lambda^2 G_b}{(4\pi r_b)^2} \quad (701) \]
The term $NP_t$ is the total transmitted power from the array and is also called the total effective radiative power (ERP). $N\alpha_g$ is the total gain of the array when coherently phased. Thus, it is seen that main advantage of using multiple transmitters is an overall increase in power by $N^2$.

### I.2.7 Attenuation

Attenuation of the signal is often attributed to environments that are not free space, such as urban, forests or desert. Moreover, in regions with high vegetation it is found that the branches from trees and its leaves will provide a significant amount of attenuation to especially to UHF and microwave signals (since the wavelength is small). Moreover, this signal attenuation is mainly caused from foliage absorption and scattering from discrete scatters such as; from branches and leaves. “Foliage attenuation is considered one of the dominant effects for rural and suburban areas of operation” [3] and can typically be predicted by that of (702)

$$\alpha = af^b$$

(702)

where $\alpha$ is differential attenuation in decibels per meter, $a$ and $b$ are constant from different seasonal characteristics, and $f$ is the frequency expressed in GHz. Moreover, examples of the parameters of $a$ and $b$ are provided in Table 15 such that the total excess path loss can be expressed using the exponential decay model by

$$L_e = ad_f$$

(703)

Where $d_f$ is denoted as the depth of a deciduous tree.

<table>
<thead>
<tr>
<th>Season</th>
<th>Summer</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>Median</td>
<td>50%</td>
</tr>
<tr>
<td>a</td>
<td>.57</td>
<td>.71</td>
</tr>
<tr>
<td>b</td>
<td>.60</td>
<td>.47</td>
</tr>
</tbody>
</table>

### I.3. FRIIS TRANSMISSION EQUATIONS FOR UAV SWARMS

#### I.3.1 Single UAV Model

The assumptions for a single UAV element are considered very similar those provided for PRR in the prior chapter such that: it is assumed each UAV is small enough to be hand launched. Second every UAV has its own digital transmit receive (T/R) module. Third, each UAV’s (T/R) module has its own
local oscillator. Fourth, there is some capability or algorithm provided to synchronize all local oscillators to a common “master” clock. Fifth, the UAV antennas have an isotropic radiation pattern. Last, the wireless network connecting all UAVs data and commands are connected with negligible latency.

I.3.2 The Swarm

Collaborative beamforming amongst a UAV swarm will only be realized if they can operate autonomously: “able to fly, adapt, communicate, negotiate, and carry out missions with no human in the loop.” [1] Next defining the swarm and swarm behavior will make the concept of future research methods more understandable.

(a) Swarming and swarm behavior

“Many technological inventions and concepts are motivated by the natural behavior of animals. Any collective behavior of these animals, flock of birds, a school of fish, and a colony of bees has been of interest for some time now.” [116] Furthermore after numerous observations, it’s become quite obvious that there is some sort of learning intelligence amongst these collections. For instance, local sensing from the elements induces small interacting contributions to the overall global behavior and is regarded as reactive behaviors since they’re dynamic processes of which do not require a plan. This collection of entities forms the underlying autonomy to be considered a swarm. This type of ability will be important in future stages of research and algorithms requiring efficient means of autonomy.

Similar in relation to the collaborative beamforming ability of PRR, a micro-UAV swarm distribution will be analyzed in this chapter in a similar fashion. The analysis assumes the swarm is above a given terrain, where major application intent is for the enhancement of SNR capability in order to effectively conduct electronic attack (EA).

(b) Swarm control

Autonomy of the UAV swarm during the flight is important in application to UAV swarming. Several different emerging strategies are considered in [1] for UAV swarm control such as:

1. **Baseline strategy**- All UAVs fly in a straight line until they reach a known set of boundary points, at which time they turn to avoid exiting the area.
2. **Random strategy**-Similar to baseline except each UAV may change its heading by a small arbitrary angle during each time step.
3. **Repulsion strategy**-UAVs maneuver to keep out of each other’s repulsion radius.
4. **Pheromone strategy**-An indicator is left over every terrain cell during a flyover indicating whether the cell has been visited. These markers are used to notify other UAVs whether the cells have been visited or not and can service the flight pattern in order to fly over unexplored cells.
5. **Global strategy**-A search space is divided into a number of large, square regions where a central controller monitors the level of coverage and UAVS within each region. [1]
From [1] it was determined that the *pheromone strategy* is to be the most effective to control a UAV swarm in general cases and is considered the method of choice in this dissertation. Though these are only a few of the general cases advantageous mainly for searching applications it should be noted that other applications may exist. For example, once a swarm finds a target such as victim radar, the swarm control objectives change. For an EA attack scenario as in this case the elements may go into a pre-designated attack mode as they arrange themselves geometrically in order to maximize their lethality (e.g., maximum jamming power) and survivability.

### I.3.3 Transmission Equations for Swarm UAVs

The geometry of the UAV swarm is presented in Figure 244 and is utilized for the derivation of the free space transmission equations.

![Figure 244. Geometry of the UAV swarm.](image)

The location of the bases station and $n$-th UAV are:

- **Base station:** $\mathbf{r}_b = \hat{\mathbf{x}}x_b + \hat{\mathbf{y}}y_b + \hat{\mathbf{z}}z_b$

- **$n$-th UAV:** $\mathbf{r}_n = \hat{\mathbf{x}}x_n + \hat{\mathbf{y}}y_n + \hat{\mathbf{z}}z_n$

The polarization references for each are:
Base station: $\hat{e}_b$

$n^{th}$ UAV: $\hat{e}_n$

Maximum antenna gain:

Base station: $\hat{g}_b$

$n^{th}$ UAV: $\hat{g}_n$

For ease of analysis the path gain factor is ignored, but could be analyzed quite similar to the analysis covered in the PRR chapter. Utilizing the Friis transmission equation the $n^{th}$ UAV signal received at the base station ($P_{ln}$) (downlink) can be expressed as (704) where the polarization loss factor between the $n^{th}$ UAV and the base station antenna is given by (705).

$$P_{ln} = \frac{P_n G_n (\theta_n, \phi_n) G_b (\theta_n, \phi_n) \lambda^2}{(4\pi R_n)^2} |PLF_n|^2$$

(704)

$$|PLF_n|^2 = |\hat{e}_n \cdot \hat{e}_b|^2$$

(705)

Like the analysis covered in the PRR chapter it is convenient to use the antenna concept of effective height (also called effective length) (706), since it gives the open circuit voltage directly (707).

$$\vec{h}_b = h_b \hat{e}_b$$

(706)

$$V_{in} = \vec{h}_b \cdot \vec{E}_{in}$$

(707)

The equivalent base station receiving circuit is shown in Figure 245 and is identical to the circuit used for PRR.

![Figure 245. Circuit representation of the receiving circuit (base station).](image)

The antenna impedance is given by (708) with real part given by(709).

$$Z_A = R_A + jX_A$$

(708)

$$R_A = R_r + R_e$$

(709)
Where \( \kappa_r \) is the radiation resistance and \( \kappa_l \) is the loss resistance; assumed to be zero for simplicity. For a conjugate matched load \( Z_L = Z_A^* \) and Figure 245 is simplified to Figure 246.

\[
R_L = R_r
\]

Figure 246. Conjugate matched receiver.

For a matched load \( (R_r = R_L = R_A) \) the \( V_i = \frac{1}{2} V_{oc} \) and thus, the power across the load can be written as;

\[
P_L = \frac{V_{oc}^2}{4R_L}
\]  \hspace{1cm} (710)

Once again the effective height of the base station antenna is related to its effective area \( (711) \), which is also related to the gain of the antenna given in \( (712) \). Hence, \( (711) \) is rewritten as \( (713) \).

\[
h_b (\theta_{in}, \phi_{in}) = 2 \sqrt{\frac{A_e (\theta_{in}, \phi_{in}) R_A}{\eta_0}}
\]  \hspace{1cm} (711)

\[
G_b (\theta_{in}, \phi_{in}) = \frac{4\pi A_e (\theta_{in}, \phi_{in})}{\lambda^2}
\]  \hspace{1cm} (712)

\[
h_b (\theta_{in}, \phi_{in}) = 2 \sqrt{\frac{R_A G_b (\theta_{in}, \phi_{in})}{4\pi\eta_0}} = \sqrt{\frac{R_A G_b (\theta_{in}, \phi_{in})}{\pi\eta_0}} \lambda
\]  \hspace{1cm} (713)

Now we are interested in finding the electric field. This can be easily found from the power density \( W_{in} \) (W/m\(^2\)) at the base station from \( UAV_n \) \( (714) \). Hence, solving to obtain the electric field intensity \( |E_{in}| \) \( (715) \).

\[
W_{in} = \frac{1}{2\eta_0} |E_{in}|^2 = \frac{P_n G_n (\theta)}{4\pi R_n^2}
\]  \hspace{1cm} (714)

\[
|E_{in}| = \frac{2\eta_0 P_n G_n (\theta)}{4\pi R_n^2}
\]  \hspace{1cm} (715)
Adding the path phase shift/length $e^{-jkR_n}$ and all other phases (such as synchronization, antenna, transmitter etc.) represented by $e^{j\phi_n}$ give the complex vector form given by (716).

$$\vec{E}_m = \hat{e}_n |E_m| e^{-jkR_n} e^{j\phi_n}$$  \hspace{1cm} (716)

The voltage at the base station can finally be expressed as

$$V_m = \frac{\vec{E}_m \cdot \vec{\hat{H}}_b (\theta_n, \phi_n)}{2} = \frac{1}{2} \sqrt{2P_nG_n(\theta_n, \phi_n)} e^{-jkR_n} e^{j\phi_n} e^{-jkR_n} e^{j\phi_n}$$

$$= \left[ \frac{2P_nG_n(\theta_n, \phi_n)G_m(\theta_m, \phi_m) \lambda^2 R_A}{(4\pi R_b)^2} \right]^{3/2} e^{-jkR_n} e^{j\phi_n} \hat{e}_n \cdot \vec{h}_b$$

(717)

Now the complex voltage of the $n^\text{th}$ UAV transmitter at the output of the base station antenna is found by (718) assuming no ohmic loss $R_R = R_e$ (all radiation resistance), in addition to adding in the phase shift for $PRR_n$.

$$V_n = \sqrt{2W_n(\theta, \phi)A_{R_e}} e^{-jkR_n} e^{j\phi_n}$$  \hspace{1cm} (718)

(a) **Total signal at the base station due to all UAV’s**

Again similar to the conditions for the PRR we assume the following conditions in order to derive the expression for the total signal strength at the base station due to all the UAVs transmitting simultaneously:

1. All UAVs are perfectly phased synchronized.
2. No polarization mismatch $\hat{e}_n \cdot \hat{e}_b = 1$.
3. All UAVs have equal transmitter power and gain $G_n = G_r, G_m = G_b$.
4. All UAVs are pointed in the same direction $G_n(\theta_m, \phi_m) = G_b$.
5. All UAVs are approximately at the same range $R_n = R$.

The total voltage (719) at the base station from all of the UAVs is given by the summation of the individual UAV antenna voltages at the base station (across $R_b$ in Figure 246). Yet, for the ideal conditions listed above, this summation reduces considerably to (720).

$$V_{tot} = \sum_n V_n = \sum_n \vec{E}_m(\theta_n, \phi_n) \cdot \frac{1}{2} \vec{E}_m$$  \hspace{1cm} (719)

$$V_{tot} = \sum_n V_{lm} = \frac{\sqrt{2\lambda^2 R_A}}{4\pi} \sum_n \sqrt{P_mG_m(\theta_n)G_b(\theta_m)} e^{-jkR_n} e^{j\phi_n} \hat{e}_n \cdot \vec{h}_b$$

$$V_{tot} = \sum_n V_{lm} = \frac{\sqrt{2\lambda^2 R_A P_mG_mG_b}}{4\pi R} N$$  \hspace{1cm} (720)

Once again we see that the power at the load for $N$ identical coherent sources has increased by a factor of $N^2$. 
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(b) Base station signal at UAV$_n$ (uplink)

The received signal at UAV$_n$ from the base station illustrated in Figure 247 can be expressed similarly as shown in (722) and its base station field is given by (723), where the phase term $\varphi_n$ is included for phase synchronization.

$$P_L = \frac{1}{2} \frac{|V_n|^2}{R_\lambda} = \frac{P_G G_e \lambda^2}{(4\pi R)^2} N^2$$  \hspace{1cm} (721)

\[ P_{\text{in}} = \frac{P_b G_b (\theta_m) G_n (\theta_e) \lambda^2}{(4\pi R_n)^2} |PLF_n|^2 \]  \hspace{1cm} (722)

$$\hat{E}_n = \frac{2\eta_b P_b G_b (\theta_m)}{4\pi R_n^2} e^{-j\varphi_e} e^{j\varphi_n} \hat{e}_b$$  \hspace{1cm} (723)

The voltage at the UAV$_n$ antenna terminal is obtained directly using the effective height of the UAV antenna $\hat{h}_m$ as follows:

$$V_n = \hat{E}_n \cdot \hat{h}_m$$  \hspace{1cm} (724)

$$V_{\text{in}} = \sqrt{\frac{P_b G_b (\theta_m) G_n (\theta_e) R_n}{2 \pi R_n} \frac{\lambda}{\mu R_e} e^{-j\varphi_e} e^{j\varphi_n} \hat{e}_m \cdot \hat{h}_m}$$  \hspace{1cm} (725)

(c) Phase coherence analysis

The expected power at the base station can be written as (726) for an element swarm of i.i.d. random variables. From this the coherent and non-coherent transmission will be derived as a special case of the downlink.
\[
E[P_i] = \frac{1}{2} E\left[ \frac{V_{out} V_{out}^*}{R_i} \right]
\] (726)

Now if one considers the random variable \( \phi_n \) in (726) as a uniformly distributed variable over \([-\pi, \pi]\), the variance of \( \phi_n \) will be:

\[
\text{var}(\phi_n) = \frac{(2\pi)^2}{12}
\] (727)

While it’s mean will be equal to zero, \( E[\phi_n] = 0 \)

Now rewriting (726) as

\[
E[P_i] = \frac{P G G_o \lambda^2}{(4\pi)^2} \sum_{m} \sum_{n} \frac{e^{-jR_n - R_m}}{R_n R_m} E\left[ e^{j(\phi_n - \phi_m)} \right]
\] (728)

Once can redefine the phase term as one new random variable with variance \( \Delta^2 \) as follows:

\[
\Delta = \phi_n - \phi_m
\] (729)

Which, can also be separated using Euler’s identity as

\[
E\left[ e^{j\Delta} \right] = E[\cos \Delta] + jE[\sin \Delta]
\] (730)

Now similar to taking the mean valued radiation intensity of a random array we assume that for \( m=n \) that \( E[\cos \Delta] = 1 \) and \( E[\sin \Delta] = 0 \). Otherwise for \( m \neq n \) then \( E[\cos \Delta] = e^{-\Delta^2} \) and \( E[\sin \Delta] = 0 \). Now assuming that the UAVs are concentrated at a long range \( R_n \approx R_m \approx R \), (728) can be written as follows:

\[
\langle P_i \rangle = \frac{P G G_o \lambda^2}{(4\pi R)^2} \left[ e^{-\Delta^2} N^2 + \left(1-e^{-\Delta^2}\right)N \right]
\] (731)

Where \( e^{-\Delta^2} N^2 \) indicates coherent transmission and \( \left(1-e^{-\Delta^2}\right)N \) indicates random (noncoherent) transmission. This result is derived in [116] and differs from the work in this dissertation such that the mean valued radiation intensity \( \bar{U}(\theta, \phi) \) represents coherent transmission at the location \( \bar{U}(\theta, \phi) \) where as non-coherent transmission is further away from the mean valued radiation pattern or in the 3 dB sidelobe region.

For example, coherent transmission from [116] assumes no phase differences so \( \Delta^2 \approx 0 \) and hence,

\[
\langle P_i \rangle = \frac{P G G_o \lambda^2}{(4\pi R)^2} N^2
\] (732)

For non-coherent transmission, the phase differences are large, so \( \Delta^2 \rightarrow \infty \) is assumed and Equation (2.32) yields
More importantly, the result of (733) portrays an important result about the mean valued radiation intensity. The mean power of a random array does not go to zero from total randomness of the array, but yet grows by a magnitude of $N$. This is why the normalized mean valued radiation intensity is at 0 dB with average side lobe level $1/N$. Hence, a random array applied with no modulation will work as either a noise jammer with non-coherent strength $N$ or with coherent strength $N^2$. An illustration of this is provided below in Figure 248 from [116].

![Figure 248. Coherent vs. non-coherent jamming.](image)

### I.4. ELEMENT SYNCHRONIZATION

Difficulty arises from attempting to acquire exact spatial information from a mobile antenna and attempting to estimate the location will trigger random error into the system. This leads to inaccuracy in the geometric information acquired. Since it is nearly impossible for every local oscillator to be synchronized with perfect precision. Two solutions to cope with these impairments are: closed-loop and open loop beamforming. In closed-loop each antenna receives a beacon from the destination antenna (such as a base station) and adjusts its initial phase accordingly. This is referred to as self-phasing and it is effective for systems using Time-Division Duplex (TDD). The open-loop consideration assumes the antenna ping a relative location from a nearby reference point or cluster head.
The proposed method in this dissertation for element synchronization in closed-loop beamforming as the locations of the nodes are considered to be “known exactly or at least to an acceptable level of accuracy such that location errors are less than a fraction of the wavelength ($\lambda/10$).” [2], [117] In general a desired lattice structure for many aperiodic arrangements is difficult to achieve in situations where dynamic and potentially uncoordinated movement is desired from platforms that host radiating elements. Constraints from the host platform require an accurate estimation of position and location information along with adequate synchronization. The ability to acquire the location parameters is assumed ideal in the theoretical framework proposed here, but certainly play a major role in the use (and usefulness) of random array techniques for platforms such as micro air vehicles (MAVs), portable communications networks (PCNs), unattended ground sensors (UGSs) and unpiloted aerial vehicles (UAVs) [54]. Moreover in practice “there is a wide variety of commercially available position location systems for navigation, communication, and asset tracking applications. They generally apply one or combination of TOF [Time of Flight], TDOA [Time Difference of Arrival], AOA [Angle of Arrival], and RSS [Received Signal Strength (Indicator)] to measure an object’s distance from three or more reference points.” [2] In addition for the random array the most fitting location algorithm is to utilize the fairly new Spatial Division Multiple Access (SDMA) algorithms. This technique spatially separates received signals using Direct Sequence Spread Spectrum (DSSS) techniques and is analogous to a code division multiple access (CDMA) receiver. Moreover, the method introduces a virtual receiver array in computer memory that expects $I$ directions of arrival such that it chips the phase of these received signals at each of the array element with individual spreading sequences. Meanwhile in the physical array the received signals are summed together and a quadrature correlation is performed amongst the received signal and each of the $I$ expected DOA virtual signals. From the correlation values $R_i$, a determined threshold is set such that exceeding values identify the signal from an expected DOA. The information of the signal is also recovered from the phase of the correlation $R_i$. The only problematic issues of concern is that interfering signals will not be well correlated and as a consequence minimized (this is similar in concept to a matched filter bank in a code division multiplexing receiver). [92]

The synchronization challenges arise from the mobile structure of the application and can be improved based upon the overall (random array) network topology. Moreover, in the random array the array elements need to be synchronized in both time and phase. Hence, for time synchronization, one must ensure that the transmitted or received radar signals overlap at the target or array output respectively. Alternatively, for phase synchronization, “the phases of the transmitted or received radar signals should be adjusted so that they arrive in phase at the target or at the output of the receiver.” [2]

1.4.1 Beamforming Circuitry (Brute Force)

The beamforming circuitry for a random array is followed in this section using the architecture utilized in [2] and [117] for the wirelessly networked digital distributed phased array (opportunistic array)
shown in Figure 249. This type of design uses a central controller which is used to send the necessary synchronization signals to each transmit receive module (antenna element) containing its own synchronization block shown in Figure 249. This block encompasses a modem and controller connected to a phase shifter and a switch with two modes of operation. The first mode of these modes is positioned for synchronization operation (as shown) such that the Local Oscillator (LO) signal is passed through a circulator, low-noise amplifier (LNA), phase shifter and then retransmitted back and compared to a reference signal at the central controller. In the second mode of operation (normal operation and the switch opposite as shown), the LO signal is sent out to the modulator and demodulator for coherent beamforming.

[2] Last of all when incorporating this design to a swarm of UAVs it should be understood that each UAV is mobile and sensor synchronization and element geolocation problems will tend to be more complicated than a single platform design. These types of environments will typically require fast synchronization times and Doppler compensation techniques. Furthermore “with PIN diode phase shifters, switching of two bits can be done between 1 ns to 2 ns per element.” [2] Hence, for a large 1000 element random array population, synchronization can be done with a sixteen bit phase shifter in about 16μs to 32μs and with a 4 bit phase shifter in about 4μs 8μs. Therefore it will be critical to design electronic steering capability algorithms to compensate for large mobile random arrays in motion. Secondly, phase correction or synchronization at a single frequency may also be insufficient since; a single frequency is sufficient for simple waveforms such as continuous wave (CW) or narrow band pulsed CW operation. “For more complicated wide band waveforms that employ frequency modulation, frequency hopping or pulse compression techniques, synchronization may have to be carried out at several frequencies or at the center of a band of frequencies. This will add more complexity to the synchronization hardware and software requirements. Further investigations will have to be carried out in this area.” [2], [117]

Last of all as a practical example, in relation to PRR if one was interested in bounding the phase error due to placement error \( \epsilon \), to within \( \delta \theta \), where \( \delta \theta \) implies that placement error distance

\[
|d_e(n)| \leq \frac{\lambda \delta \theta}{2\pi}
\]

Then since PRR operates at 2.45 GHz and for an arbitrary tolerance on the placement error of 30°

\[
|d_e| \leq .122 \frac{30^\circ \pi}{2\pi 180^\circ} = 10 mm
\]

This is about the best achievable in the most favorable conditions by GPS and consequently, better location finding equipment will be of paramount importance to the random array.
(a) Synchronization independent of path loss amplitudes

The start of the synchronization cycle begins with the central controller sending out each element’s address in turn to begin its synchronization cycle. Once the element is selected the switch is moved to the synchronization position and the process begins. I.e. first the LO signal from the central controller arrives at each element at a different phase, given by $e^{-jnk\theta}$, where $k$ is the wave number and $r_n$ is the distance from the central controller to the element $n$. Following this, one element of the formation is selected as the reference node and as a consequence it receives the corresponding LO signal $e^{-jnr_n\theta}$. Next the objective is to synchronize the remaining elements to the reference element (by adjusting the phase shifter $\phi_n$ to correct for the difference in path length $(r_{ref} - r_n)$). Hence, the combined field at the central controller is given by (assuming the amplitudes are suitably compensated by signal amplifiers)

$$E_{\text{difference}} = E_n - E_{\text{ref}} = e^{-j(kr_n + \phi_n)} - e^{-j(kr_{ref})}$$

(734)

Here it is obvious that when $\phi_n$ is known, the difference in path length $(r_{ref} - r_n)$ can be corrected and all the elements can be synchronized. In other words the applied phase shifts $\phi_n$ are continuously updated in
element \( n \) until the two signals cancel, \( \phi_n = 2k\left(r_{ref} - r_n\right) \). “This method will also correct for any phase variation due to differences in the propagation channels (e.g., walls with different insertion phases)” [117]

However, discrete phase steps, using a bit phase shifter will not be able to achieve complete cancellation. Therefore a threshold value is necessary to detect when the minima of the two signals will cancel sufficiently. For example, assuming equal amplitudes and a 4 bit phase shifter provides \((360/2^4)\) \(22.5^\circ\) steps of phase correction such that, the final phase error is \(\pm 11.25^\circ\). Hence, “the minimum field can be computed using phasor geometry.” [117]

\[
\min\left(|E_{\text{difference}}|\right) = |E_{\text{ref}}e^{-j(11.25^\circ)} - E_{\text{ref}}| = 2\sin\left(11.25^\circ/2\right) = 0.196
\]

Therefore a 4 bit phase shifter will provide for a field threshold of \(0.2\) (−14 dB) error. In addition since there is 16 phase steps between 0 and 360 there will be on average eight iterations (half the quantization levels) required to synchronize each element, because the required phase shift is unknown. “This is then repeated for the rest of the elements. Four-bit digitization was deemed satisfactory for digital phase shifter quantization based on the required sidelobe level.” [117] Hence, for a large 1000 element random array population, synchronization can be done with a sixteen bit phase shifter in about \(2^4\mu s \times 2^{15}=0.52428\)s to \(2^5\mu s \times 2^{15}=1.048576\)s and with a 4 bit phase shifter in about \(2^1\mu s \times 2^4=64\mu s\) to \(2^3\mu s \times 2^4=128\mu s\).

\[
\text{Roundtrip time (RTT)} = 2^{|b\text{its}|}\text{ns or } 2^{|b\text{its}|+1}\text{ns} \times \text{(mean iterations)}2^{|b\text{its}|-1}\text{ns}(1+\text{RTT})
\]

Hence, a -16 bit phase shifter has accuracy up to \(0.00225^\circ\) and can phase synchronize (excluding transceiver throughput and processing) in \(0.35s - .70s\) for 1000 elements Figure 251. Alternatively, a 4 bit phase shifter has accuracy up to \(11.25^\circ\) and will synchronize (excluding transceiver throughput and processing) in \(21.4ms - 42.8ms\) for 1000 elements Figure 252.

The phase error of each element is displayed in Figure 250 for the reference element plotted against the number of iterations necessary to synchronize. Each change in color denotes a new element being synchronized and the example shown is for 20 randomly located elements. Hence, the average number of iterations necessary is \(20\times 8 = 160\) and was done in 157 iterations as shown. A frequency of \(300MHz\), was chosen for convenience, i.e. \(\lambda = 1\).
Figure 250. Twenty element phase synchronization example of the brute force algorithm.

Figure 251. Phase error is bound to ±0.003° for a sixteen bit phase shifter.
Figure 252. Phase error with a 4 bit phase shifter is bound to $\pm 11.25^\circ$.

(b) Synchronization with varying path loss amplitudes

In a real environment the synchronization (LO) signals are subject to geometrical spreading, i.e. path loss ($4\pi r^2$, denominator of the Friis transmission equation in a sphere or $2\pi r$ in a plane). Hence to take the effect of varying path loss amplitudes (734) is replaced by

$$E_{\text{difference}} = \frac{1}{2r} e^{-j(2\theta_n + \phi_n)} - \frac{1}{2r_{\text{ref}}} e^{-j(2\theta_{\text{ref}})}$$  \hspace{1cm} (737)

The factor of $2r$ is used as the round trip time to go to the synchronization circuit and back. More accurate approaches should use the square of the denominator of the Friis Transmission equation. Moreover, the effect of varying signal amplitude is significant for elements located far away from the reference element. For example if a distribution of elements has a minimum distance of 17 m, and a maximum distance of 88.8 m then the relative signal amplitude could vary up to five times.

1.4.2 Beam Tagging

This research does not focus upon the beam tagging algorithm, however the architecture is show in [117]. Beside the point, in summary [2] “concluded that even though the “beam tagging” technique was faster on the order of 2 to 3 $\mu$s, the more simple “brute force” technique is preferred for the wireless radar.” [117] However though contradictory to [117], it is known that more sufficient synchronization schemes will need to be investigate further, because the brute force” technique will be too slow and inefficient for large mobile random arrays.
1.4.3 Data Rate

The data rate required for a random array is shown in the table below.

<table>
<thead>
<tr>
<th>Description</th>
<th>From</th>
<th>Data Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform Control</td>
<td>Beam Controller</td>
<td>2 bits/second</td>
</tr>
<tr>
<td>Synchronization control</td>
<td>Beam Controller</td>
<td>1 bi/s synchronization command 1 bit/t for phase correction command</td>
</tr>
<tr>
<td>Phase Weights control</td>
<td>Beam Controller</td>
<td>4 bit/s</td>
</tr>
<tr>
<td>Received radar signals</td>
<td>T/R module</td>
<td>16 bit x 2 x 100 kS/s =3,200,000=3.2 Mb/s</td>
</tr>
</tbody>
</table>

Two bits will be sufficient to choose between four possible waveforms, such as continuous sinusoid, pulsed sinusoid and possibly linear frequency modulated waveforms. Then for the wireless distribution of the LO used, two bits are required for synchronization control. One bit is used to send a synchronization command for the T/R module to go into synchronization mode. Another bit is used to send phase correction command for the T/R module to step its phase shifter by 22.5°.

On RX, a high data rate is needed because the performance of the ADC affects the resolution of the received digitized signal [3]. The sampling rate of the ADC must meet the Nyquist condition, which is at least twice the intermediate frequency (IF) bandwidth (in a super heterodyne receiver) or twice the baseband frequency (in a homodyne system). The approximate data rate requirement is given by [24]:

\[
R_s = N_c \times N_b \times R_s
\]

\[
R_s = \text{data rate} \\
N_c = \text{data channels per array element} \\
N_b = \text{ADC bits of resolution} \\
R_s = \text{ADC sampling rate (samples per second)}
\]

Therefore, if a two-channel ADC is simultaneously sampled with 100 MS/s for each element and the resolution is eight bits, then for each element in the wireless network, the required data rate is approximately 2 8 100 MS/s 1.6 Gb/s Rb. For an N-element full-scale array, the total required data rate is 1.6 Gb/s. Above all it is 2 x 16 x 100 MS/s=3.2 Mb/s. In Loke’s work [2] the data rate needed for N elements is 3.2 Mb/s *N. For a 1200 element array as in the Chang’s work [119] it requires 3.2 Mb/s.
*1200=3840 Mb/s and 3840 Mb/s * (1Gb/s) / (1024Mb/s) 3.75 Gb/s. Otherwise for a 16 bit phase shifter you would need a 20 bit circuit at minimum, so assuming a 24 bit system. This comes out to be 2x24x100kS/s=4800kS/s = 4.8 mS/s. In [119] you need 2*8*100MS/s=1.6 Gb/s and for N elements 1.6*N Gb/s are needed. Thus for 1200 elements this is 1.6 Gb/s *1200 = 1920 Gb/s / 1024 Gb/s = 1.875 Tb/s. For a 16 bit phase shifter you would need (assuming 24 bit architecture) this comes out to be 2*24*100mS/s = 48 mS/s

I.4.4 Conclusion

Last of all for the two modes of operation being synchronization and date mode it was investigated in [2] such that 5.8 GHz was utilized for the data communication and 2.4 GHz for the LO and phase synchronization. “The different frequency bands were chosen to minimize interference, and indeed there was no observable interference between them. A number of phase synchronization tests were done with different positions of the LO antenna, symbolizing different T/R module positions, and the measurements verified the concept.” ([138])

In essence, for applications of stationary electronic random arrays of which there will be less difficulty involved in the process when there is no moving parts and there will be no suffrage from vibration and as a consequence will be inherently better stabilized contrary to ship or aircraft motion, as “the electronic array simply steers the main beam counter to the detected motion.” [105] As a consequence, elements located far away will incur unrealistic requirements in terms of accuracy to reach the destination with collaborative structure. On the other hand, decreasing the effective aperture size allows for greater bandwidth, in exchange for a small growth in sidelobe level. Thus, sophisticated phase algorithms and high resolution phase shifters will be necessary in order to realize and make possible these large mobile random arrays.

I.5. SDMA

Spatial Division Multiple Access (SDMA) was first patented by Chris Elam in 2004 with an example by Frank Gross in the book Smart Antennas in 2005. Moreover, the method is similar in respect to code division multiple access (CDMA) techniques such that SDMA separates received signals using direct sequence spread spectrum (DSSS) techniques. The method utilizes a virtual array in computer memory such that identically chipped virtual signals are searched for in I expected directions of arrival. It looks in these locations by utilizing spreading sequences and chipping the phase of the signals received by each array element. The aggregate of the received signals is correlated between the I expected directions of arrival (DOA) virtual signals. Any correlation (R_i) value exceeding a threshold value is identified as a signal coming from the expected location DOA. Next the message of the signal can be extracted from the phase of the correlation R_i. Thus, far the only problematic issue is that “interfering signals are not well correlated and thus minimized. This is similar in concept to a matched filter bank in a code division multiplexing receiver. [92]
The received signals are samples with length $T$ such that the received signals are exploited at each receive element using $M$ pseudorandom chips. Independent separate pseudorandom noise (pn) spreading codes are applied to each receive element and can be thought of as pseudorandom array weights. In other words, during the time period $T$, the array has been “steered” by $M$ sets of pseudo-random weights. An example of the physical receiver is shown in Figure 253 and will be described in greater detail in the following section.

![Figure 253. Example of the SDMA receiver.](image)

### I.5.1 The Actual Array

A group of $L$ phase shift keyed (PSK) signals $s_i(t) = e^{j \theta_i(t)}$ are assumed to arrive at the array and form the received signal $x_n(t)$ at each of the $N$ antenna elements. More so the more random these $N$ elements helps the performance the architecture by helping to improve independent phases at each element for the expected angle of arrivals. Thus, the spread signal $r(t)$ is created from the sum of received signals $x_n(t)$ spread or chipped with a pseudorandom noise (pn) code associated with that antenna element, producing. In mathematical form the received signal is given by (739). Afterwards the signal is chipped with an orthogonal spreading sequence $\tilde{w}(t)$ producing the pn chipped signal $r(t)$ provided in (741)

$$
\tilde{x}(t) = \begin{bmatrix}
1 \\
e^{j k \sin \theta_1} \\
\vdots \\
e^{j k \sin \theta_{N-1}}
\end{bmatrix}
\begin{bmatrix}
1 \\
e^{j k \sin \theta_1} \\
\vdots \\
e^{j k \sin \theta_{N-1}}
\end{bmatrix}
\begin{bmatrix}
e^{j k \sin \theta_1(t)} \\
e^{j k \sin \theta_2(t)} \\
\vdots \\
e^{j k \sin \theta_{N-1}(t)}
\end{bmatrix}
= \begin{bmatrix}
e^{j k \sin \theta_1(t)} \\
e^{j k \sin \theta_2(t)} \\
\vdots \\
e^{j k \sin \theta_{N-1}(t)}
\end{bmatrix}
$$

(739)

$$
\tilde{w}(t) = \begin{bmatrix}
w_0(t) \\
w_1(t) \\
\vdots \\
w_{N-1}(t)
\end{bmatrix}
$$

(740)

$$
r(t) = \tilde{w}(t) \tilde{x}(t)
$$

(741)
Since the received signals are samples with length $T$ then vector $w_n(t)$ should contain $M$ chips of length $\tau$, chosen such that the length of the vector is $M\tau = T$, the sample time. In other words “the number of chips $M$ should be chosen such that it is greater than the Nyquist rate of the received baseband signal modulation. This implies the phase modulation of the received baseband signal is nearly constant over $T$. The time-bandwidth product of the sample time $T$ and the message signal bandwidth $B$ should be $TB \leq 0.25$.” [92] Last of all there are numerous pseudorandom noise spreading codes that can be applied. I.e. Gold codes, Goday codes, Walsh-Hadamard and Welti codes can all be used where Walsh-Hadamard is utilized in the following section similar to [92] for simplicity. However, Welti codes have been identified to produce the best results [92]. An example of the spreading codes on a sin modulated signal is shown in Figure 254. Hence, it is seen that the real part of the chipped signal $r_n(t)$ is unique and is repeated at each of the $N$ elements.

![Figure 254](image.png)

**Figure 254.** Example of the modulated message with Walsh-Hadamard spreading.

### I.5.2 The Virtual Array

The expected direction $\phi_i$ is equivalent to the beam steering angle $\phi_o$ by reciprocity (742). Therefore the array factor for each of the $N$ elements is chipped with the *identical spreading codes* as the physical array (743). The process is repeated and stored in memory for each of the $I$ expected directions of arrival $\phi_i$ where the steering vector (743) for each expected direction is given by the $N \times 1$ column vector. Furthermore, prior knowledge of the incoming signals, multipath can be beneficial since the $I$
expected directions can be chosen to avoid known interfering directions. However, the “expected
directions cannot be chosen any finer than physically allowed by the actual array.” [92]

\[
\hat{\sigma}'(\theta) = \begin{bmatrix}
1 \\
e^{j\theta_1} \\
\vdots \\
e^{j(N-1)\theta_0}
\end{bmatrix}
\]  

(742)

\[
\nu_i(t) = \tilde{\omega}(t)\hat{\sigma}'(\theta)
\]  

(743)

I.5.3. Signal and Phase Correlator

The correlation of the received and virtual signal is calculated as:

\[
R_i = \int_{t}^{t+T} r(t)\nu_i(t)\,dt
\]  

(744)

where \( R_i \) is the complex correlation value for each direction \( \theta \). “The magnitude of \( R_i \) will be plotted for each angle \( \theta \) becoming the array factor for the signals present. The threshold detector depicted compares
the magnitude of \( R_i \) against a predetermined value and declares a signal present or not at this angle. If a
signal is present, the data is extracted as explained in the next subsection. This is similar to a matched
filter or correlation detector operation.” [92]

To understand how this works, we first examine the received signal (745) and virtual signals
(746) and substitute these into (744) to give (747).

\[
r(t) = \sum_{n=1}^{N} e^{j(n-1)\theta_0} e^{j\xi(t)} e^{j\nu_n(t)}
\]  

(748)

\[
\nu_i(t) = \sum_{m=1}^{N} e^{j(m-1)\theta_0} e^{j\xi(t)} e^{j\nu_m(t)}
\]  

(749)

\[
R_i = \sum_{n=1}^{N} e^{j(n-1)\theta_0} e^{j\xi(t)} e^{j\nu_n(t)} \sum_{m=1}^{N} e^{j(m-1)\theta_0} e^{j\nu_m(t)}
\]  

(750)

Now rearranging the element summation yields (752) and (751) since the phase \( \zeta(t) \) of the signal \( s(t) \) is
approximately constant over the sample period and can be approximated as its average \( \bar{\zeta} \).

\[
R_i = \int_{t}^{t+T} \sum_{n=1}^{N} e^{j(n-1)\theta_0} e^{j\xi(t)} e^{j\nu_n(t)} \sum_{m=1}^{N} e^{j(m-1)\theta_0} e^{j\nu_m(t)}
\]  

(752)

\[
R_i = \int_{t}^{t+T} \sum_{n=1}^{N} e^{j(n-1)\theta_0} e^{j\xi(t)} e^{j\nu_n(t)} \sum_{m=1}^{N} e^{j(m-1)\theta_0} e^{j\nu_m(t)}
\]  

(753)

\[
e^{j\delta(n-m)}\delta(n-m)
\]  
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As a consequence, of the orthogonality between $\mathbf{w}_n$ and $\mathbf{w}_m$, the correlation yields a delta function $\delta(n - m)$ and reduces as

$$R_i = \sum_{n=1}^{N} e^{j(n-1)k_d(\sin(\theta_0, \sin\theta_1))} e^{j\theta_i}$$

(754)

This solution is equivalent to the array factor, but multiplied by the constant phase of the received signal. Therefore in vector format the correlation is expressed as (755) where the magnitude contains the DOA information and the phase term contains the message information."

$$R = |R| e^{j\lambda}$$

(755)

Examples of the spatial division multiple access technique are provided below in Figure 255-Figure 259.

Figure 255. SDMA correlation of a spherical random array with incoming signal $\theta_{0,1} = -60^\circ$. 

322
Figure 256. SDMA correlation of a spherical random array with two incoming signals $\theta_{0,1} = -60^\circ$ and $\theta_{0,2} = -30^\circ$.

Figure 257. SDMA correlation of a spherical random array with incoming signal $\theta_{0,1} = -60^\circ$ with comparison to the expected value.
4. Message Extraction

To extract the message data of the received signal the correlation integral averages the received signal phase over $T$ [92]
\[
\rho_i = \zeta = \frac{1}{T} \int_0^T \zeta_i(t) dt
\]  

(756)

where \( \bar{\zeta} \) is the average signal modulation during the time period \( T \) at \( \nu_i \). This means that one can simultaneously extract more than one message signal from the correlation data by calculating \( \rho_i \) at each angle where a signal has been determined. [92] A few examples of the message extraction ability of spatial division multiple access are provided in Figure 260-Figure 262.

![Figure 260. SNR = 80dB.](image)

![Figure 261. SNR = 20dB.](image)
Overall SDMA provides numerous advantages compared to other DOA techniques. Its ability to create a set of virtual signals in memory, decreases the computational cost significantly compared to the traditional methods of conjugate gradient and other iterative matrix solution methods. “Additionally, the technique provides a processing gain of $\sqrt{N_{\text{chips}}}$.” [92]
APPENDIX II
EXPLANATION OF THE PHYSICAL PROCESS

II.1 Helmholtz Differential Equation - Spherical Eigenfunction Expansion

The Helmholtz equation in spherical coordinates is provided by (757) for a spherically symmetric source (758). Field (e.g. from a point monopole), solutions are of the form (759) where \( B \) and \( C \) are the amplitudes of outward and inward traveling waves respectively (Appendix).

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial A}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial A}{\partial \theta} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial^2 A}{\partial \phi^2} + k^2 A = 0
\]  

(757)

\[
\frac{\partial A}{\partial \theta} = \frac{\partial A}{\partial \phi} = 0
\]  

(758)

\[
A = B e^{jkr} + C e^{-jkr}
\]  

(759)

Alternatively we may express this solution using the method of separation of variables to change the partial differential equation into a number of independent ordinary differential equations (770). First it is assumed that

\[
A(r, \theta, \phi) = R(r) \Theta(\theta) \Phi(\phi)
\]  

(760)

Where \( A(r, \theta, \phi) \) are the complex pressure and the harmonic time dependence of the form \( e^{-j\omega t} \) has been assumed. Separating variables yields three ordinary differential equations (ODE) (761)-(763). These equations give independent dependence of pressure on \( r, \theta, \) and \( \phi \).

\[
\frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \left[ k^2 r^2 - n(n+1) \right] R = 0
\]  

(761)

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \left[ n(n+1) - \frac{m^2}{\sin^2 \theta} \right] \Theta = 0
\]  

(762)

\[
\frac{d^2 \Phi}{d\phi^2} + m^2 \Phi = 0
\]  

(763)

The solutions to these ODEs are shown in (764) with derivations given in the Appendix.
\begin{equation}
\Phi(\phi) = De^{j\phi} + Ee^{-j\phi} \quad [m \in \mathbb{Z}]
\end{equation}

\begin{equation}
\Theta(\phi) = FP_n^m(\cos(\theta)) + GQ_n^m(\cos(\theta))
\end{equation}

\begin{equation}
R(r) = H_{nm} e^{jkr} + I_{nm} e^{-jkr} = J_{nm} h_n^{(1)}(kr) + K_{nm} h_n^{(2)}(kr)
\end{equation}

where

D, E, F, G are the amplitudes and

\[ H_{nm}, I_{nm}, J_{nm}, K_{nm} \] are the complex amplitudes of outgoing and incoming waves respectively with angular order \( n \) and \( m \)

The expression \( P_n^m(x) \) is the associated Legendre functions of the first kind. Also of importance is noting that the spherical Hankel function of the 2nd kind is simply the complex conjugate of the 1st kind, and that \( h_n \) represents the spherically symmetric wave field, which will be of importance later on. Hence, another familiar solution for the radial dependence can also be rewritten as a linear combination of these spherical Hankel functions.

\begin{equation}
R(r) = J_{nm} h_n^{(1)}(kr) + K_{nm} h_n^{(2)}(kr)
= J_{nm} \left( j_n(kr) + jy_n(kr) \right) + K_{nm} \left( j_n(kr) - jy_n(kr) \right)
\end{equation}

\begin{equation}
h_n^{(1)}(kr) = j_n(kr) + jy_n(kr)
h_n^{(2)}(kr) = j_n(kr) - jy_n(kr)
\end{equation}

Solutions of the angular dependence on \( \theta \) and \( \phi \) can also be combined and expressed in terms of spherical harmonics given as

\[ Y_n^m = \sqrt{\frac{(2n+1)(n-m)!}{4\pi(n+m)!}} P_n^m(\cos(\theta)) e^{jm\phi} \]

Thus, the angular dependence is expressed as a combination (weighted sum) of spherical harmonics. A visual representation of the angular dependence of the spherical harmonics is shown below where each order of spherical harmonic is associated with the outgoing wave generated by elemental source types as shown in Figure 263.
Now combining the angular and radial functions any solution of the wave equation, can be written

$$A(r, \theta, \phi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \left( J_{nm} h_{n}^{(1)}(kr) + K_{nm} h_{n}^{(1)}(kr) \right) Y_{n}^{m} (\theta, \phi)$$  \hspace{1cm} (767)

Or an alternative form of the solution, using the definition of the Hankel functions can be written as

$$A(r, \theta, \phi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \left( (J_{nm} + K_{nm}) j_{n}(kr) + j(J_{nm} - K_{nm}) y_{n}(kr) \right) Y_{n}^{m} (\theta, \phi)$$

\hspace{1cm} (768)

Lastly since the $y_{n}(kr)$ is infinite at $r = 0$ and if the region is source free we rewrite our solution in its final form as

$$A(r, \theta, \phi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{nm} j_{n}(kr) Y_{n}^{m} (\theta, \phi)$$  \hspace{1cm} (769)

From this result it can be shown that the normalized Greens’ function is given as:

$$\frac{e^{i\eta r}}{4\pi|\mathbf{r}' - \mathbf{r}|} = j\sum_{n=0}^{\infty} \sum_{\ell=0}^{n} j_{\ell}(kr') h_{\ell}^{(1)}(kr) \left[ r_{1} < r_{2} \right] \sum_{m=-\ell}^{\ell} Y_{\ell}^{m}(\theta_{1}, \phi_{1}) Y_{\ell}^{m*}(\theta_{2}, \phi_{2})$$  \hspace{1cm} (770)

II.2 Plane Wave Expansion- A Sum of Spherical Waves

The Jacobi-Anger expansion is a method used in order to show that a plane wave can be expressed in terms of a series of spherical harmonics of infinite order. Thus, a plane wave can be expressed as a sum of spherical waves as
\[
e^{i\vec{k} \cdot \vec{r}} = \sum_{l=0}^{\infty} j_l (2l+1) j_l(kr) P_l \cos(\psi) = 4\pi \sum_{l=0}^{\infty} j_l(kr) \sum_{m=-l}^{l} Y_l^m(\theta, \phi) Y_l^m(\theta', \phi')^*
\]

\[
e^{-i\vec{k'} \cdot \vec{r'}} = \sum_{l=0}^{\infty} j_l' (2l+1) j_l'(kr') \cos(\psi)
\]

\( \psi \) - angle between \( \vec{k} \) & \( \vec{r'} \)

An illustration of this superposition of these modes truncated at \( l=10 \) is shown below such that an increasing good representation of a plane wave exists for more modes illustrated in Figure 264.

![Figure 264. Summation of Spherical Harmonics Leads to a Plane Wave in the Far Field. [143]](image)

The addition of spherical harmonic modes in the plane wave solution is also equivalent to a Fourier series as shown in Figure 265-Figure 266 below.
II.3 Wave-Particle Duality {Huygens’ Principle}

II.3.1 Transformation of a spherical wavefront to a plane wavefront

Shown in the previous sections is that there are two basic types of waves: spherical and plane waves. This detail was discovered some two hundred years ago by Christian Huygens, a Dutch mathematician. He discovered a surface examined containing spherical wave sources some distance away appeared like a flat wave surface; a plane wave front, but composed of the superposition of spherical wavelets. An example of such wave fronts are spherical surfaces of constant phase from a point source. These rays are lines that are normal to these wavefronts, and show the direction of energy flow at one particular point illustrated in Figure 267. This basic process occurs for as the duality property waves serve. In other words in essence all the particles in the universe and such examples are “spherical waves emanating from every point in a light source, such as a candle's flame illustrated in Figure 268. The sum of these manifold wavefronts predicts the distribution of the wave everywhere and at all times in the future (since sources continue to combine and form a new plane wave front). It's a sort of infinitesimal calculus for waves.” [211]
Intensity at Surface of Sphere

Imaginary Sphere area

\[ A = 4\pi R^2 \]

Every double in distance is a loss of 6 dB

Wavefronts expanding from point source

Plane Waves in the Far-Field

Rays are normal to wavefronts

Figure 267. Expansion of the wave front (geometrical spreading power loss). [212]

Figure 268. Examples of Huygen’s principle in everyday life. [213]

If for any reason one section of a wavefront has to slow down, the orientation of the wavefront has to rotate in the direction of that part that has slowed, leading to a change in direction of the wave, according to Huygens’ Principle. The simplest case is that of a plane wave. Imagine that one side of the wave slows down momentarily. Then the wavelets at a given point on that part of the wavefront produces
a wavefront that will be retarded compared to those produced on a part that is not slowed as indicated in Figure 269. Therefore, the direction of propagation will change accordingly. Differently, the result of interference is approximately what is seen on the right; a somewhat oval-shaped wavefront that propagates away from the gap. This happens because a lot of the wavefront has been blocked by the barrier; the points on the edges of the hole emit waves that bend round the edges. Before the wavefront strikes the barrier the wavefront generates another forward moving wavefront (applying Huygens ‘Principle). Once the barrier blocks most of the wavefront you can see that the forward moving wavefront bends around the slit because the secondary waves interfere and do not create a straight wavefront due to the blockage by the barrier. Thus, by employing Huygens ‘Principle you can see the effect is that the wavefronts are no longer straight lines. The easiest place to see such an effect is by observing waves in bodies of water large enough for something like plane waves to occur, rolling in toward shore as illustrated in Figure 269. From an elevated position you will see the wavefronts “bending around” obstacles such as man-made structures extending out into the water. Other examples of the discrete superposition between two point sources for different wavelengths and source separations are shown in. Thus, the four main types of wavefronts are shown below Figure 269. Other illustrations of wave interference for two sources are shown in Figure 270.

![Wavefront Diagram](image)

Figure 269. Examples of different ways of steering the wavefront. [213]
Figure 270. Optical interference between two point sources for different wavelengths and source separations. [214]

II.3.2 Diffraction

(a) Single slit

The expected value is almost surly the limit of a sample mean as the sample size grows to infinity (by the law of large numbers). Equation (93) represents this sensation mathematically by showing that a summation of all possible source locations in a linear random array provides a beampattern equivalent to a continuous line source as $N$ approaches infinity illustrated in Figure 271-Figure 273. This is explained in better detail using wave particle duality suggesting that all particles exhibit both wave and particle properties. Here demonstrates this perception showing a constructive and destructive interference behavior amongst a discrete number of particles whereas Figure 276 shows the same phenomena for a continuous distribution of sources. Essentially outgoing waves propagate from the aperture distribution in all radial directions such that the superposition of all the waves’ result in the observed pattern or characteristic function of wave propagation seen in TABLE 4 (Huygens' Principle). Moreover, characteristic functions of constructive and destructive interference measured some distance away from the source are a consequence of two properties of waves, diffraction and interference where it is common for these characteristic functions to be interchangeably called an interference pattern or a diffraction pattern. Both names are correct and both properties are required for the pattern to be observed, but for consistency these patterns will be identified as a diffraction pattern relating the characteristic function, mean valued power pattern and expected power pattern used throughout the rest of this dissertation. Supplementary examples of the illustrious process are provided in Figure 274-Figure 278.

For the limit $N$ does not approach infinity the aperture is no longer continuous; a common solution to this problem is the periodic solution. For the random scenario a permutation of the possible source positions induces a superposition of the waves’ such that some closely related subset of the
aggregate characteristic function is produced as shown in Table 4. For this reason a uniform distribution will present a steerable main beam at the expense of higher sidelobe levels, which is verified in Chapter XIV and for that reason it is suggested that at least a few hundred elements be utilized for the utmost effective probability of low sidelobe control.

Figure 271. Representation of constructive and destructive interference in waves.

Figure 272. Sources spaced continuously along a line of length \( L \) (even distribution).
These are also the same principles as to how a camera works.

More intuitive insight in regard to these characteristic functions can also be obtained by applying Huygens ‘Principle further. A visual representation of the beampattern can be observed by simply observing two point sources either close together or far apart (operating at the same wavelength and frequency). Therefore a series of diagrams label where places of constructive interference (peak meets a peak or trough meets a trough [red dot]) takes place and places where destructive interference (trough meets a peak [blue dot]) takes place for a series of separation lengths of the two sources relative to wavelength. Finally it is noted that troughs will enhance troughs, peaks will enhance peaks, and troughs and peaks will tend to cancel as shown.
Figure 275. Two sources spaced by half a wavelength apart.

Figure 276. Two sources spaced by a quarter wavelength apart.

The amount that the waves diffract depends on the wavelength. The case where the wavelength is smaller results in larger angles between the lines of constructive and destructive interference.

Figure 277. Two sources spaced by a three quarters of a wavelength apart.
Using the illustrations of Figure 275-Figure 278 shows that the narrower the separation is, the less diffraction there is and the larger the wavelength the more diffraction there is. It is also visually identified that the maximum directivity occurs for spacing $d \approx 3\lambda/4$.

Differently this process may be described as follows: first one samples the inhomogeneous wave equation with point sources.

$$\nabla^2 \psi + k^2 \psi = \sum \delta(\vec{r} - \vec{r}_n)$$

(772)

The solution of this equation at the origin is provided as

$$\psi = \frac{e^{-jk\vec{r}}}{4\pi \vec{r}}$$

(773)

Otherwise when the source is not located at the origin the solution is

$$\psi = \sum_{n=1}^{N} \frac{e^{-jk|\vec{r} - \vec{r}_n|}}{4\pi |\vec{r} - \vec{r}_n|}$$

(774)

Now approximating the solution not at the origin by the binomial expansion and assuming equal path loss (i.e. this is assumed to be compensated for during the post processing phase) the solution becomes

$$\psi = \left( \frac{e^{-jk\vec{r}}}{4\pi \vec{r}} \right) \sum_{n=1}^{N} e^{jk_n \cos \psi_n} \cos \psi_n = \hat{\psi} \cdot \left( \vec{r} \left( \theta, \phi \right) \right)$$

(775)

Now the element is out of phase by the angle $\psi = \sum_{n=1}^{N} e^{jk_n \cos \psi_n}$. Thus, if we ignore the common factor i.e. (reference element) for simplification and now steer the beam by imposing the linear steering factor $\cos \psi_{n0}$ we obtain $e^{jk_n \cos \left( \vec{r} \left( \theta, \phi \right) - \theta_0, \phi_0 \right)}$. Hence, the sources are now isotropic and in phase; they intersect at alternating maxima and minima. For multiple beams we phase half the aperture positive and half the
aperture 180 degrees out of phase (negative) causing the nulls and main beam to switch. Hence, the Fourier Transform is the superposition of the constructive destructive interference of the particle nature of the wave; easy to visualize in the Fraunhofer region. Also the expected value is the aggregate over all possible realizations of the aperture (with applicable convergence factor to a continuous distribution).

Last of all an odd distribution implies the odd Fourier transform such that the maxima and minima locations are interchanged as illustrated in Figure 279.

![Figure 279. Sources spaced continuously along a line of length L (odd distribution).](image)

(b) Double slit (diffraction gratings)

A diffraction grating is a set of parallel slits used to disperse light using Fraunhofer diffraction. If a plane wave of uniform amplitude feeds multiple slits a diffraction grading pattern is formed as Figure 280.

![Figure 280. Example of the diffraction grating out of multiple slits.](image)

Notice that at each order, there will be a spectrum containing the range of wavelength of the source, as each wavelength is deviated by a slightly different angle. Note that the zeroth order, \( m = 0 \) has no wavelength dependence, and so no separation of wavelengths occurs. Another view of this is provided
in Figure 281 and is a basic example of the periodic array solution with spacing greater than a wavelength producing multiple beams.

Figure 281. Diffraction of a monochromatic source out of two slits. [215]

This is also familiar to how a prism separates light. I.e. higher orders produce greater spreads in wavelength. These orders will overlap for example $\sin \theta_{\text{peak}}$ will be the same for $m=1$ and $\lambda=800\text{nm}$ as for $m=2$ and $\lambda=400\text{nm}$. At higher orders, spectra will overlap as illustrated in Figure 282!
Figure 282. Another example of the diffraction gratings of a monochromatic source. Essentially each mode off from broadside is lowered in intensity and follows the envelope of the linear random array characteristic function (sinc(X)). [215]

Hence, the results of a double slit are analogous to the effects of slit width and diffraction patterns as described. The further the point sources are separated the more diffraction gratings are seen to occur.

(c) Single slit feeding N slits

As described above a diffraction grating is a set of parallel slits used to disperse light using Fraunhofer diffraction. Now let there be N slits of width 2a, of which are centered at the origin and separated by a distance d. Thus, the wave function \( \psi \) of scalar diffraction theory is given by (776) [216] and simplified to a one dimensional traveling wave in the x direction by (777).

\[
\psi = C \int \int e^{-jkx'} dx' \sin \theta' d\theta' d\phi' \tag{778}
\]

\[
\psi = C \int e^{-jkx'} dx' \tag{779}
\]

Now for N slits of width 2a we can rewrite this as

\[
\psi = C \int e^{-jkx'} dx' = C \sum_{n=0}^{N-1} \int_{2nd-a}^{2nd+a} e^{-jkx'} dx' \tag{780}
\]

Now we define the length parameter
\[ q = \frac{kx}{A} \quad (781) \]

Then

\[
\psi = c \sum_{n=0}^{N-1} e^{-i\eta_{nd}} \int e^{-ja} dx' = -2c \sum_{n=0}^{N-1} e^{-i\eta_{nd}} e^{ja} - e^{-ja} \quad (782)
\]

\[
= 2ac \frac{\sin(qa)}{qa} \sum_{n=0}^{N-1} e^{-i\eta_{nd}}
\]

Now using

\[
\sum_{n=0}^{N-1} r^n = \frac{1 - r^N}{1 - r} \quad (783)
\]

\[
\sum_{n=0}^{N-1} e^{-i\eta_{nd}} = \frac{1 - e^{-i\eta_{qd}}}{1 - e^{-i\eta_{qd}}} = \frac{e^{-i\eta_{qd}} (e^{i\eta_{qd}} - e^{-i\eta_{qd}})}{e^{-i\eta_{qd}} - e^{i\eta_{qd}}} \quad (784)
\]

Gives

\[
\psi = 2ac \frac{\sin(qa) \sin(N\eta_{qd})}{qa \sin(\eta_{qd})} e^{-i\eta_{qd}(N-1)} \quad (785)
\]

So the resulting intensity function is given by

\[
\Lambda = |\psi|^2 = 4ac^2 \left| \frac{\sin(qa)}{qa} \right|^2 \left| \frac{\sin(N\eta_{qd})}{\sin(\eta_{qd})} \right|^2 \quad (786)
\]

Thus, this can be seen as pattern multiplication of a random array pattern multiplied by a periodic array pattern. This is the result of a single slit diffraction pattern feeding \( N \) periodic slits, of which induces a periodic array pattern. In other words the single slit diffraction pattern is identical to that of a random array since the wave is identical to say the slit is composed of an infinite number of sources whose pattern becomes the mean valued radiation pattern from the expected value. For the periodic slits each slit can also be thought of interchanging the wave with an infinite number of particles, but is separated by a periodic discontinuity in the field. The result is thus given by that of (786) and illustrated in Figure 283.
Last of all it should be noted for all of the patterns shown in this chapter it’s been assumed the conditions for interference are held true, but this is not always the case. Conditions for interference must be met such that: the sources must be coherent such that they maintain constant phase with respect to each other. Second the waves must have identical wavelengths (operate at the same frequency, i.e. be monochromatic sources).
APPENDIX III
MULTIPOLES

III.1 Multipole Moment Expansion

The goal of this section will be to introduce the theory of multipoles. Multipoles expansions are useful in exploiting the monopole, dipole, quadrupole, hexadecapole and higher order behaviors of radiation patterns.

To start this we will re-evaluate (43) and rewrite the inverse of (43) as follows

\[
|r - r'| = r \sqrt{1 + \left(\frac{r'}{r}\right)^2 - \frac{2r'}{r} \cos \varphi} = r \sqrt{1 + \delta}
\]

where \( \delta = \left(\frac{r'}{r}\right)^2 - \frac{2r'}{r} \cos \varphi \) (787)

thus

\[
\frac{1}{|r - r'|} = \frac{1}{r} (1 + \delta)^{-\frac{1}{2}}
\]

Using the binomial expansion this is expanded as such

\[
(1 + x)^n = 1 + nx + \frac{n(n-1)}{2!} x^2 + \frac{n(n-1)(n-2)}{3!} x^3 + \ldots
\]

\[
\therefore (1 + \delta)^{-\frac{1}{2}} = 1 - \frac{1}{2} \delta + \frac{(-1/2)(-3/2)}{2} \delta^2 + \frac{(-1/2)(-3/2)(-5/2)}{6} \delta^3 + \ldots
\]

(788)

This can also be rewritten as

\[
\frac{1}{|r - r'|} = \frac{1}{r} \left[ 1 - \frac{1}{2} \left( \frac{r'}{r} \right) \left( \frac{r'}{r} - 2 \cos \varphi \right) + \frac{3}{8} \left( \frac{r'}{r} \right)^2 \left( \frac{r'}{r} - 2 \cos \varphi \right)^2 - \frac{5}{16} \left( \frac{r'}{r} \right)^3 \left( \frac{r'}{r} - 2 \cos \varphi \right)^3 + \ldots \right]
\]

(789)

And after collecting terms this can be rewritten as (790) and in terms of Legendre polynomial as [218]

\[
\frac{1}{|r - r'|} = \frac{1}{r} \left[ 1 + \left( \frac{r'}{r} \right) \cos \varphi + \left( \frac{r'}{r} \right)^2 \left( \frac{3 \cos^2 \varphi - 1}{2} \right) + \left( \frac{r'}{r} \right)^3 \left( \frac{5 \cos^3 \varphi - 3 \cos \varphi}{2} \right) + \ldots \right]
\]

(790)

In compact notation this is written as

\[
\frac{1}{|r - r'|} = \frac{1}{r} \sum_{n=0}^{\infty} \left( \frac{r'}{r} \right)^n P_n(\cos \varphi) = \sum_{n=0}^{\infty} \left( \frac{r'}{r} \right)^n P_n(\cos \varphi)
\]

(791)
\[
\frac{1}{|r-r'|} = \frac{1}{r} \left[ P_0(\cos \psi) - \left( \frac{r'}{r} \right) P_1(\cos \psi) + \left( \frac{r'}{r} \right)^2 P_2(\cos \psi) - \left( \frac{r'}{r} \right)^3 P_3(\cos \psi) + \ldots \right]
\]

This can also be rewritten using the Legendre addition theorem.

\[
\frac{1}{|r-r'|} = \frac{4\pi}{2l+1} \sum_{m=-l}^{l} \frac{1}{r_{l+1}} P_l(\cos \psi) Y_{lm}(\theta, \phi) Y_{lm}^{*}(\theta', \phi')
\]

Therefore the electrostatic potential (voltage) can be calculated as follows

\[
V(\hat{r}) = \frac{1}{4\pi\epsilon_0} \sum_{l=0}^{\infty} \frac{1}{r_{l+1}} \int (r')^l P_l(\cos \psi) \rho(\hat{r}') d^3\hat{r}'
\]

\[
= \frac{1}{4\pi\epsilon_0} \sum_{l=0}^{\infty} \frac{4\pi}{(2l+1)} \frac{1}{r_{l+1}} \sum_{m=-l}^{l} Y_{lm}(\theta, \phi) \int (r')^l Y_{lm}^{*}(\theta', \phi') \rho(\hat{r}') d^3\hat{r}'
\]

In order to clean up this notation we defined

\[
C_{lm}(\theta, \phi) = \sqrt{\frac{4\pi}{2l+1}} Y_{lm}(\theta, \phi)
\]

And

\[
C_{lm}^{*}(\theta', \phi') = \sqrt{\frac{4\pi}{2l+1}} Y_{lm}^{*}(\theta', \phi')
\]

\[
Q_{lm} = \int r'^l C_{lm}(\theta', \phi') \rho(\hat{r}') d^3\hat{r}'
\]

\[
V(\hat{r}) = \frac{1}{4\pi\epsilon_0} \sum_{lm} \frac{1}{r_{l+1}} C_{lm}(\theta, \phi) Q_{lm}
\]

Or

\[
V(\hat{r}) = \frac{1}{4\pi\epsilon_0} \sum_{lm} \frac{\rho_l}{r_{l+1}}
\]

\[
\rho_l = \int r'^l P_l(\cos \psi) \rho(\hat{r}') d^3\hat{r}'
\]

It should be noted “if we have some axially-symmetric charge distribution at \( \hat{r}' \); with observation point \( \hat{r} \), then, we are able to expand the distribution in terms of multipoles, so that the scalar potential may be written:

\[
V(\hat{r}) = \frac{1}{4\pi\epsilon_0} \sum_{lm} \frac{\rho_l}{r_{l+1}}
\]

\[
\rho_l = \int r'^l P_l(\cos \psi) \rho(\hat{r}') d^3\hat{r}'
\]

If, however, the charge distribution is not axially-symmetric, then we must appeal to a sum over spherical harmonics, as opposed to Legendre polynomials.”
\[ V(\mathbf{r}) = \frac{1}{4\pi\epsilon_0} \sum_{lm} \frac{1}{\epsilon_{lm}} C_{lm}(\theta, \phi) Q_{lm} \]  

(801)

To make this solution more apparent in Cartesian coordinates one may show the path length using a Taylor expansion

\[ e^{-\frac{1}{r-r'}} = \frac{1}{r} \left( \frac{r}{r'} \right)^2 + \frac{1}{r^2} \left( \frac{r}{r'} \right)^3 + \ldots \]  

(802)

\[ \frac{1}{|r-r'|} = \frac{1}{r} \left( \frac{r}{r'} \right)^2 + \frac{1}{2r^3} \left( \frac{r}{r'} \right)^3 + \frac{5}{2r^4} \left( \frac{r}{r'} \right)^4 + \ldots \]  

(803)

In Cartesian coordinates each power of \((\mathbf{r}' \cdot \mathbf{r})\) can be expanded as

\begin{align*}
\langle \mathbf{r}' \cdot \mathbf{r} \rangle &= \langle \hat{x} x' + \hat{y} y' + \hat{z} z' \rangle \cdot (\hat{x} + \hat{y} + \hat{z}) = (x' + y' + z') \\
\langle \mathbf{r}' \cdot \mathbf{r} \rangle^2 &= \langle \hat{x} x' + \hat{y} y' + \hat{z} z' \rangle \\langle \hat{x} x' + \hat{y} y' + \hat{z} z' \rangle = (x' + y' + z')^2 \\
&= x'^2 + y'^2 + z'^2 + 2x'y' + 2x'z' + 2y'z' \\
\langle \mathbf{r}' \cdot \mathbf{r} \rangle^3 &= \langle \hat{x} x' + \hat{y} y' + \hat{z} z' \rangle \\langle \hat{x} x' + \hat{y} y' + \hat{z} z' \rangle^2 = (x' + y' + z')^3 \\
&= x'^3 + y'^3 + z'^3 + 3x'^2 y' + 3x'^2 z' + 3y'^2 x' + 3y'^2 z' + 3z'^2 x' + 3z'^2 y' + 6x'y'z' \\
\end{align*}  

\[ \frac{1}{|r-r'|} = \frac{1}{r} \left( \frac{r}{r'} \right)^2 + \frac{3 \langle \mathbf{r}' \cdot \mathbf{r} \rangle \cdot \mathbf{r} - r^2}{2r^3} + \frac{5 \langle \mathbf{r}' \cdot \mathbf{r} \rangle \langle \mathbf{r} \rangle - 3r^2}{2r^4} + \ldots \]  

(804)

Where

\[ \mathbf{r}' \otimes \mathbf{r}' = \mathbf{r}' \mathbf{r}' = \begin{pmatrix}
    x' \hat{x} \\
    y' \hat{y} \\
    z' \hat{z}
\end{pmatrix}
\]

\[ \mathbf{r} \otimes \mathbf{r} = \begin{pmatrix}
    x' \hat{x} \\
    y' \hat{y} \\
    z' \hat{z}
\end{pmatrix}
\]

\[ \mathbf{r}' \otimes \mathbf{r} = \begin{pmatrix}
    x'x' \hat{xx} & y'x' \hat{xy} & z'x' \hat{xz} \\
    x'y' \hat{yx} & y'y' \hat{yy} & z'y' \hat{yz} \\
    x'z' \hat{xz} & y'z' \hat{yz} & z'z' \hat{zz}
\end{pmatrix} 
\]

(805)

And
\( \vec{r} \cdot (\vec{r} \otimes \vec{r}) = \left[ \begin{array}{c} \hat{x} \\ \hat{y} \\ \hat{z} \end{array} \right] \cdot (\vec{r} \otimes \vec{r}) \cdot \left[ \begin{array}{c} \hat{x} \\ \hat{y} \\ \hat{z} \end{array} \right] \\
= \left[ \begin{array}{c} \hat{x} \\ \hat{y} \\ \hat{z} \end{array} \right] = \left[ \begin{array}{c} x' x'' \hat{x} \\ y' y'' \hat{y} \\ z' z'' \hat{z} \end{array} \right] \cdot \left[ \begin{array}{c} x' x'' \hat{x} \\ y' y'' \hat{y} \\ z' z'' \hat{z} \end{array} \right] \\
= \hat{x} (x' x' + y' y' + z' z') \cdot (x' y' + y' y' + z' z') \cdot \hat{y} (x' z' + y' z' + z' z') \cdot \hat{z} \\
= x'^2 + y'^2 + z'^2 + 2x'y' + 2x'z' + 2z'y' \\
(\vec{r} \otimes \vec{r}) \otimes \vec{r} = (\vec{r} \otimes \vec{r}) \cdot \vec{r} = \left[ \begin{array}{ccc} x' x'' & x' y'' & x' z'' \\ y' x'' & y' y'' & y' z'' \\ z' x'' & z' y'' & z' z'' \end{array} \right] \\
= \left[ \begin{array}{ccc} x' x'' & x' y'' & x' z'' \\ y' x'' & y' y'' & y' z'' \\ z' x'' & z' y'' & z' z'' \end{array} \right] \left[ \begin{array}{ccc} x' x'' & x' y'' & x' z'' \\ y' x'' & y' y'' & y' z'' \\ z' x'' & z' y'' & z' z'' \end{array} \right] \\
= \left[ \begin{array}{ccc} x'^2 & y'^2 & z'^2 \\ x' y'^2 & x' z'^2 & y' z'^2 \\ x' z'^2 & y' z'^2 & z'^2 \end{array} \right] \left[ \begin{array}{ccc} x'^2 & y'^2 & z'^2 \\ x' y'^2 & x' z'^2 & y' z'^2 \\ x' z'^2 & y' z'^2 & z'^2 \end{array} \right] \\
= \left[ \begin{array}{ccc} x'^2 + y'^2 + z'^2 + 2x'y' + 2x'z' + 2z'y' \end{array} \right] \left[ \begin{array}{c} x' x'' \hat{x} \\ y' y'' \hat{y} \\ z' z'' \hat{z} \end{array} \right] \\
\text{or} \left[ \begin{array}{ccc} 3x3 \text{Matrix} \end{array} \right] \\
(\vec{r} \otimes \vec{r}) \otimes \vec{r} = (\vec{r} \otimes \vec{r}) \cdot \vec{r} = x'^3 + y'^3 + z'^3 + 3x'^2 y' + 3x'^2 z' + 3y'^2 x' + 3y'^2 z' + 3z'^2 x' + 3z'^2 y' + 6x'y'z' \\
\text{since} \\
(\vec{r} \otimes \vec{r}) \otimes \vec{r} = x'^3 + y'^3 + z'^3 + 2x'y' + 2x'z' \\
= \left[ \begin{array}{c} x' x'' \hat{x} \\ y' y'' \hat{y} \\ z' z'' \hat{z} \end{array} \right] \\
= \left[ \begin{array}{c} x'^3 + x'^2 y' + x'^2 z' + x'y' \hat{x} + x' z' \hat{x} + 2x'y' \hat{y} + 2x'z' \hat{y} \end{array} \right] \\
\text{We can also write this as}
$$\frac{1}{|\bar{r} - r'|} = \frac{1}{r^2} \sum_{i, j, x, y, z} \hat{r}_{i,i} \cdot \hat{r}_{j} + \frac{1}{2! r^3} \sum_{i, j, x, y, z} \hat{r}_{i,i} \cdot \hat{r}_{j} + \frac{1}{3! r^4} \sum_{i, j, x, y, z} \hat{r}_{i,i} \cdot \hat{r}_{j} \cdot O_{ij}$$

expanding

$$Q_{ij} = 3(\hat{r}_{i,i} \cdot \hat{r}_{j}) + (3r_{i,i} r_{j} - r_{i,j}^2) \delta_{ij}$$

$$\bar{r} = \begin{bmatrix} r \sin \theta \cos \phi \\ r \sin \theta \sin \phi \\ r \cos \theta \end{bmatrix} = r \sin \theta \cos \phi \hat{x} + r \sin \theta \sin \phi \hat{y} + r \cos \theta \hat{z}$$

Similarly

$$O_{ij} = \sum_{i, j, x, y, z} \left( 15r_{i,i} r_{j} - 3r_{i,j}^2 (r_{i,j}^2 + r_{i}^2 + r_{j}^2) \right)$$

In terms of the electrostatic potential this can be generalized as

$$\frac{q}{4 \pi \varepsilon_0 |\bar{r} - r'|} = \frac{1}{4 \pi \varepsilon_0 |\bar{r} - r'|} \left[ \frac{q}{r} \sum_{i, j, x, y, z} \hat{r}_{i,i} \cdot \hat{r}_{j} + \frac{1}{2! r^3} \sum_{i, j, x, y, z} \hat{r}_{i,i} \cdot \hat{r}_{j} \cdot Q_{ij} + \frac{1}{3! r^4} \sum_{i, j, x, y, z} \hat{r}_{i,i} \cdot \hat{r}_{j} \cdot O_{ij} + \ldots \right]$$

where

$$q = \sum_{n=1}^{N} q_n$$

$$\hat{\rho} = \sum_{n=1}^{N} q_n r_{n,j}$$

$$Q_{ij} = \hat{r}_{i,i} \sum_{n=1}^{N} q_n \left( 3r_{n,i} r_{n,j} - r_{n,i}^2 \delta_{ij} \right)$$

$$O_{ij} = \hat{r}_{i,i} \hat{r}_{j} \sum_{n=1}^{N} q_n \left( 15r_{n,i} r_{n,j} - 3r_{n,i}^2 \left( r_{n,j}^2 + r_{n,k}^2 + r_{n,k}^2 \right) \delta_{ij} \right)$$

Where $q$, $\hat{\rho}$, $Q$, $O$ are known as a monopole, dipole, quadrupole and octupole moments respectively, and $\delta_{ij}$ is the Kronecker delta. “The multipole moments are symmetric tensors where the lowest order non-vanishing multipole is origin independent.” [219]-[224] It can also be seen that the quadrupole tensor is symmetric, real-valued and traceless thereby providing three real eigenvalues.

### III.2 Multipole Moments and the Real Spherical Harmonics

To compare the spherical multipole harmonics with the Cartesian multipole harmonics, we’ll look at the expressions for the spherical harmonic first.

$$q_\infty = \sqrt{\frac{4\pi}{2l+1}} \rho(\hat{x}^i)Y_{l}^m(\theta^i, \phi^i) d^3x' = \sqrt{\frac{4\pi}{4\pi}} \rho(\hat{x}^i) d^3x' = q$$

(812)
\[ V(\hat{r}) = \frac{q}{4\pi\varepsilon_0 r} \]  

(813)

This can also be found from the first term in the expression (811). Now with \( l = 1 \) (\( 1/r^2 \) term) there are three contributions with \( m = \pm 1 \) and 0. However, noting that

\[ q_{l,m} = \int \rho(x') (r') Y_{l,m}^* (\theta', \phi') d^3 x' \]

\[ = (-1)^m \int \rho(x') (r') Y_{l,m} (\theta', \phi') d^3 x' \]

(814)

\[ = (-1)^m q_{l,m} \]

As a consequence, there are only two values to calculate. With \( l = 1, m = 0 \)

\[ q_{10} = \frac{4\pi}{\sqrt{2+1}} \int \rho(x') r' Y_{1,0}^* (\theta', \phi') d^3 x' = \frac{4\pi}{\sqrt{3}} \int \rho(x') r' \frac{3}{4\pi} \cos \theta d^3 x' \]

(815)

In this formulation only the \( z \)-component of (811) was necessary. With \( l = 1, m = 1 \)

\[ q_{11} = \frac{4\pi}{\sqrt{3}} \int \rho(x') r' Y_{1,1}^* (\theta', \phi') d^3 x' = \frac{4\pi}{\sqrt{3}} \int \frac{3}{8\pi} \sin \theta e^{-i\phi} \rho(x') r' d^3 x' \]

(816)

\[ = \frac{\pi}{\sqrt{2}} (j\rho_r - \rho_z) \]

Thus the corresponding term for the potential is

\[ V(\hat{r}) = \frac{1}{4\pi\varepsilon_0 r^2} \sum_{m=-1}^{1} C_{lm} (\theta, \phi) q_{lm} = \frac{1}{4\pi\varepsilon_0 r^2} \left( q_{11} Y_{1,1} (\theta, \phi) + q_{10} Y_{1,0} (\theta, \phi) + q_{1-1} Y_{1,-1} (\theta, \phi) \right) \]

(817)

\[ = \frac{1}{4\pi\varepsilon_0 r^2} \left( \frac{1}{2} ( j\rho_r - \rho_z) (-\sin \theta) e^{i\phi} + \rho_r \cos \theta + \frac{1}{2} ( j\rho_r + \rho_z) (\sin \theta) e^{-i\phi} \right) \]

\[ = \frac{1}{4\pi\varepsilon_0 r^2} \left( \frac{1}{2} ( j\rho_r - \rho_z) (-\sin \theta) (\cos \phi + j\sin \phi) + \rho_r \cos \theta + \frac{1}{2} ( j\rho_r + \rho_z) (\sin \theta) (\cos \phi - j\sin \phi) \right) \]

Thus, we see that this solution consists of three independent values. These values are proportional to the real spherical harmonics of which are calculated as:

\[ V(\hat{r}) = \frac{1}{4\pi\varepsilon_0 r^2} \left( \frac{\hat{p}}{4\pi\varepsilon_0 r^2} \right) \]

(818)
\[ d_z = C_{10} Y^0 = \frac{4\pi}{3} \sqrt{\frac{3}{4\pi}} \frac{z}{r} \]
\[ d_r = C_{1r} \frac{1}{\sqrt{2}} (Y^{-1}_1 + Y^1_1) = \frac{4\pi}{3} \sqrt{\frac{3}{4\pi}} \frac{y}{r} \]
\[ d_s = C_{1s} \frac{1}{\sqrt{2}} (Y^{-1}_1 - Y^1_1) = \frac{4\pi}{3} \sqrt{\frac{3}{4\pi}} \frac{x}{r} \]
(818)

With \( l=2 \left( \frac{1}{r^3} \right) \) term we have \( m=2, 1 \) and \( 0 \). The multiple moment \( q_{20} \) is
\[ q_{20} = \frac{4\pi}{2l+1} \int \rho(x') (r')^2 Y_{20} d^3x' \]
\[ = \frac{1}{2} \int \rho(x') (r')^2 \left( 3 \cos^2 \theta' - 1 \right) d^3x' \]
\[ = \frac{1}{2} Q_{s3} \]
(819)
Where \( Q \) represents a discrete system of point charges each with charge \( q \) with position \( R = (r_1, r_2, r_3) \), which define \( Q_q = q \sum_i \left( 3r_i \cdot \cdot \cdot r_i^2 \frac{\delta}{\delta r_i} \right) \). Hence, this is the explanation as to why we used the \((3, 3)\) component. Similarly
\[ q_{21} = \frac{4\pi}{\sqrt{2l+1}} \int \rho(x') (r')^2 Y_{21} d^3x' \]
\[ = \frac{4\pi}{5} \int \rho(x') (r')^2 \left( \frac{15}{8\pi} e^{i\theta \sin \theta \cos \theta} \right) d^3x' = \frac{3}{2} \int \rho(x') (r')^2 e^{-i\theta \sin \theta \cos \theta} d^3x' \]
\[ = \frac{3}{2} \frac{1}{3} (JQ_{s3} - Q_{s3}) = \frac{1}{6} (JQ_{s3} - Q_{s3}) \]
(820)

And
\[ q_{22} = \sqrt{6} \frac{1}{\sqrt{12}} \frac{1}{\sqrt{12}} (Q_{s1} - Q_{s2} - 2jQ_{s3}) \]
\[ = \frac{1}{\sqrt{24}} (Q_{s1} - Q_{s2} - 2jQ_{s3}) \]
(821)

Up to this point there are three independent solutions of the charges \( q_{2m} \) being \( q_{20}, q_{21} \) and \( q_{22} \). Furthermore, each unique solution has a real and imaginary part and only provides five real numbers, but yet there are six independent values \( Q_q \) in general symmetric rank two tensor. Nonetheless, in this circumstance not all six values are independent \( Q_q \) is traceless, hence leaving only five independent solutions.
Thus, we see that this solution consists of five independent values. These values are proportional to the real spherical harmonics of which are calculated as:

\[
V(r) = \frac{1}{4\pi r^3} \sum_{m=0}^{3} C_{m}^{(\theta, \phi)} Q_{m} = \frac{1}{4\pi r^3} \sqrt{\frac{4\pi}{2l+1}} \left( q_{22} Y_{22}(\theta, \phi) + q_{21} Y_{21}(\theta, \phi) + q_{20} Y_{20}(\theta, \phi) + (-1)^{l} a_{l+1}^{(x)} (-y) Y_{l+1}^{(x)}(\theta, \phi) + (-1)^{l} a_{l+2}^{(y)} (-y) Y_{l+2}^{(y)}(\theta, \phi) \right)
\]

(822)

\[
= \frac{1}{4\pi r^3} \sqrt{\frac{4\pi}{2l+1}} \left( q_{22} Y_{22}(\theta, \phi) + q_{21} Y_{21}(\theta, \phi) + q_{20} Y_{20}(\theta, \phi) + (-1)^{l} a_{l+1}^{(x)} (-y) Y_{l+1}^{(x)}(\theta, \phi) + (-1)^{l} a_{l+2}^{(y)} (-y) Y_{l+2}^{(y)}(\theta, \phi) \right)
\]

\[
= \frac{1}{4\pi r^3} \sqrt{\frac{4\pi}{2l+1}} \left( \frac{1}{\sqrt{24}} (Q_{21} - Q_{22} - 2jQ_{23}) \frac{1}{4} - \frac{15}{2 \sqrt{2\pi}} e^{i\phi} \sin^2 \theta + \frac{1}{\sqrt{24}} (Q_{21} - Q_{22} + 2jQ_{23}) \frac{1}{4} - \frac{15}{2 \sqrt{2\pi}} e^{-i\phi} \sin^2 \theta + \right.
\]

\[
\left. \frac{1}{2} Q_{33} \left( 3 \cos^2 \theta - 1 \right) \right)
\]

(822)
\[ d_{x'} = C_0 y_z' = \sqrt{\frac{4\pi}{5}} \left( \frac{5}{2} x^2 - x^2 - y^2 \right) = 2 \frac{2x^2 - x^2 - y^2}{r^2} \]

\[ d_{y'} = \sqrt{\frac{4\pi}{5}} \left( \frac{1}{2} y_z' \right) = 2 \frac{15 y z}{2} \frac{2}{r^2} \]

\[ d_{z'} = \sqrt{\frac{4\pi}{5}} \left( \frac{1}{2} y_z' \right) = \frac{\sqrt{6 y z}}{2} \frac{2}{r^2} \]

\[ d_{x'y'} = \sqrt{\frac{4\pi}{5}} \left( \frac{1}{2} y_z' \right) = \frac{\sqrt{6 x^2}}{4} \frac{2}{r^2} \]

### III.3 Multipole Moment Summary

The Potential \( V(\vec{r}) \) of the charge distribution \( \rho(\vec{r}') \) can be written as by the Coulomb kernel as

\[ V(\vec{r}) = \int d\vec{r} T(\vec{r} - \vec{r}') \rho(\vec{r}') \tag{824} \]

This can be expanded further by a Taylor series around \( \vec{r}' = 0 \) \((|\vec{r}'| < r)\). Taylor expansion of the Coulomb kernel

\[ T(\vec{r} - \vec{r}') = -\frac{1}{r} + \frac{1}{2!} \vec{r}_a \vec{r}_b \vec{r}_c \frac{1}{r} \]

\[ \ldots \tag{825} \]

Now the Cartesian Coulomb interaction tensors are found as

\[ T(\vec{r}) = \frac{1}{r} \tag{826} \]

\[ T_{a\beta}(\vec{r}) = \vec{r}_a \vec{r}_b \frac{1}{r} \tag{827} \]

\[ T_{a\beta\gamma}(\vec{r}) = \vec{r}_a \vec{r}_b \vec{r}_c \frac{1}{r} \tag{828} \]

\[ T_{a\beta\gamma\delta}(\vec{r}) = \vec{r}_a \vec{r}_b \vec{r}_c \vec{r}_d \frac{1}{r} \tag{829} \]

Where the electrostatic potential now takes the form

\[ V(\vec{r}) = T(\vec{r}) \int d\vec{r}' \rho(\vec{r}') - T(\vec{r}) \int d\vec{r}_a \rho(\vec{r}') + \frac{1}{2!} T_{a\beta}(\vec{r}) \int d\vec{r}_a \rho(\vec{r}') - \frac{1}{3!} T_{a\beta\gamma}(\vec{r}) \int d\vec{r}_a \rho(\vec{r}') + \ldots \tag{831} \]

This sets up the derivation of the multipole moments of the charge distribution as

\[ q = \int d\vec{r} \rho(\vec{r}) \tag{832} \]

\[ m_a = \int d\vec{r}_a \rho(\vec{r}) \tag{833} \]
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Where in Cartesian coordinates the multipole expansion of the potential is written as

\[ V(r) = qT(r) \int d\vec{r} \rho(\vec{r}) - m_0 T_0(r) + \frac{1}{2!} Q_{\alpha\beta} T_{\alpha\beta}(r) - \cdots - \frac{(-1)^n}{n!} \xi_{\alpha\beta\gamma\delta} T_{\alpha\beta\gamma\delta}(r) \]  

Thus, the details of the charge distribution in the volume are encoded into the multipoles \( Q_{lm} \), such that: L=0 is the monopole moment (\( 2^0=1 \) charges), L=1 is the dipole moment (\( 2^1=2 \) charges), L=2 is the quadrupole moment (\( 2^2=4 \) charges), L=3 is the Octupole moment (\( 2^3=8 \) charges). Moreover, the far field potential is dominated by the first non-zero moment and represents the typical region of interest, i.e. the Fraunhofer region of the antenna pattern measurement. Last of all visual representation of the permutations of monopole, dipole, and quadrupole moments are shown below in Figure 284.
Integration of a plane wave over a spherically symmetric volume can be expressed as an integration of the sum of spherical waves as

\[ \frac{1}{V} \int_0^{2\pi} \int_0^\pi e^{jkr} = \frac{1}{V} \sum_{n=0}^{\infty} \int_0^{2\pi} \int_0^\pi (j)^n (2l+1)j_i(kr)P_l(\cos\psi) r^2 \sin\theta d\theta d\phi \] (838)

Furthermore, it was previously shown that the spherical Hankel function of order zero \( h_0 \) represents the spherically symmetric wave field. Therefore upon integrating the zeroth order mode one obtains

\[ 3\text{Tinc}(k) = \frac{3}{4\pi} \int_0^{2\pi} \int_0^\pi e^{jkr} = \frac{3}{4\pi} \int_0^{2\pi} \int_0^\pi (j)^0 (2l+1)j_i(kr)P_l(\cos\psi) r^2 \sin\theta d\theta d\phi \] (839)

The Greens function of a finite spherical point source is calculated as

\[ e^{-jkr-r_0} = jk \sum_{n=0}^{\infty} j_i(kr')h_0(kr) \sum_{m=-l}^{l} Y_{m\theta}(\theta,\phi)Y_{m\theta}'(\theta',\phi') \] (840)

For a theoretical point source we can calculate its far-field distribution by keeping the dominant term \( n=0 \)

\[ e^{-jkr-r_0} \approx jk \sum_{n=0}^{\infty} j_i(kr')h_0(kr) \sum_{m=-l}^{l} Y_{m\theta}(\theta,\phi)Y_{m\theta}'(\theta',\phi') = \frac{jk}{4\pi} \left( \frac{\sin(kr')}{kr'} \right) \left( -j \frac{e^{j\psi}}{kr} \right) \] (841)

And for multiple sources or sources offset from the origin we use a second order approximation for phase (43) and a first order approximation for path loss such that

\[ e^{-jkr-r_0} \approx e^{-jkr} e^{jkr'\cos\psi} \] (842)

This result is the mathematical description of a plane wave. It can be expanded by the Jacobi-Anger expansion which is useful in converting an expansion of plane waves into a series of cylindrical waves.

\[ e^{jz\cos\psi} = \sum_{n=-\infty}^{\infty} J_n(z)e^{jn\psi} \] (843)

And for integer \( n \) the expansion becomes

\[ e^{jz\cos\psi} = J_0(z) + 2 \sum_{n=1}^{\infty} j^n J_n(z)\cos(n\theta) \] (844)
Therefore, we have seen that the monopole moment of a point source Green's function is given to be the familiar plane wave function of which can be transformed/expanded as a superposition of cylindrical waves. From this result we observe the far-field diffraction pattern composed of its cylindrical wave basis functions as:

\[ \frac{e^{-jkr}}{4\pi r} \int_0^{2\pi} \int_0^1 J_0(kr') + 2 \sum_{l=1}^{\infty} J_l(kr') \cos(l\theta') \, r' \, dr' \]

\[ = \frac{e^{-jkr}}{4\pi r} \int_0^{2\pi} \frac{J_1(k)}{k} + \sum_{l=1}^{\infty} 2^{-l} e^{\frac{ikr'}{2}} \sin(l\theta') \Gamma \left( 1 + \frac{l}{2}, \{ 2 + \frac{l}{2} \} \right) \, d\theta' \]

\[ = \frac{e^{-jkr}}{4\pi r} \int_0^{2\pi} \frac{J_1(k)}{k} \left( 2\pi + \sum_{l=1}^{\infty} 2^{-l} e^{\frac{ikr'}{2}} \sin(l\theta') \Gamma \left( \frac{1}{2}, \{ 2 + \frac{l}{2} \} \right) \right) \, d\theta' \]

\[ = \frac{e^{-jkr}}{2r} J_1(k) \{ \text{since } l \in \mathbb{Z} \rightarrow \sin(2l\pi) = 0 \} \]

Interestingly we see that the diffraction pattern of the \( n=0 \) mode is equivalent to that diffraction pattern of a circular random array. This is also true since the term is also angled independently. Consequently, this represents a uniform plane wave incident upon a circular aperture.

Alternatively, a plane wave can be expressed as a sum of spherical waves. This time (246) is expanded by the by converting an expansion of plane waves into a series of spherical waves.

\[ e^{jkr} = 4\pi \sum_{l,m} (j_j) Y_{lm} (\theta, \phi) Y_{lm}^*(\theta', \phi') \]

or for a axially symmetric term

\[ e^{jkr} = \sum_{l=0}^{\infty} (j_l) (2l+1) j_l (kr') \rho (\cos \psi) \]

And for \( I = 0 \) (250) reduces to

\[ e^{jkr} Y_{lm} \xrightarrow{\text{monopole moment}} J_0 (kr') \]

Now integrating the monopole moment over a spherical volume one obtains

\[ \frac{e^{-jkr}}{4\pi r} \int_0^{2\pi} \int_0^1 J_0(kr') r' \sin \theta' d\theta' d\phi' dr' = \frac{J_1(k)}{k} e^{-jkr} \]

The associated diffraction pattern is shown below in Figure 285.
Again we see that the diffraction pattern of the n=0 mode is equivalent to that diffraction pattern of a spherical random array. This is also true since the term is angle independent. This consequently represents a uniform plane wave incident upon a spherical aperture.

This time keeping the monopole (l=0) and dipole (l=1) terms the approximation becomes
\[ e^{-j|\mathbf{r}|} = \frac{jk}{|\mathbf{r}|} \sum_{m=-\infty}^{\infty} j_{m}(kr) \left( e^{jkr} \right) \sum_{m=-\infty}^{\infty} J_{m}(\theta) Y_{m}^{*}\left(\theta',\phi'\right) \]

\[ = \left[ j_{0}(kr) h_{0}(kr) J_{00}(\theta,\phi) Y_{00}^{*}(\theta',\phi') + j k_{1}(kr) h_{1}(kr) Y_{10}(\theta,\phi) Y_{10}^{*}(\theta',\phi') + \right. \]

\[ \left. \right] \]

\[ = \left[ \sin(kr') \csc kr' \frac{e^{ikr}}{kr'} \right] Y_{0}\left(\theta,\phi\right) Y_{00}^{*}(\theta',\phi') + \]

\[ = \left[ \sin(kr') \cos(\theta) - \frac{\cos(kr')}{(kr')^{2}} \right] \frac{e^{ikr}}{(kr')} \left[ \left( \frac{r'}{3r} \right) \left( \frac{r'}{3r} \right) \right] Y_{00}(\theta,\phi) Y_{00}^{*}(\theta',\phi') + \]

\[ = \left[ \sin(kr') \cos(\theta) - \frac{\cos(kr')}{(kr')^{2}} \right] \frac{e^{ikr}}{(kr')} \left[ \frac{r'}{3r} \right] Y_{00}(\theta,\phi) Y_{00}^{*}(\theta',\phi') + \]

\[ \approx \frac{e^{ikr}}{r} \left( 1 Y_{00}(\theta,\phi) Y_{00}^{*}(\theta',\phi') + \frac{r'}{3r} \left( \frac{r'}{3r} \right) \frac{r'}{3r} \right) \{ \text{dipole source} \} \]

\[ \text{where } J_{m} \approx \frac{1}{\Gamma(\alpha + 1)} \left( \frac{z}{2} \right)^{\alpha} \text{ is used to simplify} \]

\[ \frac{\sin(kr')}{kr'} \approx 1 \]

\[ \frac{\sin(kr') \cos(\theta) - \cos(kr')}{(kr')^{2}} \approx \frac{kr'}{3} \]

\[ J_{0}(x) = \frac{\pi}{2x} J_{0}(1/2)(x) \]

\[ J_{1}(x) = \frac{\pi}{2x} J_{1/2}(x) \approx \frac{\pi}{2x} \left( x/2 \right)^{3/2} = \frac{x}{3} \]

\[ \Gamma(5/2) = \frac{3\sqrt{\pi}}{4} \]

\[ J_{2}(x) = \frac{\pi}{2x} J_{3/2}(x) \approx \frac{\pi}{2x} \left( x/2 \right)^{5/2} = \frac{\pi}{2x} \frac{8}{15} \left( x/2 \right)^{5/2} \approx \frac{x^{2}}{15} \]

\[ \Gamma(7/2) = \frac{15\sqrt{\pi}}{8} \]

Now expanding a plane wave in into cylindrical harmonics and finding its far field contribution is calculated as:
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\[
\frac{e^{i|\mathbf{r'} - \mathbf{r}|}}{|\mathbf{r'} - \mathbf{r}|} \approx \frac{e^{i\mathbf{r'}}}{r} \mathbf{e}^{i\mathbf{r'}} \cos \psi \begin{pmatrix}
Y_{00} (\theta, \phi) Y_{00}^{*} (\theta', \phi') + \\
\frac{Y_{1-1} (\theta, \phi) Y_{1-1}^{*} (\theta', \phi')}{{3r}} \\
Y_{00} (\theta, \phi) Y_{00}^{*} (\theta', \phi') + \\
Y_{11} (\theta, \phi) Y_{11}^{*} (\theta', \phi')
\end{pmatrix}
\]

\[
e^{i\mathbf{r'}} \left[ J_0 (kr') + 2 \sum_{l=1}^{\infty} j^l J_l (kr') \cos (l\phi') \right] \left( \frac{1}{4\pi} P_0 (\cos \phi') + \frac{r'}{3r} (kr + j) \left( \frac{3}{4\pi} \right) P_1 (\cos \phi') \right)
\]

\[
= \frac{1}{4\pi} \frac{e^{i\mathbf{r'}}}{r} \left[ J_0 (kr') + 2 \sum_{l=1}^{\infty} j^l J_l (kr') \cos (l\phi') \left( 1 + \frac{r'}{r} (kr + j) \cos \phi' \right) r' dr' d\phi' d\theta' + \right]
\]

\[
= \frac{1}{4\pi} \frac{e^{i\mathbf{r'}}}{r} \left[ 2 \sum_{l=1}^{\infty} j^l J_l (kr') \cos (l\phi') r' dr' d\phi' d\theta' + \right]
\]

\[
= \frac{1}{4\pi} \frac{e^{i\mathbf{r'}}}{r} \left[ 4 \pi \frac{J_1 (k)}{k} + 2 \frac{(kr + j)}{r} \left( 2 k l_j (k) - \pi J_1 (k) H_0 (k) + \pi J_0 (k) H_1 (k) \right) \frac{2}{2k} \int_0^\infty \cos (\phi') d\phi' \right]
\]

\[
= \frac{e^{i\mathbf{r'}}}{4\pi r} \left[ \frac{4 \pi J_1 (k)}{k} + \frac{4 \pi J_1 (k)}{r} (kr - 1) \frac{J_2 (k)}{k} \right]
\]

\[
= \frac{e^{i\mathbf{r'}}}{4\pi r} \left[ \frac{4 \pi J_1 (k)}{k} + \frac{4 \pi J_1 (k)}{r} (kr - 1) \frac{J_2 (k)}{k} \right]
\]

Alternatively for a spherical wave this result is calculated.
The associated diffraction pattern is shown below in Figure 286.
Isolating the dipole moment such that

\[
\begin{align*}
\frac{1}{4\pi} & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{00}^* (\theta', \phi') Y_{00} (\theta, \phi) Y_{00}^* (\theta', \phi') \sin \theta' d\theta' d\phi' = 1 \\
\frac{3\cos^2 \theta}{4\pi} & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{1,0} (\theta', \phi') Y_{1,0} (\theta, \phi) Y_{1,0}^* (\theta', \phi') \sin \theta d\theta d\phi = 0 \\
0 & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{0,0}^* (\theta', \phi') Y_{1,0} (\theta, \phi) Y_{1,0}^* (\theta', \phi') \sin \theta d\theta d\phi = 0 \\
0 & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{1,0} (\theta', \phi') Y_{0,0}^* (\theta, \phi) Y_{0,0}^* (\theta', \phi') \sin \theta d\theta d\phi = 0 \\
0 & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{1,0}^* (\theta', \phi') Y_{1,0} (\theta, \phi) Y_{1,0}^* (\theta', \phi') \sin \theta d\theta d\phi = 0 \\
0 & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{1,0} (\theta', \phi') Y_{1,0}^* (\theta, \phi) Y_{1,0} (\theta', \phi') \sin \theta d\theta d\phi = 0 \\
0 & \int_{\theta_0}^{\theta_1} \int_{\phi_0}^{\phi_1} (\theta, \phi) Y_{1,0} (\theta', \phi') Y_{1,0}^* (\theta, \phi) Y_{1,0}^* (\theta', \phi') \sin \theta d\theta d\phi = 0
\end{align*}
\]
\[
\frac{e^{-jkr}}{r} = \sum_{i=0}^{\infty} j_0(kr')h_i(kr) \sum_{m=-i}^{i} Y_{m}(\theta, \phi)Y_{m}^*(\theta', \phi') + \\
= jk j_1(kr')h_1(kr) [Y_{1,1} (\theta, \phi)Y_{1,1}^*(\theta', \phi') + ] + \\
j^2 k^2 j_0(kr')h_0(kr) [Y_{0,0} (\theta, \phi)Y_{0,0}^*(\theta', \phi') + ] + \\
j^2 k^2 j_2(kr')h_2(kr) [Y_{2,2} (\theta, \phi)Y_{2,2}^*(\theta', \phi') + ] + \\
j^2 k^2 j_1(kr')h_1(kr) [Y_{1,1} (\theta, \phi)Y_{1,1}^*(\theta', \phi') + ] + \\
j^2 k^2 j_0(kr')h_0(kr) [Y_{0,0} (\theta, \phi)Y_{0,0}^*(\theta', \phi') + ] + \\
j^2 k^2 j_2(kr')h_2(kr) [Y_{2,2} (\theta, \phi)Y_{2,2}^*(\theta', \phi') + ]
\]

\{dipole source\}

\[
\frac{e^{-jkr}}{r} \approx \frac{e^{jkr} \cos \phi}{r} - \frac{e^{jkr} \sin \phi}{r}
\]

\[
= \frac{e^{jkr} \cos \phi}{r} - \frac{e^{jkr} \sin \phi}{r}
\]

\[
= \frac{e^{jkr} \cos \phi}{r} - \frac{e^{jkr} \sin \phi}{r}
\]

\[
= \frac{e^{jkr} \cos \phi}{r} - \frac{e^{jkr} \sin \phi}{r}
\]
However, instead of truncating this series for solely a plane wave it can be used to allow for all modes such that

\[
\sum_{\ell=0}^{2}\sum_{m=-\ell}^{\ell} Y_{\ell m}(\theta, \phi)Y_{\ell m}^*(\theta', \phi')Y_{\ell m}(\theta, \phi)Y_{\ell m}^*(\theta', \phi')\sin\theta'd\theta'd\phi' = \frac{5(1+3\cos(2\theta))^2}{64\pi} \tag{854}
\]
\[
\int_{0}^{2\pi} \int_{-\pi}^{\pi} \sum_{j=0}^{\infty} \sum_{k=-j}^{j} jk_j(kr^2) h^{(1)}_l(kr) Y_l^m(\theta, \phi) Y_l^{m*}(\theta', \phi') \sin \theta' d\theta' d\phi' \\
= \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \int_{0}^{\infty} \int_{-\pi}^{\pi} Y_l^m(\theta, \phi) Y_l^{m*}(\theta', \phi') r^{l+1} \sin \theta \sin \theta' d\theta d\phi \\
= \sum_{l=0}^{\infty} h^{(1)}_l(kr) \frac{4\pi}{2l+1} \delta_l \delta_{m,m'} \int_{0}^{\infty} jk_j(kr^2) r^{l+1} dr' \\
= 4\pi \sum_{l=0}^{\infty} h^{(1)}_l(kr) \int_{0}^{1} jk_j(kr^2) r^{l+1} dr' \\
\]

where
\[
\int_{0}^{2\pi} \int_{-\pi}^{\pi} Y_l^m(\theta, \phi) Y_l^{m*}(\theta', \phi') \sin \theta' d\theta' d\phi' = \frac{4\pi}{2l+1} \delta_l \delta_{m,m'}.
\]

Thus,
\[
\int_{0}^{2\pi} \int_{-\pi}^{\pi} \sum_{j=0}^{\infty} \sum_{k=-j}^{j} jk_j(kr^2) h^{(1)}_l(kr) \\
\sum_{m=-l}^{l} Y_l^m(\theta, \phi) Y_l^{m*}(\theta', \phi') \sin \theta' d\theta' d\phi' \\
= \frac{j2^{5/2}k^{l+\pi} \Gamma \left( \frac{3+l}{2} \right) h^{(1)}_l(kr) \left[ \hat{r}_1 \right] \left[ \hat{r}_2 \right] \left[ \frac{5+l}{2} \right] \left[ \frac{3+l}{2} \right] \left[ \frac{3+l}{2} \right] \left[ \frac{3+l}{2} \right] \frac{k^2}{4} \right] }{\sqrt{kr}} \\
\]

The results of this are equivalent in explanation to the multipole moments. The l=0 moment is the monopole, m=1 (dipole), m=2 (quadrupole), m=3 (octupole), m=4 (hexadecapole). The monopole moment is calculated as follows.

For l=0 then m must equal 0:
\[
\int_{0}^{1} jk_j(kr^2) h^{(1)}_l(kr) r^{l+1} dr' = \int_{0}^{1} jk_j(kr^2) (-kr \sin k + k \cos k) r^{l+1} dr' = \frac{4\pi e^{-ir}}{r} j_l(k) (kr) r^{l+1} dr' \\
= 4\pi \frac{e^{-ir}}{r} j_l(k) \left( -kr \sin k + k \cos k \right) \frac{k^{l+\pi} \Gamma \left( \frac{3+l}{2} \right) h^{(1)}_l(kr) \left[ \hat{r}_1 \right] \left[ \hat{r}_2 \right] \left[ \frac{5+l}{2} \right] \left[ \frac{3+l}{2} \right] \left[ \frac{3+l}{2} \right] \left[ \frac{3+l}{2} \right] \frac{k^2}{4} \right] }{\sqrt{kr}} \\
\]

where
\[
j_l(k) = \frac{\sin k}{k^2} \frac{\cos k}{k} \\
\]

Normalizing this we obtain
\[
\frac{4\pi e^{-ir}}{V} \text{tinc}(k) = \frac{e^{-ir}}{3\text{tinc}(k)} \\
\]

The dipole moment:

For l=1 then m can be -1, 0 and 1. Therefore
Normalizing this we obtain

The quadrupole moment:

For \( l = 2 \) then \( m \) can be -2, -1, 0, 1 and 2. Therefore

\[
\int_{0}^{1} \sum_{m=1}^{l} \frac{4\pi}{4+1} j_{l}^{(1)}(kr') \delta_{m,m} r'^{2} \, dr' = \frac{4\pi}{3} \int_{0}^{1} j_{l}^{(1)}(kr')(kr'(1+1+1) r'^{2} \, dr' \\
= 4\pi \int_{0}^{1} j_{l}^{(1)}(kr')(kr') r'^{2} \, dr' \\
= 4\pi \int_{0}^{1} j_{l}^{(1)}(kr') e^{i\alpha} (kr') r'^{2} \, dr' \\
= 4\pi \int_{0}^{1} j_{l}^{(1)}(kr') e^{i\alpha} (kr') r'^{2} \, dr' \\
= 4\pi \int_{0}^{1} j_{l}^{(1)}(kr') e^{i\alpha} (kr') r'^{2} \, dr' \\
= e^{i\alpha} (-1 + jkr)(-2 + 2 \cos k + k \sin k) \frac{1}{k^{2}r^{2}}
\]

where

\[
Si(k) = \int_{0}^{1} \sin x \, dx
\]
APPENDIX V

GREEN’S FUNCTION OF A POINT SOURCE

The Green’s Function for the Helmholtz’ Equation satisfies the following PDE solution: Where \( \bar{x} \) denotes the set of variables, e.g., \( \bar{x}=(x,y,z) \).

\[
L \Phi(\bar{x}) = f(\bar{x}) \tag{861}
\]

where

\[
L = \nabla^2 + \beta^2,
\]

\[
\Phi(\bar{x}) = \bar{A},
\]

\[
f(\bar{x}) = -\mu \bar{J}
\]

Suppose also that a Green’s function it allows for the integral solution (Appendix)

\[
\Phi(\bar{x}) = \iiint G(\bar{x},\bar{x}’) \cdot f(\bar{x}’)d\bar{v}’ \text{ or }
\]

\[
A_q(P) = \iiint G(P,Q) \left[ -\mu J(Q) \right] d\bar{v}_a \tag{862}
\]

Applying the operator \( L \) to both sides of (862), leads to

\[
L \Phi(\bar{x}) = \iiint L \left[ G(\bar{x},\bar{x}’) \right] \cdot f(\bar{x}’)d\bar{v}’ = f(\bar{x})
\]

\[
\left( \nabla^2 + \beta^2 \right) \bar{A} = \iiint \left[ \nabla^2 + \beta^2 \left[ G(P,Q) \right] \right] \cdot -\mu J(Q) d\bar{v}_a = -\mu J(P) \tag{863}
\]

From (863), we conclude that the Green’s function must satisfy the same PDE as \( \Phi \) with a point source described by Dirac’s delta condition:

\[
L G(\bar{x},\bar{x}’) = \delta(\bar{x} - \bar{x}’) \text{ or }
\]

\[
\left( \nabla^2 + \beta^2 \right) \left[ G(P,Q) \right] = \delta(P - Q)
\]

such that

\[
\delta(P - Q)_{q,p} = 1
\]

\[
\delta(P - Q)_{q,p} = 0
\]

Such that

Here, \( \delta(\bar{x} - \bar{x}’) \) is Dirac’s delta function in 3-D space, e.g.,

\[
\delta(\bar{x} - \bar{x}’) = \delta(x-x’)\delta(y-y’)\delta(z-z’)
\]

. If the Green’s function of the problem is known, the construction of an integral is possible via (862).

Now the Green’s function for the Helmholtz equation in open space must satisfy

\[
\nabla^2 G + \beta^2 G = \delta(x-x’)\delta(y-y’)\delta(z-z’)
\]

\[
\tag{865}
\]
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Together with the scalar radiation condition (see Appendix)

\[
\lim_{r \to \infty} \left( \frac{\partial G}{\partial r} + j\beta G \right) = 0
\]  

(866)

If the source is centered at the origin of the coordinate system i.e., \( x' = y' = z' = 0 \). Integrate (865) within a sphere with its center at \((0,0,0)\) and a radius \( R \) as shown in Figure 287:

Figure 287. Example of a source with volume \( V \) bounded by surface area \([S]\).

\[
\iiint_V \nabla^2 G \, dv + \iiint_{\partial V} \beta' G \, ds = 1
\]  

(867)

The function \( G \) is due to a point source and thus has a spherical symmetry, i.e; it depends on \( r \) only. The Laplacian \( \nabla^2 \) in spherical coordinates is reduced to derivatives with respect to \( r \) only:

\[
\frac{d^2 G}{dr^2} + \frac{2}{r} \frac{dG}{dr} + \beta^2 G = \delta(x)\delta(y)\delta(z)
\]  

(868)

Everywhere except at the point \((x,y,z)\), \( G \) must satisfy the homogeneous equation

\[
\frac{d^2 G}{dr^2} + \frac{2}{r} \frac{dG}{dr} + \beta^2 G = 0
\]  

(869)

Whose solution for outgoing waves is well known (Appendix):

\[
G(r) = C \left( \frac{e^{-jkr}}{r} \right)
\]

Here, \( C \) is a constant to be determined. Consider first the integral from (867)

\[
I_i = \iiint_V \beta^2 C \left( \frac{e^{-i\beta r}}{r} \right) \, dv = \iiint_{0,0,0}^{R,2\pi,2\pi} \beta^2 C \left( \frac{e^{-i\beta r}}{r} \right) r^2 \sin\theta d\theta d\phi dr
\]  

(870)

\[
\Rightarrow I_i (R) = j4\pi C \left( \frac{e^{-j\beta R} + \frac{1}{j\beta} - \frac{1}{j\beta}}{j\beta} \right)
\]  

(871)
To evaluate the integral in the point of singularity \((0,0,0)\), we let \(R \to 0\), i.e., we let the sphere collapse into a point. We see that

\[
\lim_{R \to 0} I_1(R) = 0
\]  

(872)

Secondly, consider the other integral in (867),

\[
l_2 = \iiint \nabla^2 G \, dv = \iiint \nabla \cdot (\nabla G) \, dv = \iiint \nabla G \cdot ds
\]  

(873)

Here \(d\vec{s} = R^2 \sin \theta d\theta d\phi dr \hat{r}\) is a surface element on \(S\), and

\[
\nabla G = \frac{\partial G}{\partial r} \hat{r} = -C \left( jk e^{-jkr} + \frac{e^{-jkr}}{r^2} \right) \hat{r}
\]

(874)

\[
\Rightarrow I_2(R) = -C \left( jk R \cdot e^{-jkR} + e^{-jkR} \right) \int_0^{2\pi} \int_0^\pi \sin \theta d\theta d\phi
\]

(875)

\[
\lim_{R \to 0} I_2(R) = -\frac{1}{4\pi}
\]

Finally,

\[
G(r) = \frac{e^{-jkr}}{4\pi r}
\]

(876)

It is not difficult to show that in the general case when the source is at a point \(Q(x',y',z')\),

\[
\nabla^2 G + \beta^2 G = \delta(x-x')\delta(y-y')\delta(z-z')
\]

(877)

\[
G(P,Q) = \frac{e^{-jkpq}}{4\pi R_{pq}}
\]

(878)

Where \(R_{pq}\) is the distance between the observation point \(P\) and the source point \(Q\).

\[
R_{pq} = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2}
\]

(879)

The solution of (876) is also shown in the form of the Green’s function is shown as a series of orthonormal functions. The most appropriate orthonormal functions would be those that satisfy the boundary conditions by using the Sturm-Liouville operator.
APPENDIX VI

GENERALIZED GREEN’S FUNCTION METHOD

The presentation of Green’s first and second identities in the previous section provide enough information for us to develop a generalized Green’s function method of $\phi$ and the partial differential equation (861) whose Green’s function $G(\vec{r},\vec{r}')$ satisfies (865).

“Let us multiply (861) by $G(\vec{r},\vec{r}')$ and (865) by $A(\vec{r})$. Doing this leads to

\[
G(\vec{r},\vec{r}')V^2A(\vec{r}) + \beta^2A(\vec{r})G(\vec{r},\vec{r}') = A(\vec{r})G(\vec{r},\vec{r}')
\]

(880)

\[
A(\vec{r})V^2G(\vec{r},\vec{r}') + \beta^2A(\vec{r})G(\vec{r},\vec{r}') = A(\vec{r})\delta(\vec{r} - \vec{r}')
\]

(881)

Subtracting (880) from (881) and integrating over the volume $V$, we can write that

\[
\iiint_V A(\vec{r})\delta(\vec{r} - \vec{r}')dV - \iiint_V A(\vec{r})G(\vec{r},\vec{r}')dV = \iiint_V (A(\vec{r})V^2G(\vec{r},\vec{r}') - G(\vec{r},\vec{r}')V^2A(\vec{r}))dV
\]

(882)

“Or” [152]

\[
A(\vec{r} = \vec{r}') = A(\vec{r}') = \iiint_V A(\vec{r})G(\vec{r},\vec{r}')dV + \iiint_V (A(\vec{r})V^2G(\vec{r},\vec{r}') - G(\vec{r},\vec{r}')V^2A(\vec{r}))dV
\]

(883)

Applying Green’s second identity (Appendix) (894) reduces (883) to

\[
A(\vec{r} = \vec{r}') = A(\vec{r}') = \iiint_V A(\vec{r})G(\vec{r},\vec{r}')dV + \iiint_{S'} \left[ A(\vec{r})V^2G(\vec{r},\vec{r}') - G(\vec{r},\vec{r}')V^2A(\vec{r}) \right]dS
\]

(884)

Since $\vec{r}'$ is an arbitrary point within $V$ and $\vec{r}$ is a dummy variable, we can also write (884) as

\[
A(\vec{r}) = \iiint_V A(\vec{r}')G(\vec{r},\vec{r}')dV + \iiint_{S'} \left[ A(\vec{r}')V^2G(\vec{r},\vec{r}') - G(\vec{r},\vec{r}')V^2A(\vec{r}') \right]dS'
\]

(885)

Or by the reciprocity theorem

\[
G(\vec{r},\vec{r}') = G(\vec{r}',\vec{r})
\]

(886)

where $\vec{V}'$ indicates differentiation with respect to the prime coordinates.

Equation (885) is a generalized formula for the development of the Green’s function for a three-dimensional scalar Helmholtz equation. It can be simplified depending on the boundary conditions of $\hat{a}$ and $\vec{G}$, and their derivatives on $S$. The objective then will be to judiciously choose the boundary conditions on the development of $\vec{G}$, once the boundary conditions on $\hat{a}$ are stated, so as to simplify, if not eliminate, the surface integral contribution in (885). We will demonstrate here some combinations of boundary conditions on $\hat{a}$ and $\vec{G}$, and the simplifications of (885), based on those boundary conditions.” [152]
VI.1 Green’s First and Second Identities

“Within a volume $V$, conducting bodies with surfaces $S_1$, $S_2$, $S_3$, …, $S_n$ are contained, as shown in Figure 15-6. By introducing appropriate cuts, the volume $V$ is bounded by a regular surface $S$ that consists of surfaces $S_1 - S_n$, the surfaces along the cuts, and the surface $S_n$ of an infinite radius sphere that encloses all the conducting bodies. A unit vector $\hat{n}$ normal to $S$ is directed inward to the volume $V$, as shown in Figure 288.

Let us introduce within $V$, two scalar functions $\phi$ and $\psi$, which, along with their first and second derivatives, are continuous within $V$ and on the surface $S$. To the vector $\phi \vec{\nabla} \psi$, we apply the divergence theorem,

![Diagram showing conducting surfaces and appropriate cuts for application of Green’s theorem.](image)

Figure 288. “Conducting surfaces and appropriate cuts for application of Green’s theorem.” [152]

$$\iiint_S (\phi \vec{\nabla} \psi) \cdot d\vec{s} = \iiint_S (\phi \vec{\nabla} \psi) \cdot \hat{n} \, d\sigma = \iiint_V \vec{\nabla} \cdot (\phi \vec{\nabla} \psi) \, dV$$  \hspace{1cm} (887)

When expanded, the integrand of the volume integral can be written as

$$\vec{\nabla} \cdot (\phi \vec{\nabla} \psi) = \phi \vec{\nabla} \cdot (\vec{\nabla} \psi) + \vec{\nabla} \phi \cdot \vec{\nabla} \psi = \phi \vec{\nabla}^2 \psi + \vec{\nabla} \phi \cdot \vec{\nabla} \psi$$ \hspace{1cm} (888)

Thus (887) can be expressed as

$$\iiint_S (\phi \vec{\nabla} \psi \cdot d\vec{s}) = \iiint_V (\phi \vec{\nabla}^2 \psi) \, dV + \iiint_V (\vec{\nabla} \phi \cdot \vec{\nabla} \psi) \, dV$$ \hspace{1cm} (889)

Which, is referred to as Green’s first identity. Since

$$\left( \vec{\nabla} \psi \right) \cdot \hat{n} = \frac{\partial \psi}{\partial n}$$ \hspace{1cm} (890)

where the derivative $\partial \psi/\partial n$ is taken in the direction of positive normal, (889) can also be written as
\[ \oint_S \left( \phi \frac{\partial \psi}{\partial n} \right) = \int_V \int_V \left( \phi \nabla^2 \psi + \nabla \phi \cdot \nabla \psi \right) dV \quad (891) \]

which is an alternate form of Green's first identity.

If we repeat the procedure but apply the divergence theorem (887) to the vector \( \psi \nabla \phi \), then we can write, respectively, Green’s first identity (899) and its alternate form (891) as

\[ \oint_S \left( \psi \nabla \phi \cdot ds \right) = \int_V \left( \psi \nabla^2 \phi + \nabla \psi \cdot \nabla \phi \right) dV \quad (892) \]

and

\[ \oint_S \left( \frac{\partial \phi}{\partial n} \right) = \int_V \left( \psi \nabla^2 \phi + \nabla \psi \cdot \nabla \phi \right) dV \quad (893) \]

Subtracting (889) from (892), we can write that

\[ \oint_S \left( \phi \nabla \psi - \psi \nabla \phi \right) \cdot ds = \int_V \left( \phi \nabla^2 \psi - \psi \nabla^2 \phi \right) dV \quad (894) \]

which is referred to as Green’s second identity. Its alternate form

\[ \oint_S \left( \phi \frac{\partial \psi}{\partial n} - \psi \frac{\partial \phi}{\partial n} \right) = \int_V \left( \phi \nabla^2 \psi - \psi \nabla^2 \phi \right) dV \quad (895) \]

is obtained by subtracting (891) from (893).” [152]

(a) Nonhomogeneous partial differential equation with homogeneous dirichlet boundary conditions

A Dirichlet boundary condition in the Laplace equation imposes the restriction that the potential is some value at some location. A common case of Dirichlet boundary conditions are surfaces of perfectly conductive electrodes. Free charges in such a conductor will rearrange themselves over the conductive surfaces so that the potential will be uniform over the entire conductor. Typically, electrodes are held to some known potential by attaching them to a power supply or ground, so the Dirichlet condition is known directly, but conductive surfaces may alternately be floating.

The Dirichlet boundary conditions refer to specifying the function on the surface such that the nonhomogeneous form of the partial differential equation of (861) satisfies the homogeneous Dirichlet boundary condition

\[ A(\vec{r}_i) = 0 \quad \text{where} \quad \vec{r}_i \text{ is on } S \quad (896) \]

then it is reasonable to construct a Green’s function with the same boundary condition

\[ G(\vec{r}_i, \vec{r}^\prime) = 0 \quad \text{where} \quad \vec{r}_i \text{ is on } S \quad (897) \]

so as to simplify the surface integral contributions in (885).

For these boundary conditions on \( A \) and \( G \), both terms in the surface integral of (885) vanish, so that (885) reduces to
Here, the Green function $G(r,r')$ is assumed to satisfy the following boundary conditions on $S = \partial \Omega$, such that

$$A(r) \hat{n} \cdot \nabla G(r,r') + B(r) \nabla G(r,r') = 0$$

(899)

The Green’s function $G(r,r')$ needed in (898) can be obtained using any of the previous methods developed thus far. In many cases, the bilinear form (15-61) or (15-94) or its equivalent, in the desired coordinate system and number of space variables, is appropriate for forming the Green’s function. Its existence will depend upon the eigenvalues of the homogeneous partial differential equation, as discussed in previously. A sphere of radius $R$ illustrating these conditions is provided in Figure 289.

Figure 289. Sphere of radius $R$. [223]

---

3 $A(r) = 0$ is called Dirichlet condition, whereas $B(r) = 0$ is called Neumann condition. For acoustic waves, $B(r) = 0$ corresponds $\nu = 0$, i.e. hard surface, $A(r) = 0$ corresponds $\phi = 0$, i.e. soft surface, and $\frac{A(r)}{B(r)} = \text{const}$ corresponds to impedance surface.
APPENDIX VII

THE HELMHOLTZ DIFFERENTIAL EQUATION IN SPHERICAL COORDINATES

Take the Helmholtz differential equation

$$\nabla^2 F + k^2 F = 0$$  \hspace{1cm} (900)

In spherical coordinates this is simply Laplace’s equation in spherical coordinates with the additional term, [221]

$$\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \psi}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \psi}{\partial \theta} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial \psi}{\partial \phi^2} + k^2 \psi = 0$$  \hspace{1cm} (901)

Now substituting,

$$\psi (r, \theta, \phi) = R(r) \Theta(\theta) \Phi(\phi)$$  \hspace{1cm} (902)

Multiplying the resulting equation by \( r^2 \sin^2 \theta \), and dividing by \( \psi \) gives

$$\frac{\sin^2 \theta}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \frac{\sin \theta}{\Theta \sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \frac{1}{\Phi} \frac{d^2 \Phi}{d\phi^2} + k^2 r^2 \sin^2 \theta = 0$$  \hspace{1cm} (903)

Now by letting,

$$\frac{1}{\Phi} \frac{d^2 \Phi}{d\phi^2} = -m^2$$  \hspace{1cm} (904)

Upon substituting and dividing by \( \sin^2 \theta \) gives

$$\frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \frac{1}{\Theta \sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) - \frac{m^2}{\sin^2 \theta} + k^2 r^2 = 0$$  \hspace{1cm} (905)

Now we separate the \( \theta \) equation

$$\frac{1}{\Theta \sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) - \frac{m^2}{\sin^2 \theta} = -n(n+1)$$  \hspace{1cm} (906)

Where the strange constant \(-n(n+1)\) is chosen because the form of \( \Theta(\theta) \) depends on whether or not \( n \in \mathbb{Z} \). Thus, the equation is now rewritten as

$$\frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) - n(n+1) + k^2 r^2 = 0$$  \hspace{1cm} (907)

Thus after separation we are left with three separated spherical equations.

$$\frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \left[ k^2 r^2 - n(n+1) \right] R = 0$$  \hspace{1cm} (908)
\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \left[ n(n+1) - \frac{m^2}{\sin^2 \theta} \right] \Theta = 0
\]  \hspace{1cm} (909)

\[
\frac{d^2 \Phi}{d\phi^2} + m^2 \Phi = 0
\]  \hspace{1cm} (910)

It is important to note that there is no separation equation since two of the independent variables refer to angles.

VII.1 Method of Frobenius and Applied to Bessel’s Differential Equation of Integer Order

The Bessel differential is one of the most important non-elementary differential equations.

\[
x^2 y'' + xy' + \left( x^2 - m^2 \right) y = 0
\]  \hspace{1cm} (911)

Here it is seen that the leading coefficient \( p(x) = x^2 \) is nonzero except for \( x = 0 \). Thus, all points except the origin are regular points. Therefore for points \( x_0 \neq 0 \) the standard power series construction can be used to generate the power series solutions of the Bessel differential equation. For our application, we need to know the solution to the equation at the singular point \( x_0 = 0 \). Therefore we rewrite this equation as

\[
y'' = -\frac{1}{x} y' + \left( \frac{m^2}{x^2} - 1 \right) y
\]  \hspace{1cm} (912)

One can use the method of Frobenius in order to find an infinite series solution for a second order ordinary differential equation of the form

\[
x^2 y'' + p(x) xy' + q(x) y = 0
\]  \hspace{1cm} (913)

However, by isolating \( y'' \) (914) we see that there is a regular singular point \( x = 0 \).

\[
y'' + \frac{p(x)}{x} y' + \frac{q(x)}{x^2} y = 0
\]  \hspace{1cm} (914)

This equation is not solvable using regular power series methods if either \( \frac{p(x)}{x} \) or \( \frac{q(x)}{x^2} \) are not analytic at \( x = 0 \).

This now allows us to seek a solution in the form of a Frobenius expansion such that we define the Ansatz \( y(x) \) and its derivatives as

\[
y(x) = \sum_{k=a}^{\infty} x^{r+k} A_k \quad (A_0 \neq 0)
\]  \hspace{1cm} (915)
\[ y'(x) = (k + r) \sum_{k=0}^{\infty} x^{r+k-1} A_k \]  

\[ y''(x) = (k + r - 1)(k + r) \sum_{k=0}^{\infty} x^{r+k-2} A_k \]  

Now substituting (915)-(917) into (914) gives

\[ x^2 \sum_{k=0}^{\infty} \left((k + r - 1)(k + r) A_k y^{k+r-2} + xp(x) \sum_{k=0}^{\infty} (k + r) A_k y^{k+r-1} + q(x) \sum_{k=0}^{\infty} A_k y^{k+r} \right) \]

\[ = \sum_{k=0}^{\infty} \left((k + r - 1)(k + r) A_k y^{k+r} + p(x)(k + r) A_k y^{k+r} + q(x) A_k y^{k+r} \right) \]

\[ = \sum_{k=0}^{\infty} \left((k + r - 1)(k + r) + p(x)(k + r) + q(x) \right) A_k y^{k+r} \]

\[ = \left[r(r-1)+p(0)(r)+q(0)\right]A_e y' + \sum_{k=1}^{\infty} \left[(k + r - 1)(k + r) + p(x)(k + r) + q(x) \right] A_k y^{k+r} \]

In (918) the term

\[ |r(r-1)+p(0)(r)+q(0)| = l(r) \]

Is the indicial equation and quadratic in \( r \). The importance of the indicial equation is that it provides the allowed values of \( r \) in the series expansion. 

For the Bessel differential equation

\[ l(r) = \left|r(r-1)+r+m^2\right| = r^2 - m^2 \]

\[ = (r + m)(r - m) \]  

(920)

Thus, there we see that there are two solutions \( r = \pm m \). Here we will ignore the negative solution and consider only the positive solution such that \( r = m \) (and additionally avoiding the special case such that \( m \neq 1/2 \)). This gives

\[ r = 1 \]

\[ (m+1)(m+1-1)a_1 x^{r+1} + (m+1) a_1 x^{r+1} - m^2 a_1 x^{r+1} = 0 \]

\[ (m^2 + 2m + 1 - m^2) a_1 x^{r+1} = 0 \]

\[ (2m+1) a_1 = 0 \]

\[ (m+n)(m+n-1)a_n x^{r+n} + (m+n) a_n x^{r+n} - m^2 a_n x^{r+n} + a_n x^{r+n} = 0 \]

\[ (m^2 + mn - m + mn + n^2 - n + m + n - m^2) a_n + a_n = 0 \]

\[ n(2m+n)a_n + a_n = 0 \]  

\[ a_n = \frac{-1}{n(2m+n)} a_{n-2} \]  

(922)
This is the solution for \( n>1 \) where it can be shown by rearranging and simplifying that the series solutions are defined as the Bessel function of the first kind \( I_n(x) \). The second solution for \( m=-k \) proceeds analogously in the solution \( J_m(x) = (-1)^m J_m(x) \).

\[
a_n = \frac{1}{n(2m+n)} a_{n-2} = \frac{1}{(m+n)^2 - m^2} a_{n-2} = \frac{a_{n-4}}{n(n-2)(n+2m)(n+2m-2)}
\]

\[
\Rightarrow a_{2p} = (-1)^m \frac{a_0}{2^m p! \Gamma(p+m+1)}
\]

\[
a_0 = \frac{1}{2^p \Gamma(1+p)} \text{(arbitrary choice)}
\]

\[
J_p = \sum_{m=0}^{\infty} \frac{(-1)^m}{\Gamma(1+m) \Gamma(m+p+1)} \left( \frac{x}{2} \right)^{2m+p}
\]

**VII.2 Spherical Bessel Differential Equation**

The radial equation is of the form

\[
r^2 \frac{d^2 R}{dr^2} + 2r \frac{dR}{dr} + \left[ k^2 r^2 - n(n+1) \right] R = 0
\]

This is the spherical Bessel differential equation. It is convenient to change variables to \( x = kr \). The equation for \( R \left( \frac{x}{k} \right) \) becomes

\[
x^2 \frac{d^2 R}{d \left( \frac{x}{k} \right)^2} + 2x \frac{dR}{d \left( \frac{x}{k} \right)} + \left[ x^2 - n(n+1) \right] R = 0
\]

\[
= x^2 \frac{d^2 R}{d \left( \frac{x}{k} \right)^2} + 2x \frac{dR}{d \left( \frac{x}{k} \right)} + \left[ x^2 - n(n+1) \right] R = 0
\]

Now dividing by \( x^2 \) we obtain

\[
\frac{d^2 R}{dx^2} + \frac{2}{x} \frac{dR}{dx} + \left[ 1 - \frac{n(n+1)}{x^2} \right] R = 0
\]

This has a regular singular point at \( r=0 \).

In order to solve (908), we can look for a solution of the form \( A(x)x^{-\frac{1}{2}} \). Then taking the second derivative of \( x \) we obtain

\[
R' = A'x^{\frac{3}{2}} - \frac{1}{2}Ax^{-\frac{1}{2}}
\]

\[
R'' = A''x^{\frac{1}{2}} - A'x^{-\frac{1}{2}} + \frac{3}{4}Ax^{-\frac{3}{2}}
\]

Thus,
\[ x^3 A'' x^{-3/2} - A' x^{-1/2} + \frac{3}{4} A x^{3/2} + 2 \left( A' x^{-1/2} - \frac{1}{2} Ax^{-3/2} \right) + x^2 - n(n+1) \]  
\[ Ax^{-1/2} = 0 \]  
(929)

\[ x^2 \left( A'' - A' x^{-1} + \frac{3}{4} A x^{-2} \right) + 2 \left( A' - \frac{1}{2} Ax^{-1} \right) + x^2 - n(n+1) A = 0 \]  
(930)

\[ x^2 A'' + (-x + 2x) A' + \left[ \frac{3}{4} - 1 + x^2 - n(n+1) \right] A = 0 \]  
(931)

\[ x^2 A'' + x A' + \left[ x^2 - n \left( n + \frac{1}{2} \right) \right] A = 0 \]  
(932)

This is seen to be Bessel’s Differential equation of half-integer order and the normalized solutions to this equation are of the form:

\[ R(r) = A' j_n (kr) + B' n_n (kr) \]  
(933)

These solutions can also be written in terms of spherical Hankel functions such that

\[ R(r) = C' h^{(1)}_n (kr) + D' h^{(2)}_n (kr) \]  
\[ h^{[i]}_n = j_n \pm jy_n \]  
(934)

(a) Bessel function derivation

The Bessel equation of order \( \frac{1}{2} \) is

\[ \frac{d^2 y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + \left[ 1 - \frac{1}{4x^2} \right] y = 0 \]  
(935)

Now expanding this in a power series

\[ y(x) = \sum_{k=0}^{\infty} x^{r+k} A_k \quad (A_0 \neq 0) \]  
(936)

\[ y'(x) = (k+r) \sum_{k=0}^{\infty} x^{r+k-1} A_k \]  
(937)

\[ y''(x) = (k+r-1)(k+r) \sum_{k=0}^{\infty} x^{r+n-2} A_k \]  
(938)

We first right the differential equation in the desired form (multiplying by \( x^3 \)), in order to remove fractions and simplify computation we obtain,

\[ 4x^2 \frac{d^2 y}{dx^2} + 4x \frac{dy}{dx} + [4x^2 - 1] y = 0 \]  
(939)

Substituting,
Now since one of the series begins with \( n=2 \) we will separate the \( n=0 \) and \( n=1 \) terms and combine terms into one big series

\[
0 = a_n (4r^2 - 1)x^n + a_1 (4r^2 + 8r + 3)x + \sum_{n=2}^{\infty} \left[ a_n 4(n + r)^2 + 4a_{n-2} \right] x^n \tag{941}
\]

Now solving the indicial equation for \( r \) with the convention \( r_2 \leq r_1 \)

\[
4r^2 - 1 = 0
\]

\[
r_2 = \frac{1}{2}
\]

\[
r_1 = -\frac{1}{2}
\]

Now using the larger of the solutions

\[
0 = a_0 \left( 4 \left( \frac{1}{2} \right)^2 - 1 \right) x^0 + a_1 \left( 4 \left( \frac{1}{2} \right)^2 + 8 \left( \frac{1}{2} \right) + 3 \right) x + \sum_{n=2}^{\infty} \left[ a_n 4 \left( n + \left( \frac{1}{2} \right)^2 \right) + 4a_{n-2} \right] x^n
\]

\[
= a_0 0x^0 + a_1 8x + \sum_{n=2}^{\infty} \left[ a_n 4n(n + 1) + 4a_{n-2} \right] x^n
\]

Now solving the recursion formula

\[
a_k = \frac{-1}{n(n + 1)} a_{n-2} \quad \text{for } n=2, 3, 4, \ldots
\]

Now converting back to the trivial index \( k=n \) gives

\[
a_k = \frac{-1}{k(k+1)} a_{k-2} \quad \text{for } k=2, 3, 4, \ldots
\]

Now we find the formulas for the lower order terms that is

\[
0a_0 = 0 \Rightarrow a_0 \quad \text{is arbitrary}
\]

\[
8a_1 = 0 \Rightarrow a_1 = 0
\]

Now we observe the values for \( k=2, 3, 4, 5, 6, \ldots \)
\[ a_2 = \frac{-1}{2(2+1)} a_{2-2} = \frac{-1}{2(3)} a_0 \]
\[ a_3 = \frac{-1}{3(3+1)} a_{3-2} = \frac{-1}{3(4)} a_1 = \frac{-1}{3(4)} a_0 = 0 \]
\[ a_4 = \frac{-1}{4(4+1)} a_{4-2} = \frac{-1}{4(5)} a_2 = \frac{-1}{4(5)} \frac{-1}{4(3)} a_3 = \frac{1}{5!} a_0 = \frac{-1}{5!} \frac{1}{a_0} \]
\[ a_5 = \frac{-1}{5(5+1)} a_{5-2} = \frac{-1}{5(6)} a_4 = 0 = 0 \]
\[ a_6 = \frac{-1}{6(6+1)} a_{6-2} = \frac{-1}{6(7)} a_4 = \frac{-1}{6(7)} \frac{-1}{5} a_5 = \frac{1}{7!} a_0 = \frac{-1}{7!} \frac{1}{a_0} \]

Therefore we observe the obvious patterns
\[ a_k = 0 \quad \text{for} \quad k=1, 3, 5, 7, \ldots \]
\[ a_k = \frac{(-1)^k}{(k+1)!} a_0 \quad \text{for} \quad k=2, 4, 6, 8, \ldots \]  

(948)

Then applying the substitution \( k = 2m \), this can be written as
\[ a_{2m} = \frac{(-1)^m}{(2m+1)!} a_0 \quad \text{for} \quad m=1, 2, 3, 4, \ldots \]  

(949)

Now using the formulas just derived we can write out the resulting series for \( y \)
\[
y = x' \sum_{k=0}^{\infty} a_k x^k \\
= x' \left[ \sum_{k=0}^{\infty} a_k x^k + \sum_{k=0}^{\infty} a_{2k} x^{2k} \right] \\
= x' \left[ \sum_{k=0}^{\infty} 0 x^k + \sum_{m=0}^{\infty} \frac{(-1)^m a_0}{2m+1)!} x^{2m} \right] \\
= a_0 x^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)!} x^{2m} \]

(950)

Now repeating the process for \( f = l \)
\[0 = a_0 \left[ 4r^2 - 1 \right] x^0 + a_1 \left[ 4r^2 + 8r + 3 \right] x^1 + \sum_{n=2}^{\infty} \left[ a_n \left[ 4(n+r)^2 - 1 \right] + 4a_{n-2} \right] x^n \]

\[= a_0 \left[ 4 \left( \frac{1}{2} \right)^2 - 1 \right] x^0 + a_1 \left[ 4 \left( \frac{1}{2} \right)^2 + 8 \left( \frac{1}{2} \right) + 3 \right] x^1 + \sum_{n=2}^{\infty} \left[ a_n \left[ 4 \left( n + \left( \frac{1}{2} \right) \right)^2 - 1 \right] + 4a_{n-2} \right] x^n \]

\[= a_0 0x^0 + a_1 0x^1 + \sum_{n=2}^{\infty} \left[ a_n \left[ 4n^2 - 4n + 1 \right] + 4a_{n-2} \right] x^n \]

Then...

yielding

\[y = a_0 x^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m)!} x^{2m} + a_1 x^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)!} x^{2m+1} \]

“If this last step yielded \( y \) as an arbitrary linear combination of two different series then that is the general solution to the differential equation. If the last step yielded \( y \) as just one arbitrary constant times a series, then the general solution to the original differential equation is the linear combination of the two series obtained.” [222]

In our case we are in luck as we have derived the linear combination of the two different series, which is the general solution to Bessel’s equation of order 1/2

\[y = a_0 x^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m)!} x^{2m} + a_1 x^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)!} x^{2m+1} \]

(952)

Moreover, the series can be rewritten in terms of more well-known functions (sine and cosine).

\[y = a_0 x^{\frac{1}{2}} \cos x + a_1 x^{\frac{1}{2}} \sin x \]

(953)

This series solution for \( f_1 \) is also related to the Bessel function of half integer order, also known as the spherical Bessel function.

\[j_n(z) = z^n \sum_{k=0}^{\infty} \frac{(-1)^k}{k!(2k+2n+1)!} \left( \frac{z^2}{2} \right)^k \]

(954)

The other solution being \( f_2 \) is related to the

Other solutions of the spherical Bessel equation are
\[ j_n(kr) \] \text{ Bessel functions} \\
\[ y_n(kr) \] \text{ Neumann functions} \\
\[ h_n^{(1)}(kr) \] \text{ Hankel Functions} \\
\[ h_n^{(2)}(kr) \] 

Such that the solutions satisfy the following properties:

- \( j_n \) is the only function regular at the origin
- \( j_n \) and \( y_n \) represent standing waves
- \( h_n^{(2)} \) is an outgoing wave, \( h_n^{(1)} \) is an incoming wave.

These functions are also expressible in terms of familiar functions:

\[
j_0(kr) = \frac{\sin(kr)}{kr} \quad j_0(kr) = -\frac{\cos(kr)}{kr} \quad h_0^{(1)} = e^{jkr} \quad h_0^{(2)} = e^{-jkr}\]

Higher orders of the functions are found from well-known recurrence formulas. A demonstration of the inward and outward behavior of these waves is shown below in Figure 290.

![Figure 290. Radiation condition; waves move away from the source. [223]](image)

**VII.3 Hankel Function Derivation**

Alternatively, we can solve for the characteristic green’s Function such that the solution is not composed as a series of independent (orthogonal) harmonics.

If the source is considered to reside at the origin of the coordinates, then the Green function \( G(\vec{r}) \) is expressed from (865) as
\[ \nabla^2 G(\mathbf{r}) + \beta^2 G(\mathbf{r}) = \delta(\mathbf{r}) \]  
(956)

Since the free space is assumed \( G(\mathbf{r}, \mathbf{r}') \) is only a function of \( r = |\mathbf{r}| \) due to the symmetry. Now by applying the Laplacian in the spherical coordinates

\[ \nabla^2 A = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial A}{\partial r} \right) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial A}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 A}{\partial \phi^2} \]  
(957)

Thus we rewrite (956) as

\[ \frac{d^2 G}{dr^2} + \frac{2}{r} \frac{dG}{dr} + \beta^2 G = \delta(\mathbf{r}) \]  
(958)

Since the right-hand side of (958)is zero except for the origin, we can rewrite this outside of the origin as

\[ \frac{d^2}{dr^2} \left( rG(r) \right) + k^2 \left( rG(r) \right) = 0 \]  
(959)

Since

\[ \frac{d'}{dr} \left( RG(R) \right) + k^4 \left( RG(R) \right) = \frac{d}{dr} \left( \frac{d}{dr} \left( G(R) \right) \right) = \frac{d}{dr} \left( \frac{d}{dr} \left( \frac{G}{R} \right) \right) \]  
(960)

Now solving the differential equation

\[ \lambda^2 + k^2 \lambda = 0 \]  
(961)

\[ \lambda_{1,2} = \frac{0 \pm \sqrt{0 - 4(1)(k)}}{2} = \pm jk \]  
(962)

Then

\[ rG(r) = Ae^{-jr} + Be^{jr} \]  
(963)

Such that

\[ G(r) = \frac{Ae^{-jr} + Be^{jr}}{r} \]  
(964)

Where A and B are arbitrary constants. Where for outgoing waves the solution is given as

\[ \frac{Ae^{-jr}}{r} \]  
and the constant is found in the text.

**(a) Series solution (bilinear) derivation in unbounded space**

One may construct the greens function \( G(\mathbf{r}, \mathbf{r}') \) as an eigenfunction expansion or otherwise known as the bilinear formula (Appendix 6). Thus
\[ (\nabla^2 + k^2)\psi_k(\vec{r}) = 0 \]
\[ \nabla^2 \psi_k(\vec{r}) = -k^2 \psi_k(\vec{r}) \]
\[ \nabla^2 \psi_k(\vec{r}) = -k^2 \psi_k(\vec{r}) \]
\[ \text{where} \]
\[ -k^2 = \lambda \]

Where the solution of this type of equation is
\[ r_{1,2} = \frac{0 \pm \sqrt{0 - 4(1)(k)^2}}{2} = \pm jk \]
\[ \psi_k = e^{i\theta} + e^{-i\theta} = A' e^{i\theta} + B' e^{-i\theta} \]
vanish at the boundary \( \infty \)
\[ \psi_k = e^{i\theta} + e^{-i\theta} = B' e^{-i\theta} \]
\[ \psi_k = e^{i\theta} + e^{-i\theta} = B' e^{-i\theta} \]
\[ G(\vec{r},\vec{r}') = \sum_n \frac{\psi_n'(\vec{r}')\psi_n(\vec{r})}{\lambda_n - \lambda} \] (967)

Where \( \lambda = -k^2, \lambda_n = -k'^2 \), where the eigenfunctions are solution of
\[ (\nabla^2 + k^2)\psi_k'(r) = 0 \] (968)
That is, they are plane waves,
\[ \psi_k'(r) = \frac{1}{(2\pi)^{\frac{3}{2}}} e^{i\theta'} \] (969)

Here the factor \((2\pi)^{\frac{3}{2}}\) is for normalization:
\[ \left( dk' \right)\psi_k(\vec{r}')\psi_k(\vec{r}) = \delta(\vec{r} - \vec{r}') \] (970)
\[ \left( dr' \right)\psi_k(\vec{r}')\psi_k(\vec{r}) = \delta(\vec{k} - \vec{k}') \] (971)

Where we have noted that the spectrum of eigenvalues is continuous,
\[ \sum_n \rightarrow \left( dk' \right) \] (972)

Thus the eigenfunction expansion for the Green's function has the form
\[ G(\vec{r},\vec{r}') = \frac{1}{(2\pi)^{\frac{3}{2}}} \int \int \int \frac{e^{i\theta'} e^{-i\theta}}{k^2 - k'^2} \] (973)

Now evaluating this integral in spherical coordinates, where we write
\[ (dk') = k'^2 dk d\phi' du', \quad u' = \cos \theta', \] (974)
Where we have chosen the $z$ axis to lie along the direction of $\vec{r} - \vec{r}'$. The integration over the angles is easy and is illustrated in Figure 291.

$$G(\vec{r}, \vec{r}') = \frac{1}{(2\pi)^3} \int_0^\infty dk' k'^2 \int_0^{2\pi} d\phi' \int_{-1}^1 \frac{e^{\rho|\vec{r}' - \vec{r}|}}{k'^2 - k^2} du'$$

$$= \frac{1}{(2\pi)^2} \int_0^\infty dk' k'^2 \frac{2}{2\pi} \left( e^{j\rho} - e^{-j\rho} \right),$$  \hspace{1cm} (975)

Figure 291. “Contour in the $k'$ plane used to evaluate the integral and is closed in the upper (lower) half-plane if the exponent is positive (negative). The poles in the integrand are avoided by passing above the one on the left and below the one on the right.” [220]

Defining $\rho = |\vec{r} - \vec{r}'|$, where we have replaced $\int_0^\infty$ by $\frac{1}{2} \int_{-\infty}^\infty$ because the integrand is even in $k'^2$. We evaluate the integral by contour methods. Because now $k$ can coincide with an eigenvalue $k'^2$, we must choose the contour appropriately to define the Green’s function. Suppose we choose the contour as shown in Figure 291, passing below the pole at $k$ and above the pole at $-k$. We close the contour in the upper half plane for the $e^{j\rho}$ and in the lower half plane for the $e^{-j\rho}$ term. Then by Jordan’s lemma, we immediately evaluate the integral:

$$G(\vec{r}, \vec{r}') = \frac{1}{(2\pi)^2} \frac{2\pi j k e^{j\rho}}{2k} + \frac{2\pi j k e^{j\rho}}{-2k}$$

$$= \frac{1}{4\pi} \frac{e^{j\rho}}{\rho},$$  \hspace{1cm} (976)

(b) Series solution (bilinear) derivation in bounded space

For the Helmholtz equation in spherical coordinates we have shown that the eigenfunctions of the Laplacian are
\[ i_i (kr) Y_i^m (\theta, \phi) \]  
\[ (\nabla^2 + k^2) j_i (kr) Y_i^m (\theta, \phi) = 0 \]  
(977)  
(978)

Now since by the direct boundary conditions we know that the eigenfunctions must vanish at \( r = a \). This can be done by assuming \( \beta_n \) is the \( n \)th zero of \( j_i \),  
\[ i_i (\beta_n) = 0 \quad n = 1, 2, 3 \ldots \]  
(979)

This gives the desired eigenfunctions such that  
\[ \psi_{n,m} (r, \theta, \phi) = A_u j_i \left( \beta_n \frac{r}{a} \right) Y_i^m (\theta, \phi) \]  
where  
\[ \psi_{n,m} (r, \theta, \phi) \big|_{r=a} = A_u j_i (\beta_n) Y_i^m (\theta, \phi) \]  
(980)

Now the eigenvalues are expressed as  
\[ \lambda_n = -k^2 = -\left( \frac{\beta_n}{a} \right)^2 \]  
(981)

We find the normalization parameter such that  
\[ |A_u|^2 \int_0^a r^2 dr j_i \left( \beta_n \frac{r}{a} \right)^2 = 1 \]  
where  
\[ \int_0^a r^2 dr j_i \left( \beta_n \frac{r}{a} \right) j_i \left( \beta_m \frac{r}{a} \right) = \delta_{m,n} \frac{1}{2} a^2 j_{i+1}^2 (\beta_n) \]  
thus  
\[ |A_u|^2 \delta_{m,n} \frac{1}{2} a^2 j_{i+1}^2 (\beta_n) = 1 \]  
(982)

And the Green’s function by use of the bilinear expansion has the eigenfunction expansion  
\[ G_k (r, r') = \sum_{nm} \frac{2}{a^3} \frac{j_{i+1}^2 (\beta_n)}{j_i (\beta_n)} \frac{Y_i^m (\theta, \phi) Y_i^m (\theta', \phi') j_i \left( \beta_n \frac{r}{a} \right) j_i \left( \beta_n \frac{r'}{a} \right)}{k^2 - \left( \frac{\beta_n}{a} \right)^2} \]  
or for an axially symmetric geometry  
\[ G_k (r, r') = \frac{2}{a} \sum_{m} \frac{2l+1}{4\pi} P_l (\cos \psi) \frac{1}{j_l^2 (\beta_n)} \frac{Y_l^m (\theta, \phi) Y_l^m (\theta', \phi') j_l \left( \beta_n \frac{r}{a} \right) j_l \left( \beta_n \frac{r'}{a} \right)}{k^2 - \left( \frac{\beta_n}{a} \right)^2} \]  
(983)
VII.4 The Harmonic Equation \((\phi)\) Dependence

The differential equation

\[
\frac{d^2\Phi}{d\phi^2} + m^2\Phi = 0
\]  

(984)

Is better known as the harmonic equation. The solution is typically written as follows:

\[
\lambda^2 + m^2 = 0
\]

\[
(\lambda + jm)(\lambda - jm) = 0
\]

\[
\lambda = \pm jm
\]  

(985)

Where the solution is expressed as

\[ Ae^{\lambda \phi} + Be^{\lambda \phi} \]  

(986)

Or

\[ \cos(m\phi) \text{ or } \sin(m\phi) \]  

(987)

Such that \(m\) is an integer since \(\Phi(\phi)\) must be periodic.

VII.5 The Associated Legendre Equation \((\theta)\) Dependence

The last of these equations is of the form

\[
\frac{1}{\sin\theta} \frac{d}{d\theta}\left(\sin\theta \frac{d\Theta}{d\theta}\right) + n(n+1)\frac{m^2}{\sin^2\theta} \Theta = 0
\]  

(988)

By defining \(x = \cos\theta\) and \(y = \Theta\) we obtain,

\[
(1-x^2)\frac{d^2y}{dx^2} - 2x\frac{dy}{dx} + n(n+1)\frac{m^2}{(1-x^2)} y = 0
\]  

(989)

Now since,

\[ 0 \leq \theta \leq \pi, -1 \leq x \leq 1 \]

We can obtain one set of solutions, which are regular for \(n \in \mathbb{Z}\), which we call the associated Legendre functions of the first kind \(P_n^m(x)\). The other set of solution is the associated Legendre functions of the second kind are written as, \(Q_n^m(x)\), which are singular at \(|x|=1\). Also if \(m=0\) and \(n \in \mathbb{Z}\) then the solutions become orthogonal polynomials of degree \(n\). Solutions of this nature are given by the well-known Rodrigues Formula

\[
P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} \left(x^2 - 1\right)^n
\]  

(990)
Noting that these polynomials are not orthonormal, yet are normalized such that $P_n(1)=1$. Other useful facts are such that, if $n \not\in \mathbb{Z}$ then the functions $P_n(x)$ and $P_n(-x)$ are independent. Thus, if $n \not\in \mathbb{Z}$ than $Q$ must be used. Also if $n \not\in \mathbb{Z}$ then the functions $P_n(x)$ or $P_n^m(x)$ are not regular at $|x|=1$. For $m \neq 0$ we call these the Associated Legendre Functions otherwise just the Legendre functions. Lastly, if $m > n$ then $P_n^m(x)=Q_n^m(x)=0$

The first few are:

$$P_0(x) = 1$$  \hspace{1cm} (991)

$$P_1(x) = x$$  \hspace{1cm} (992)

$$P_2(x) = \frac{1}{2}(3x^2 - 1)$$  \hspace{1cm} (993)
APPENDIX VIII

ADDITION THEOREM (PLANE WAVE AS A SUM OF SPHERICAL WAVES)

To verify this we start by using the Green’s function,

\[ \frac{e^{jk|r_1|}}{4\pi|r_1 - r_2|} = \int \left[ j_0(kr_2)h_0^{(1)}(kr_1) \left[ r_1 < r_2 \right] \right] e^{jk(r_2 - r_1)} \sum_{m=-l}^{l} Y_m^m(\theta, \phi_1)Y_m^m(\theta_2, \phi_2) \]  

(994)

In the far-field for \( r_2 > r_1 \)

\[ \frac{e^{jk|\theta_1|}}{4\pi|r_1 - r_2|^3} = \frac{e^{jk|\theta_1|}}{4\pi} \frac{e^{-jk|\theta_1|}}{4\pi} = \frac{e^{jk|\theta_1| - e^{-jk|\theta_1|}}}{4\pi^2} \approx \frac{e^{jk|\theta_1|}}{4\pi^2} \]  

(995)

\[ \frac{e^{-jk|\theta_1|}}{4\pi} \frac{e^{jk|\theta_1|}}{r_2} = jk \sum_{i=0}^{\infty} j_i(-kr_1)h_0^{(1)}(kr_2) \sum_{m=-l}^{l} Y_m^m(\theta, \phi_1)Y_m^m(\theta_2, \phi_2) \]  

(996)

Applying the spherical function asymptote

\[ h_0^{(1)}(kr_1) \sim (-j)^{1/2} \frac{e^{jk|\theta_1|}}{r_2} \]  

(997)

Now applying the addition theorem for spherical harmonics

\[ P_n(\cos \psi) = \frac{4\pi}{2n+1} \sum_{m=-n}^{n} Y_n^m(\theta_1, \phi_1)Y_n^m(\theta_2, \phi_2) \]  

(998)

Thus

\[ \frac{e^{jk|\theta_1|}}{r_2} = jk \sum_{i=0}^{\infty} j_i(-kr_1)(-j)^{i/2} \frac{e^{jk|\theta_1|}}{r_2} \frac{2i + 1}{4\pi} P_n(\cos \psi) \]  

\[ e^{jk|\theta_1|} = \sum_{i=0}^{\infty} \left( -j \right)^{i+1} \frac{2i + 1}{4\pi} P_n(\cos \psi) \]  

\[ e^{-jk|\theta_1|} = \sum_{i=0}^{\infty} \left( -j \right)^{i} \frac{2i + 1}{4\pi} P_n(\cos \psi) \]  

(999)

since

\[ j(-j)^{i+1} = -(-j)^{i+2} = (-j)^{i+1}(j)^2 = (-j)^i \]

Now, since

\[ j_i(kr) = 2^i(kr)^{i/2} \sum_{s=0}^{\infty} \frac{(-1)^s(s+1)!}{s!(2s+2l+1)!}(kr)^{2s} = (kr)^i \sum_{s=0}^{\infty} \frac{(-1)^s}{s!(2s+2l+1)!} \left( \frac{(kr)^2}{2} \right)^s \]  

(1000)

Then
\[ i_j(-kr) = 2^l (-kr)^l \sum_{s=0}^{\infty} \frac{(-1)^s (s + l)!}{s! (2s + 2l + 1)!} (-kr)^{2s} = (-kr)^l \sum_{s=0}^{\infty} \frac{(-1)^s}{s! (2s + 2l + 1)!} \left( -\frac{kr}{2} \right)^{2s} \]

\[ = 2^l (-kr)^l \sum_{s=0}^{\infty} C_s (kr)^{2s} = (-kr)^l \sum_{s=0}^{\infty} C_s (kr)^{2s} = (-j)^l j_l(kr) \]  

And upon substituting we obtain

\[ e^{-ikr} = \sum_{j=0}^{\infty} j_l(kr)\left(-j^2\right)^l \frac{2l+1}{4\pi} P_n^l(\cos \psi) = e^{-ikr} = \sum_{j=0}^{\infty} j_l(kr)(j^2) \frac{2l+1}{4\pi} P_n^l(\cos \psi) \] 

(1002)

Another way to show that a plane wave can be expressed as a sum of spherical waves is given as follows:

\[ \frac{e^{ikr}}{4\pi r} \approx \frac{e^{ikr}}{4\pi r} e^{-ikr} = jk \frac{e^{ikr}}{4\pi r} \sum_{m=-l}^{l} (-j)^{l+1} j_l(kr) Y_m^l(\theta, \phi) Y_m^{l'}(\theta', \phi') \] 

(1003)

Canceling the factor \( \frac{e^{ikr}}{4\pi r} \) on either side, or taking the complex conjugate, we obtain the following expansion for a scalar plane wave

\[ e^{ikr} = \sum_{l=0}^{\infty} (j^2)^l j_l(kr) \sum_{m=-l}^{l} Y_m^l(\theta, \phi) Y_m^{l'}(\theta', \phi') \] 

(1004)

The well-known addition theorem for the spherical harmonics states that

\[ P_l(\cos \psi) = \frac{4\pi}{2l+1} \sum_{m=-l}^{l} Y_m^l(\theta, \phi) Y_m^{l'}(\theta', \phi') \]

(1005)

Thus it follows that

\[ e^{ikr} = \sum_{l=0}^{\infty} (2l+1) j_l(kr) P_l(\cos \psi) \]

(1006)

Lastly, in the Fraunhofer region (far-field)

\[ e^{ikr \cos(\theta-\alpha)} = \sum_{m=0}^{\infty} j_m(kr) e^{im(\theta-\alpha)} \]

(1007)
APPENDIX IX

SPHERICAL HARMONIC SOLUTIONS FOR THE HOMOGENOUS HELMHOLTZ EQUATION (REGULAR SPHERICAL EIGENFUNCTIONS OF THE HELMHOLTZ EQUATIONS)

It is possible to use any linear combination of the four radial functions that satisfy the Helmholtz equation. By this means the Green’s function will be bounded everywhere, and one may assume

\[ G(\bar{r}, \bar{r}') = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} A_{lm} j_l(kr) h_l^{(1)}(kr') Y_l^m(\theta, \phi) Y_l^m(\theta, \phi) \quad \text{for } r > r' \]  

\[ G(\bar{r}, \bar{r}') = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} A_{lm} j_l(kr) h_l^{(1)}(kr') Y_l^m(\theta, \phi) Y_l^m(\theta, \phi) \quad \text{for } r < r' \]  

(1008)

Where \( A_{lm} \) is the expansion coefficient of the \((l, m)\) harmonic and continuity on the surface \( r = r' \) is imposed. In addition, the coefficient \( A_{lm} \) can be determined through another means of exploiting the discontinuity in the radial derivative. Thus substituting (1008) into the Green’s function provides

\[ (\nabla^2 + k^2) G = -\delta(\bar{r} - \bar{r}') = -\frac{\delta(r - r')} {rr'\sin \theta} \delta(\theta - \theta') \delta(\phi - \phi') \]  

(1009)

Next by multiplying both side by \( Y_l^m(\theta', \phi') \), and integrating the result over the entire solid angle one obtains (1010). Moreover, the orthogonality of the harmonic functions is illustrated below in Figure 292.

\[ \int_{\Omega} Y_l^m(r, \theta, \phi) Y_l^m(r, \theta, \phi) d\Omega = \int_{\Omega} d\phi \int_{\phi} d\theta \ Y_l^m(r, \theta, \phi) Y_l^m(r, \theta, \phi) \sin \theta \, d\theta = \delta_{np} \delta_{mq} \]

where \( \delta_{np} \) is the Kronecker delta function \( \delta_{np} = \begin{cases} 1 & n = p \\ 0 & n \neq p \end{cases} \)

\[ \int_{\Omega} Y_l^m(\theta, \phi) Y_l^m(\theta', \phi') d\Omega = \delta_{np} \delta_{mq} \]

(1011)

Figure 292. Orthogonality of spherical harmonics. [143]
Thus we obtain
\[ A_m \left( \frac{d^2}{dr^2} + \frac{2}{r} \frac{d}{dr} + k^2 - \frac{l(l+1)}{r^2} \right) g_l(r,r') = -\delta(r-r') \] (1012)

Where
\[ g_l(r,r') = \begin{cases} \frac{j_l(kr')h_l^{(1)}(kr)}{kr} & r > r' \\ \frac{j_l(kr)h_l^{(1)}(kr')}{kr} & r < r' \end{cases} \] (1013)

In other words the derivative of the radial function \( g_l(r,r') \) is discontinuous at \( r = r' \) and thus second order derivative yields the singularity compatible with the right hand side.
\[ \frac{d^2}{dr^2} g_l(r,r') = jk \frac{1}{(kr)^2} \delta(r-r') \] (1014)

This solution has also made use of the Wronskian of the spherical Bessel functions,
\[ j_l(x)h_l^{(1)}(x) - j_l'(x)h_l^{(1)}(x) = \frac{j}{x^2} \] (1015)

Now one determines a rather simple result,
\[ A_m = jk \] (1016)

Where the desired spherical harmonic expansion of the Green’s function is given by
\[ \frac{e^{i\omega r'-\omega r}}{4\pi|r-r'|} = \sum_{m=-\infty}^{\infty} \sum_{l=0}^{\infty} \frac{1}{2l+1} \frac{(r')^l}{r^{l+1}} Y_{lm}(\theta,\phi)Y_{lm}^*(\theta',\phi') \] (1017)

For a static field \( k=0 \) (that is \( \omega = 0 \)), and one indeed recovers the solution of the electrostatic multipole expansion.
\[ \frac{1}{4\pi|r-r'|} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{1}{2l+1} \frac{r^{l+1}}{(r')^{l+1}} Y_{lm}(\theta,\phi)Y_{lm}^*(\theta',\phi'), \quad r > r' \] (1018)
\[ \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{1}{2l+1} \frac{r^{l+1}}{(r')^{l+1}} Y_{lm}(\theta,\phi)Y_{lm}^*(\theta',\phi'), \quad r < r' \] (1019)
APPENDIX X

THE GREENS FUNCTION EXPANDED AS A SERIES OF ORTHONORMAL
FUNCTIONS OR MORE COMMONLY KNOWN AS THE BILINEAR FORMULA

The complete set of orthonormal eigenfunction for the Sturm-Liouville operator $L$ satisfies the following differential equation subject to the boundary conditions.

$$[L + \lambda_n r(x)]\psi_n(x) = 0$$  \hspace{1cm} (1019)

“In the finite interval $a \leq x \leq b$ the complete set of orthonormal eigenfunctions $\{\psi_n(x)\}$, and their amplitude coefficients must satisfy the orthogonality condition of

$$\int_a^b \psi_m(x) \psi_n(x) r(x) dx = \delta_{mn} = \begin{cases} 1 & m = n \\ 0 & m \neq n \end{cases}$$  \hspace{1cm} (1020)

If the Green’s function exists, it can be represented in series form in terms of the orthonormal eigenfunctions $\{\psi_n(x)\}$ as

$$G(x,x') = \sum_n a_n(x') \psi_n(x)$$  \hspace{1cm} (1021)

Where $a_n(x')$ are the amplitude coefficients. These can be obtained by multiplying both sides of (1021) $\psi_n(x) r(x)$, integrating from $a$ to $b$, and the using (1020). It can be shown that

$$a_n(x') = \int_a^b G(x,x') \psi_n(x) r(x) dx$$  \hspace{1cm} (1022)

Since $G(x,x')$ satisfies (956) and $\psi_n(x)$ satisfies (1019) then by multiplying (956) by $\psi_n(x)$, (1019) by $G(x,x')$, and then subtracting the two one can obtain

$$\psi_n(x) LG(x,x') - G(x,x') L \psi_n(x) = - (\lambda - \lambda_n) G(x,x') \psi_n(x) r(x) + \delta(x-x') \psi_n(x)$$  \hspace{1cm} (1023)

Integrating (1023) between $a$ and $b$, we can write that

$$\int_a^b \left[\psi_n(x) LG(x,x') - G(x,x') L \psi_n(x)\right] dx =$$  

$$-(\lambda - \lambda_n) \int_a^b G(x,x') \psi_n(x) r(x) dx + \int_a^b \delta(x-x') \psi_n(x) dx$$  \hspace{1cm} (1024)

Which by using (1022) reduces to

$$\int_a^b \left[\psi_n(x) LG(x,x') - G(x,x') L \psi_n(x)\right] dx = - (\lambda - \lambda_n) a_n(x') + \psi_n(x')$$  \hspace{1cm} (1025)

By the symmetrical (Hermitian) property of the operator $L$ [65]. Therefore (1025) reduces to
\[-(\lambda - \lambda_n) a_n(x') + \psi_n(x') = 0\]  
\hspace{1cm} (1026)

And therefore,
\[a_n(x') = \frac{\psi_n(x')}{(\lambda - \lambda_n)}\]  
\hspace{1cm} (1027)

Thus, the series form of the Green’s function (1021) can ultimately be expressed as” [152]
\[G(x,x') = \sum_n \frac{\psi_n(x')\psi_n(x)}{(\lambda - \lambda_n)}\]  
\hspace{1cm} (1028)

Where \[\psi_n(x)\] represents a complete set of orthonormal eigenfunctions for the Sturm-Liouville operator \(L\), which satisfies the differential equation subject to the boundary conditions. This is commonly referred to the bilinear formula.
APPENDIX XI

RELATION OF SPHERICAL RANDOM ARRAY MOMENTS AND SPHERICAL ANNULAR ARRAYS TO THE PERIODIC TABLE AND HYDROGEN LIKE ATOMS

XI.I Atomic Orbitals of the Hydrogen like Atoms

The hydrogen like atoms are similar in respect to the spherical random array moments discussed thus far. I.e. the hydrogen like atom consists of a single nucleus of charge $Ze$ and a single electron with negative charge, $-e$. The exception to this rule is the actual hydrogen atom, which is neutral. Moreover, some of the common examples are $\text{He}^+, \text{Li}^+, \text{Be}^{2+}, \text{B}^{3+}, \ldots$. Solutions of these hydrogen like atomic orbitals are found using Schrodinger’s equation under the specification that hydrogen-like atoms are two particle systems causing with induced interactions depending on the non-relativitic distance. An example of the hydrogen like orbitals is found in Figure 293 and demonstrate the increasing energy levels found in the periodic table. Furthermore these orbital solutions are eigenfunctions of the one electron angular operator $L$ in its $z$ component $L_z$. Though this eigenvalue does not quantify the energy level of the atom; the principal quantum number $n$, however does. Nonetheless, the Hydrogen like atomic orbital is uniquely defined by the angular quantum number $l$, mangetic quantum number $m$ and the principal quantum number $n$ defining its energy level. “The Schrodinger equation of atoms or atomic ions with more than one electron has not been solved analytically, because of the computational difficulty imposed by the Coulomb interaction between electrons.” [224]
To solve for the solutions of the hydrogen like atoms one firsts begins with Schrodinger’s equation for specific Hamiltonians \( \hat{H} \).

\[
\frac{i\hbar}{\partial t}\psi(\vec{r},t) = \hat{H}\psi(\vec{r},t) \tag{1029}
\]

This solution is simplified by assuming a time independent solution in the absence of an external field as (1030) and is obtained by letting \( \psi(\vec{r},t) \rightarrow e^{-i\mathcal{E}t/\hbar}\psi(\vec{r}) \)

\[
\hat{H}\psi(\vec{r}) = E\psi(\vec{r}) \tag{1030}
\]

The Hamiltonian of a single-particle non-relativistic case now takes the form

\[
\hat{H} = -\frac{\hbar^2}{2m_e} \nabla^2 - \frac{Ze^2}{4\pi\varepsilon_0 r} \tag{1031}
\]

Now similar to the monopole multipole moment we derive the solutions to the Schrodinger equation of hydrogen-like atomic orbitals in a spherically symmetric potential. For instance, the potential term is (1032) similar to the first term in the spherical multipole expansion (1033).

\[
V(\vec{r}) = -\frac{1}{4\pi\varepsilon_0} \frac{Ze^2}{r} \tag{1032}
\]

\[
V(\vec{r}) = \frac{1}{4\pi\varepsilon_0} \tag{1033}
\]
Now similar to antenna theory we find the solution to these wave function by means of separation of variables

$$\psi(r, \theta, \phi) = R(r)Y_m(\theta, \phi)$$  \hspace{1cm} (1034)$$

And to solve this in spherical coordinates one first needs to define the kinetic energy operator as (1035) and next utilizing the solution of the spherical harmonics in (1036)

$$\hat{p}^2 = -\frac{h^2}{2m_0} \nabla^2 = -\frac{h^2}{2m_0} \left[ \frac{\partial^2}{\partial r^2} r^2 + \frac{\partial^2}{\partial \theta^2} \sin^2 \theta + \frac{\partial^2}{\partial \phi^2} \right]$$  \hspace{1cm} (1035)$$

$$\hat{L}^2 Y_{lm}(\theta, \phi) = l(l+1)Y_{lm}(\theta, \phi)$$  \hspace{1cm} (1036)$$

Substituting these into Schrödinger equation one obtains the one-dimensional eigenvalue equation (1037)

$$\left[ -\frac{\hbar^2}{2\mu} \frac{1}{r} \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} (R(r)) \right) - \frac{l(l+1)}{r^2} + V(r)R(r) \right] = E R(r)$$ \hspace{1cm} (1037)$$

$$E_n = -\left( \frac{Z^2 \mu e^4}{32\pi^2 \varepsilon_0^2 \hbar^2} \right) \frac{1}{n^2} = \left( \frac{Z^2 \hbar^2}{2\mu \varepsilon_0^2} \right) \frac{1}{n^2} \hspace{1cm} (1037)$$

$$\mu = \frac{m_n m_e}{m_n + m_e}$$

More importantly the solution to the wave equation of (1034) differs from the solution to the plane wave equation presented in this work since a third eigenvalue \(n (n>0)\) emerges from the boundary conditions imposed on \(R\). Thus, the final expressions for the position of a hydrogen atom of the radial solution \(R\) and angular solution \(Y\) that solve the equations above in spherical coordinates, which depend on integer values of quantum numbers are provided in normalized final form given as

$$\psi_{nm} (r, \theta, \phi) = R_{nl}(r)Y_{lm}(\theta, \phi)$$

$$\psi_{nm} (r, \theta, \phi) = \sqrt{\left( \frac{2}{n \alpha_0} \right) ^3 \left( n-l-1 \right) ! \frac{2r}{n \alpha_0}} \left( \frac{2r}{n \alpha_0} \right) ^{l+\frac{1}{2}} \frac{2r}{n \alpha_0} \left( \frac{2r}{n \alpha_0} \right) ^{l+\frac{1}{2}} Y_{lm}(\theta, \phi)$$

$$\rho = \frac{2r}{n \alpha_0}, \hspace{1cm} \left(1038\right)$$

$$\alpha_0 = \frac{4 \pi \varepsilon_0 \hbar^2}{m_e c \alpha}$$

\(l^{n-l+1}(\rho) = \text{generalized Laguerre polynomials of degree } n-l+1\)

\(\hbar = \text{reduced Planck's constant} \)

\(m_e = \text{electron mass at rest} \)

\(c = \text{speed of light} \)

\(\alpha = \text{fine structure constant} \)
Where the mass of an electron at rest is actually a reduced mass of the system, which consists of both the electron and the nucleus. Lastly it was previously stated that the angular momentum operator operates on the $z$ component. In other words the angular momentum $\mathbf{L}$ is a vector operator with eigenvalues of its square $L^2 = L_x^2 + L_y^2 + L_z^2$ provided by (1039). Also if this vector is projected onto an arbitrary direction it is quantized and nominally the $z$ is given by (1040)

$$\mathbf{L} \cdot \hat{n} = L_z \hat{n}$$

Last of all $L^2$ and $L_z$ commute and as a consequence share a common eigenstate, which is in accordance with Heisenberg’s uncertainty principle. Otherwise unlike $L^2$ and $L_z$, the terms $L_x$ and $L_y$ do not commute with $L_z$, and because of this it is not possible to find a state that is an eigenstate of all three components simultaneously. More or less in summary the angular momentum of $x$ and $y$ is hard to predict, but $z$ is. Thus, in order to find the total angular momentum of the electron one must also include the electrons spin.

In conclusion, the significance of this chapter has related the solutions of the spherical Helmholtz equation or the unbounded wave function, (plane wave eigenfunctions expressed by the plane wave expansion), similar to the wave functions of the hydrogen like atoms. The only difference in the relations is that a third quantum number $n$ (principle quantum number) defining the energy levels of the atom are included. However, when $n=1$, the solutions are equivalent, which mean there is a wealth of connections towards array theory and quantum mechanics from this point forward. This includes pi and sigma bonds found in organic chemistry as well as shown in Figure 294, which are even quite similar to the dipole patterns of integer wavelength Figure 295.
Figure 295. Dipole patterns of integer wavelength.
APPENDIX XII

FINDING CHARACTERISTIC FUNCTIONS WITH MATHEMATICA

To find the characteristic function of a circular random array one may use the following Mathematica command shown in (1041). This command finds the characteristic function of a Wigner semicircle distribution centered at the origin with uniform radius; also in this context known as the characteristic function of a uniformly distributed circular random array.

\[
\begin{align*}
\text{In: } \text{cf} &= \text{CharacteristicFunction}[\text{WignerSemicircleDistribution}[1], t] \\
\text{Out: } 2\text{BesselJ}[1,t] \quad \frac{1}{t}
\end{align*}
\]

(1041)

Another way of finding the characteristic function may be found in the following fashion. If one knows the mathematical expression of per say a semicircle in the upper half plane then one can define a probability distribution about this region given within (1042). Now once the probability distribution is known the characteristic function is easily found as shown in (1042). The normalization factor is found originally in the marginal distribution function, but in terms of this recipe it is needed for normalizing the distribution such that the joint pdf is uniformly distributed correctly.

\[
\begin{align*}
\text{In: } \text{dist} &= \text{ProbabilityDistribution}[\sqrt{1-x^2}, \{x,-1,1\}] \\
\text{cf} &= \text{CharacteristicFunction}[	ext{dist},t] \\
\text{normalizationFactor} &= 1 / \text{Limit}[\text{cf},t \to 0] \\
\text{Out: } \pi \text{BesselJ}[1,t] \quad \frac{2}{\pi}
\end{align*}
\]

(1042)

A marginal Distribution of a uniformly distributed circle can also be found using the following command.

\[
\begin{align*}
\text{In: } \\
\text{PDF}[	ext{MarginalDistribution}[ \\
\text{ProbabilityDistribution}[ \\
1 / \pi, \{x[1], -1, 1\}, \{x[2], \\
-\sqrt{1-x[1]^2}, \sqrt{1-x[1]^2}\}], \{2\}, \{y\}] \\
\text{Out: } \frac{2\sqrt{1-y^2}}{\pi} \quad -1 < y < 1 \\
0 \quad \text{True}
\end{align*}
\]

(1043)
APPENDIX XIII

FINDING THE INVERSE FOURIER TRANSFORM OF RANDOM ARRAYS USING THE RADON TRANSFORM

For the case a receiver receives a beampattern at some base station it may have interest to convert this pattern to its probability density function. The Radon transform is the appropriate transform for this application. The Radon transform is an integral transform whose inverse is used to reconstruct images [149]-[151]. The Radon transform is defined as (1044) where \( \rho \) is the slope of a line and \( \tau \) is its intercept.

\[
R(\rho, \tau)[f(x,y)] = \int_{-\infty}^{\infty} f(x, \tau + px) \, dx = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta[y - (\tau + px)] \, dy \, dx
\]  

(1044)

The Radon transform is widely applicable to tomography, the creation of an image from the scattering data associated to cross-sectional scans of an object. This is also known as imaging by sections or sectioning, through the use of any kind of penetrating wave. An example of this is shown in Figure 296.

![Figure 296. Radon transform. [149]](image)

The probability density function of a uniformly distributed circle can be found using the radon transform given that a beampattern be uniformly distributed upon the receiver shown in Figure 8. This mathematics to this description is done in the following method.

Let a two dimensional cylinder function be defined by

\[
f(x,y) = \begin{cases} 
1 & \text{for } r < R \\
0 & \text{for } r \geq R 
\end{cases}
\]  

(1045)
Then the Radon transform is given by (1046) and in the same process shown in [149] this becomes (1047). Upon converting $\rho = \cot \alpha$ one obtains (1048) and multiplying by the Joint PDF one obtains the Wigner Semicircle distribution of uniform radius (1049) shown in Figure 297.

![Figure 297. Uniformly distributed circular beam. [149]](image)

\[
R(\rho, \tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(y - (\tau + px)) dy dx
\]  
(1046)

\[
R(\rho, \tau) = \begin{cases} 
\frac{2}{1 + \rho^2} \sqrt{R^2(1 + \rho^2) - \tau^2} & \text{for } \tau^2 < R^2(1 + \rho^2) \\
0 & \text{otherwise}
\end{cases}
\]  
(1047)

\[
R'(r, \alpha) = 2\sqrt{R^2 - r^2}
\]  
(1048)

\[
f(x, y) R'(r, \alpha) = \frac{1}{\pi} 2\sqrt{R^2 - r^2}
\]  
(1049)

Similarly, a square radiation pattern (1051) is shown in Figure 298. Applying the Radon transform (1046) to this pattern gives (1050). Then like the previous case, a uniform distribution is found by multiplying by the Joint PDF (1053) giving (1054) (the probability density function of a box of unit length).
Figure 298. Uniformly distributed square beam. [149]

\[ f(x,y) = \begin{cases} 1 & \text{for } x, y \in [-a, a] \\ 0 & \text{otherwise} \end{cases} \] (1051)

\[ R(1,1) = 2a \] (1052)

\[ f(x,y) = \frac{1}{4} \] (1053)

\[ f(x) = \frac{1}{4} r(1,1) = \frac{a}{2} = \frac{1}{2^{l-1}} \] (1054)
APPENDIX XIV

ZERNIKE POLYNOMIALS

The solutions of the Zernike polynomials are shown in Figure 299-Figure 306.

XIV.1 Order 0 {Piston}

\[
\int_0^\pi \int_0^{2\pi} e^{\rho \cos(\theta)u} r dr d\theta = \frac{2\pi J_1(u)}{u}
\]  

(1055)

[Image of Figure 299: Order 0 {Piston}]

XIV.2 Order 1 {Tilt}

\[
\int_0^\pi \int_0^{2\pi} 2r \sin(\theta) e^{\rho \cos(\theta)u} r dr d\theta = 0
\]

(1056)

\[
\int_0^\pi \int_0^{2\pi} 2r \cos(\theta) e^{\rho \cos(\theta)u} r dr d\theta = \frac{4\pi J_1(u)}{u}
\]

(1057)
XIV.3 Order 2 {Defocus, Astigmatism}

\[
\int_{0}^{2\pi} \int_{0}^{2\pi} \sqrt{6} r^2 \sin(2\theta) e^{i\rho \cos(\theta) u} r dr d\theta = 0
\]  
(1058)

\[
\int_{0}^{2\pi} \int_{0}^{2\pi} \sqrt{3} (2r^2 - 1) e^{i\rho \cos(\theta) u} r dr d\theta = -2\sqrt{3}\pi \frac{J_3(u)}{u}
\]  
(1059)

\[
\int_{0}^{2\pi} \int_{0}^{2\pi} \sqrt{6} r^2 \cos(2\theta) e^{i\rho \cos(\theta) u} r dr d\theta = -2\sqrt{6}\pi \frac{J_3(u)}{u}
\]  
(1060)

Figure 300. Order 1 {Tilt}.

Figure 301. Order 2 {Defocus, astigmatism}.
XIV.4 Order 3\{Coma, Trefoil\}

\[
\int_0^{2\pi} \int_0^r \sqrt{8} r^3 \sin(3\theta) e^{j r \cos(3\theta)} r \, dr \, d\theta = 0
\]  
(1061)

\[
\int_0^{2\pi} \int_0^r 8(3r^3 - 2r) \sin(\theta) e^{j r \cos(\theta)} r \, dr \, d\theta = 0
\]  
(1062)

\[
\int_0^{2\pi} \int_0^r \sqrt{8} (3r^3 - 2r) e^{j r \cos(\theta)} r \, dr \, d\theta = -4j \sqrt{2} \pi \frac{J_1(u)}{u}
\]  
(1063)

\[
\int_0^{2\pi} \int_0^r \sqrt{8} r^3 \cos(3\theta) e^{j r \cos(3\theta)} r \, dr \, d\theta = -4j \sqrt{2} \pi \frac{J_1(u)}{u}
\]  
(1064)

---

XIV.5 Order 4\{Spherical, Secondary, Astigmatism, Tetrafoil\}

\[
\int_0^{2\pi} \int_0^r \sqrt{10} r^4 \sin(4\theta) e^{j r \cos(4\theta)} r \, dr \, d\theta = 0
\]  
(1065)

\[
\int_0^{2\pi} \int_0^r \sqrt{10} (4r^4 - 3r^2) \sin(2\theta) e^{j r \cos(2\theta)} r \, dr \, d\theta = 0
\]  
(1066)

\[
\int_0^{2\pi} \int_0^r \sqrt{5} (6r^4 - 6r^2 + 1) e^{j r \cos(\theta)} r \, dr \, d\theta = \frac{2\sqrt{5} \pi (u(2u + 6) + 12(-16 + u^2)J_1(u))}{u^4}
\]  
(1067)

\[
\int_0^{2\pi} \int_0^r \sqrt{10} (4r^4 - 3r^2) \cos(2\theta) e^{j r \cos(2\theta)} r \, dr \, d\theta = \frac{2\sqrt{10} \pi J_1(u)}{u}
\]  
(1068)
\[
\int_0^{2\pi} \int_0^\infty r^4 \cos(4\theta) e^{i\rho \cos(\theta)} r dr d\theta = \frac{2\sqrt{10} \pi J_4(u)}{u} \tag{1069}
\]

Figure 303. Order 4 {Spherical, secondary, astigmatism, tetrafoil}.

**XIV.6 Order 5 {Secondary Coma, Secondary Trefoil, Pentafoil}**

\[
\int_0^{2\pi} \int_0^\infty r^5 \sin(5\theta) e^{i\rho \cos(\theta)} r dr d\theta = 0 \tag{1070}
\]

\[
\int_0^{2\pi} \int_0^\infty \sqrt{12} (5 r^5 - 4 r^3) \sin(3\theta) \cos^{i\rho \cos(\theta)} r dr d\theta = 0 \tag{1071}
\]

\[
\int_0^{2\pi} \int_0^\infty \sqrt{12} (10 r^5 - 12 r^3 + 3r) \sin(\theta) e^{i\rho \cos(\theta)} r dr d\theta = 0 \tag{1072}
\]

\[
\int_0^{2\pi} \int_0^\infty \sqrt{12} (10 r^5 - 12 r^3 + 3r) \cos(\theta) e^{i\rho \cos(\theta)} r dr d\theta = \frac{4j\sqrt{3} \pi \left(\frac{-80}{u^2} \right) J_2(u) - 16 \left(\frac{-30}{u^4} \right) J_4(u)}{u^4} \tag{1073}
\]

\[
\int_0^{2\pi} \int_0^\infty \sqrt{12} (5 r^5 - 4 r^3) \cos(3\theta) e^{i\rho \cos(\theta)} r dr d\theta = \frac{4j\sqrt{3} \pi J_4(u)}{u^4} \tag{1074}
\]

\[
\int_0^{2\pi} \int_0^\infty \sqrt{12} r^5 \cos(5\theta) e^{i\rho \cos(\theta)} r dr d\theta = \frac{4j\sqrt{3} \pi J_4(u)}{u^4} \tag{1075}
\]
XIV.7 Order 6 \{Secondary Spherical, Trimary Astigmatism, Secondary Tetrafoil, Hexafoil\}

\[
\begin{align*}
\int_0^{2\pi} \int_0^2 \sqrt{14} r^6 \sin(6\theta) e^{r \cos(6\theta)} r dr d\theta &= 0 \\
\int_0^{2\pi} \int_0^2 \sqrt{14} (6r^6 - 5r^4) \sin(4\theta) e^{r \cos(4\theta)} r dr d\theta &= 0 \\
\int_0^{2\pi} \int_0^2 \sqrt{14} (15r^6 - 20r^4 + 6r^2) \sin(2\theta) e^{r \cos(2\theta)} r dr d\theta &= 0 \\
\int_0^{2\pi} \int_0^2 \sqrt{14} (20r^6 - 30r^4 + 12r^2 - 1) e^{r \cos(2\theta)} r dr d\theta = 2\sqrt{7} \pi u (5760 - 240u^2 + u^4) J_0(u) - 24(960 - 80u^2 + u^4) J_2(u) \\
\int_0^{2\pi} \int_0^2 \sqrt{14} (15r^6 - 20r^4 + 6r^2) \cos(2\theta) e^{r \cos(2\theta)} r dr d\theta &= -2\sqrt{14} \pi u (-120 + u^2) J_0(u) - 20(-48 + u^2) J_2(u) \\
\int_0^{2\pi} \int_0^2 \sqrt{14} (6r^6 - 5r^4) \cos(4\theta) e^{r \cos(4\theta)} r dr d\theta = -2\sqrt{14} \pi u (-48 + u^2) J_2(u) - 20(5760 - 240u^2 + u^4) J_4(u)
\end{align*}
\]
\[
\int_0^{2\pi} \int_0^2 \sqrt{14} r^6 \cos(6\theta) e^{ir\cos(\theta)} r dr d\theta = \\
-2\sqrt{14}\pi \left( u(-120 + u^2) J_4(u) - 20(-48 + u^2) J_4(u) \right) / u^4
\] (1082)

Figure 305. Order 6 {Secondary spherical, trinary astigmatism, secondary tetrafoil, hexafoil}.

**XIV.8 Order 7 {Trinary Coma, Trinary Astigmatism, Secondary Tetrafoil, Heptafoil}**

\[
\int_0^{2\pi} \int_0^2 4r^7 \sin(7\theta) e^{ir\cos(\theta)} r dr d\theta = 0
\] (1083)

\[
\int_0^{2\pi} \int_0^2 4(7r^7 - 30r^5 + 10r^3) \sin(3\theta) e^{ir\cos(\theta)} r dr d\theta = 0
\] (1084)

\[
\int_0^{2\pi} \int_0^2 4(21r^7 - 30r^5 + 10r^3 - 4r^3) \sin(3\theta) e^{ir\cos(\theta)} r dr d\theta = 0
\] (1085)

\[
\int_0^{2\pi} \int_0^2 4(35r^7 - 60r^5 + 30r^3 - 4r) \cos(\theta) e^{ir\cos(\theta)} r dr d\theta = 0
\] (1086)

\[
\int_0^{2\pi} \int_0^2 4(35r^7 - 60r^5 + 30r^3 - 4r) \cos(\theta) e^{ir\cos(\theta)} r dr d\theta = 8j\pi \left( u(13440 - 360u^2 + u^4) J_3(u) - 30(2688 - 128u^2 + u^4) J_5(u) \right) / u^5
\] (1087)

407
\[ \int_0^{2\pi} \int_0^\infty 4 (21r^7 - 30r^5 + 10r^3) \cos(3\theta) e^{j \cos(\theta) r} r \, dr \, d\theta = - \frac{8j\pi}{u^4} \left( u(-168 + u^3) J_4(u) - 24(-70 + u^2) J_5(u) \right) \] (1088)

\[ \int_0^{2\pi} \int_0^\infty 4 (7r^7 - 6r^5) \cos(5\theta) e^{j \cos(\theta) r} r \, dr \, d\theta = - \frac{8j\pi}{u^5} \left( 24u(-70 + u^2) J_4(u) + (13440 - 360u^2 + u^4) J_6(u) \right) \] (1089)

\[ \int_0^{2\pi} \int_0^\infty 4 r^7 \cos(7\theta) e^{j \cos(\theta) r} r \, dr \, d\theta = - \frac{8j\pi}{u^4} \left( u(-168 + u^3) J_4(u) - 24(-70 + u^2) J_5(u) \right) \] (1090)

Figure 306. Order 7 \{Trinary coma, trinary astigmatism, secondary tetrafoil, heptafoil\}. 
APPENDIX XV
PROBABILITY DISTRIBUTION CHARTS

A chart of the univariate distribution and how they are connected is illustrated in Figure 307.

Figure 307. Univariate distribution relationships. [192]
APPENDIX XVI

MATHEMATIC RELATIONS

XVI.1 Integral Identities

\[
\int_{x_1}^{x_2} dx = x_2 - x_1
\]  \hspace{1cm} (1091)

\[
\int_{x_1}^{x_2} \cos(\alpha(x_n - x_m))dx_n, dx_m = \left|2\sin\alpha\right|^2 = |2\sin\alpha|^2
\]  \hspace{1cm} (1092)

\[
\int_{x_1}^{x_2} \sin\alpha x_n \sin\alpha x_m dx_n, dx_m = 0
\]  \hspace{1cm} (1093)

\[
\int_{x_1}^{x_2} \int_{x_3}^{x_4} (\cos(\alpha(x_n - x_m) + \beta(\theta, \phi)(x_n - x_m)))dx_n, dx_n, dx_m =
\left|2\sin\alpha\right|^2 \left|2\sin\beta\right|^2
\]  \hspace{1cm} (1094)

\[
\frac{2}{\pi} \int_{-1}^{1} \sqrt{1 - x^2} dx_n = 1
\]  \hspace{1cm} (1095)

\[
J_n(z) = \frac{\left(\frac{z}{2}\right)^\nu}{\Gamma\left(\nu + \frac{1}{2}\right)} \int_0^{1} \left(1 - t^2\right)^{-\frac{1}{2}} \cos(zt)dt \quad \text{Re } \nu > -\frac{1}{2}
\]  \hspace{1cm} (1096)

\[
\frac{2}{\pi} \int_{-1}^{1} \left(1 - x^2\right)^{\frac{1}{2}} \cos(xt)dx = \frac{2J_1(x)}{x} = 2\text{jinc}(x)
\]  \hspace{1cm} (1097)

\[
\int_{-\pi}^{\pi} e^{-j(x-x)m\sin x)}d\tau = 2\pi J_n
\]  \hspace{1cm} (1098)

\[
J_{2n}(x) = \frac{\pi}{2} \int_0^\pi \cos(x \sin \phi) \cos(2n\phi) d\phi
\]  \hspace{1cm} (1099)

\[
\int_{-\pi}^{\pi} e^{-j(x-x)m\sin(\frac{\phi}{2})} d\phi = 2\pi J_n \left(4\pi A(x_n - x_m)\right)
\]  \hspace{1cm} (1100)

\[
\Gamma(x) = \int_0^\infty x^{x-1} e^{-x} dx
\]  \hspace{1cm} (1101)

\[
\frac{1}{2} \beta(x,y) = \frac{\Gamma(x)\Gamma(y)}{2\Gamma(x+y)} = \int_0^{\pi} \cos^{2x-1}(\theta) \sin^{2y-1}(\theta) d\theta
\]  \hspace{1cm} (1102)
\begin{align*}
\int_0^\pi \left( \sin \frac{\theta}{2} \right)^{2m} d\theta &= \int_0^\pi \left( \sin \frac{\theta}{2} \right)^{2m} d\theta = \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2})}{\Gamma(m + 1)} \\
\int_{-\pi}^\pi \sin^2(\theta) d\theta &= \frac{4\sqrt{\pi} \Gamma(m + \frac{1}{2})}{2\Gamma(m + 1)} = \frac{2\sqrt{\pi} \Gamma(m + \frac{1}{2})}{\Gamma(m + 1)} \\
\int_{-\pi}^\pi \left( 2 \text{jinc} \left( x \sin \frac{\theta}{2} \right) \right)^2 d\theta &= \sum_{m=0}^\infty \frac{\Gamma(m + \frac{1}{2}) \Gamma(m + \frac{3}{2}) (-1)^m}{\Gamma(m + 3) \Gamma(m + 2) \Gamma(m + 1)} \frac{-1}{m!} = 2\pi \sum_{m=1}^\infty \frac{1}{m} f_1 \left( \frac{1}{2}; 1; 1, (x^2) \right) \\
\int_{-\infty}^\infty e^{ja x} \frac{1}{\sqrt{2\pi}} e^{-a x^2} dx &= e^{-\frac{a^2}{2}} \\
\int_{-\infty}^\infty \left( \text{erf} \left( \sqrt{\frac{L - ja\sigma^2}{\sqrt{2}\sigma}} \right) + \text{erf} \left( \sqrt{\frac{L + ja\sigma^2}{\sqrt{2}\sigma}} \right) \right) dx &= 2\sigma \text{erf} \left( \sqrt{\frac{L - ja\sigma^2}{\sqrt{2}\sigma}} \right) + 2\sigma \text{erf} \left( \sqrt{\frac{L + ja\sigma^2}{\sqrt{2}\sigma}} \right) \\
\int_{-\pi}^\pi \sin(x) dx &= 0 \\
\frac{2}{\pi} \int_{-\pi}^\pi \cos^2(x) dx &= \frac{1}{2} \left( 1 + \frac{J_1(2\alpha)}{\alpha} \right) \\
\frac{2}{\pi} \int_{-\pi}^\pi \sin^2(x) dx &= \frac{1}{2} \left( 1 - \frac{J_1(2\alpha)}{\alpha} \right) \\
\frac{2}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sqrt{1 - z^2} z^2 dz &= -\frac{1}{4} \\
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} 2 \text{jinc} \left( 4\pi A \sin \left( \frac{\phi - \phi_0}{2} \right) \right) d\phi &= \frac{1}{2} \left( 1 - \frac{\phi}{\phi_0} \right) f_1 \left( \frac{1}{2}; 2; 2, \left( \pi A \phi \phi_0 \right)^2 \right) + \frac{1}{2} \left( 1 + \frac{\phi}{\phi_0} \right) f_1 \left( \frac{3}{2}; 2; 2, \left( \pi A \phi + \phi_0 \right)^2 \right)
\end{align*}
\[ \int_{-1}^{1} (1-t^2) \cos(x t) dt = \frac{2^{1/3} \sqrt{\pi J_1(x)}}{z^{1/3}} = 3 \frac{J_1(x)}{x} = 3 \text{tinc}(x) \]  

(1115)

\[ \int_{-a}^{a} \left( \frac{j_1(z)}{z} \right)^2 d\phi = \frac{2\pi}{45} \left[ -6, f_1 \left( \frac{1}{2}, 3, \frac{7}{2} \right) (4\pi R)^3 \right] + f_2 \left( \frac{1}{2}, 4, \frac{7}{2} \right) (4\pi R)^3 \]  

(1116)

\[ \int_{-a}^{a} \left( \frac{j_1(z)}{z} \right)^2 d\phi = \frac{2\pi}{45} \left[ -6, f_1 \left( \frac{1}{2}, 3, \frac{7}{2} \right) (4\pi R)^3 \right] + f_2 \left( \frac{1}{2}, 4, \frac{7}{2} \right) (4\pi R)^3 \]  

(1117)

\[ \frac{3}{4} \int_{-1}^{1} (1-x^2) \cos^2(x \alpha) dx = \frac{1}{2} \left( 1 + \frac{3}{2} J_1(2\alpha) \right) \]  

(1118)

\[ \frac{j_{1/2}(2x)}{(x)^{1/2}} = \frac{1}{\sqrt{\pi}} \left[ \int_{-1}^{1} (1-t^2) \cos(2xt) dt \right] \]  

(1119)

\[ \int_{-1}^{1} (1-x^2) \sin^2(x \alpha) dx = \frac{1}{2} \left( 1 - \frac{3}{2} J_1(2\alpha) \right) \]  

(1120)

\[ -\frac{3}{4} \int_{-1}^{1} (1-v^2)^2 dv = -\frac{3}{4} \int_{-1/2}^{1/2} \cos^3(u) \sin^3(u) du = -\frac{1}{5} \]  

(1121)

\[ \frac{1}{64} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \cos(\alpha(x_n - x_m) + \beta(y_n - y_m) + \gamma(z_n - z_m)) dx_n dx_m dy_n dy_m dz_n dz_m \]  

\[ = |\text{sinc}(x)|^2 |\text{sinc}(y)|^2 |\text{sinc}(z)|^2 \]  

(1122)

XVI.2 Summation Identities

\[ \sum_{m=1}^{N} \sum_{n=1}^{N} e^{i \phi(x_n - x_m)} = N(N-1) \cos(\alpha(x_n - x_m)) \]  

(1123)

\[ \sum_{m=1}^{N} \sum_{n=1}^{N} e^{i \phi(x_n - x_m)} e^{i \beta(y_n - y_m)} = N(N-1) \cos(\alpha(x_n - x_m) + \beta(y_n - y_m)) \]  

(1124)

\[ \sum_{m=1}^{N} \sum_{n=1}^{N} e^{i \phi(x_n - x_m)} e^{i \beta(y_n - y_m)} e^{i \gamma(z_n - z_m)} = N(N-1) \cos(\alpha(x_n - x_m) + \beta(y_n - y_m) + \gamma(z_n - z_m)) \]  

(1125)

XVI.3 Trigonometric Identities

1. Sum or difference

\[ \sin(x + y) = \sin x \cos y + \cos x \sin y \]  

(1126)

\[ \sin(x - y) = \sin x \cos y - \cos x \sin y \]  

(1127)

\[ \cos(x + y) = \cos x \cos y - \sin x \sin y \]  

(1128)
\[
\cos(x - y) = \cos x \cos y + \sin x \sin y \\
\tan(x + y) = \frac{\tan x + \tan y}{1 - \tan x \tan y} \\
\tan(x - y) = \frac{\tan x - \tan y}{1 + \tan x \tan y} \\
\sin^2 x + \cos^2 x = 1 \\
\tan^2 x - \sec^2 x = -1 \\
cot^2 x - \csc^2 x = 1 \\
\]

2. **Sum or difference into products**

\[
\sin x + \sin y = 2 \sin \frac{1}{2}(x + y) \cos \frac{1}{2}(x - y) \\
\sin x - \sin y = 2 \cos \frac{1}{2}(x + y) \sin \frac{1}{2}(x - y) \\
\cos x + \cos y = 2 \cos \frac{1}{2}(x + y) \cos \frac{1}{2}(x - y) \\
\cos x - \cos y = -2 \cos \frac{1}{2}(x + y) \sin \frac{1}{2}(x - y) \\
\]

3. **Products into sum or difference**

\[
2 \sin x \cos y = \sin(x + y) + \sin(x - y) \\
2 \cos x \sin y = \sin(x + y) - \sin(x - y) \\
2 \cos x \cos y = \cos(x + y) + \cos(x - y) \\
2 \sin x \sin y = -\cos(x + y) + \cos(x - y) \\
\]

4. **Double and half angles**

\[
\sin 2x = 2 \sin x \cos x \\
\cos 2x = \cos^2 x - \sin^2 x = 2 \cos^2 x - 1 = 1 - 2 \sin^2 x \\
\tan 2x = \frac{2 \tan x}{1 - \tan^2 x} \\
\sin \frac{1}{2} x = \pm \sqrt{\frac{1 - \cos x}{2}} \quad \text{or} \quad 2 \sin^2 x \text{ or } 1 - \cos 2x \\
\cos \frac{1}{2} x = \pm \sqrt{\frac{1 + \cos x}{2}} \quad \text{or} \quad 2 \cos^2 x \text{ or } 1 + \cos 2x \\
\]
\[ \tan \frac{1}{2} x = \pm \sqrt{\frac{1 - \cos x}{1 + \cos x}} = \frac{\sin x}{1 + \cos x} = \frac{1 - \cos x}{\sin x} \]  

(1148)

5. Series

\[ \sin x = \frac{e^{ix} - e^{-ix}}{2j} = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + ... \]  

(1149)

\[ \cos x = \frac{e^{ix} + e^{-ix}}{2} = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + ... \]  

(1150)

\[ \tan x = \frac{e^{ix} - e^{-ix}}{j(e^{ix} + e^{-ix})} = x + \frac{x^3}{3!} + \frac{2x^5}{15} + \frac{17x^7}{315} + ... \]  

(1151)

XVI.4 Special Functions

\[ (2m)! = (2m-1)!!m!2^m = \frac{\Gamma\left( m + \frac{1}{2} \right) m! 2^m}{\sqrt{\pi}} \]  

(1152)

\[ (2m-1)!! = \frac{\Gamma\left( m + \frac{1}{2} \right) 2^m}{\sqrt{\pi}} \]  

(1153)

\[ (2m+2) = \frac{(2m+2)! \sqrt{\pi}}{2^{2m+1} m! \Gamma\left( m + \frac{3}{2} \right)} \]  

(1154)

\[ \Gamma(m+2) = (m+1)m! \]  

(1155)

\[ x^{(n)} = \frac{\Gamma(x+n)}{\Gamma(x)} \]  

(1156)

\[ \beta(x, y) = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \]  

(1157)

\[ e^{j\cos \theta} = \sum_{n=-\infty}^{\infty} j^n J_n(x) e^{j\theta} \]  

(1158)

\[ J_n(\alpha(\phi)) = \frac{2}{\pi\alpha(\phi)} \cos\left( \alpha(\phi) - \frac{\pi}{4} - \frac{p\pi}{2} \right) \]  

(1159)

\[ J_n(x) = (-1)^n J_n(x) \]  

(1160)

\[ \left\{ e^{\frac{j\pi}{2}} e^{\frac{j\pi}{2}} e^{\frac{j\pi}{2}} e^{\frac{j\pi}{2}} \right\} = j^n \left\{ e^{j\phi} + e^{-j\phi} \right\} = 2j^n \cos(n\phi) \]  

(1161)
\[ f_k(z) = \sum_{m=0}^{\infty} \frac{(-1)^m(2m+2)!}{m!(m+2)!((m+1))!} \left( \frac{z}{2} \right)^{2m+2} \]  \hfill (1162)

\[ \frac{J_1(2x)}{x} = \frac{1}{\pi} \int_1^\infty \left( 1 - t^2 \right)^{\frac{1}{2}} \cos(2xt) dt \]  \hfill (1163)

\[ \frac{J_2(2\alpha)}{\alpha} = \frac{\alpha}{\pi} \left( \frac{x}{z} \right)^{\frac{1}{2}} \frac{\sin x}{x} \]  \hfill (1164)

\[ I_n(z) = \sum_{k=0}^{\infty} \frac{\left( \frac{z}{2} \right)^{2k+1}}{\Gamma(n+1)(n+k)!} = \sum_{k=0}^{\infty} \frac{\frac{z}{2}}{\Gamma(n+1)} \left[ n + \frac{1}{4} \right] \left( \frac{z}{2} \right)^k \]  \hfill (1165)

\[ \frac{J_1(2x)}{x} = \frac{1}{\Gamma(2)} \frac{\sin x}{x} \]  \hfill (1166)

\[ Q(-x) = 1 - Q(x) \]  \hfill (1167)

\[ Q(x) = \frac{1}{2} - \frac{1}{2} \left[ \frac{x}{\sqrt{2}} \right]^0 \]  \hfill (1168)

\[ i_n(z) = \left[ \frac{\sqrt{\pi}}{2} \right] \frac{1}{1, 1, 3, 1} \left[ \frac{1}{2} \right] \left[ \frac{0}{\nu} \right] \frac{1}{-1/2} \]  \hfill (1169)

\[ G_{m, n}^{p, q}(x, r) \left[ \frac{1}{2} \right] = \frac{1}{2\pi i} \prod_{j=1}^{m} \left[ \Gamma(b_j+s) \right] \prod_{i=1}^{n} \left[ \Gamma(1-a_i+s) \right] \int_{-1/2}^{-1} z^s ds \]  \hfill (1170)

\[ \frac{i_1(z)^2}{z^2} = \frac{1+z^2 - \cos(2z) + z^2 \cos(2z) - 2z \sin(2z)}{2z^2} \]  \hfill (1171)

\[ J_{1/2}(\alpha) = \frac{2\alpha}{\pi} i_1(\alpha) \]  \hfill (1172)

\[ i_0(x) = \frac{\sin x}{x} \]  \hfill (1173)

\[ i_1(x) = \frac{\sin x}{x^2} \frac{\cos x}{x} \]  \hfill (1174)

\[ i_2(x) = \left( \frac{3}{x^3} \right) \frac{\sin x}{x} - \frac{3}{x^4} \frac{\cos x}{x} \]  \hfill (1175)

\[ \frac{\alpha}{\pi} i_1^2 = \sum_{k=0}^{\infty} \frac{(z)^k}{\Gamma(k+b)(b^k k!)} \]  \hfill (1176)
\[ n! = \Gamma(n+1) \]  

XVI.5 Vector Identities

1. Rectangular coordinates

\[ \vec{\nabla} \psi = \hat{\alpha}_x \frac{\partial \psi}{\partial x} + \hat{\alpha}_y \frac{\partial \psi}{\partial y} + \hat{\alpha}_z \frac{\partial \psi}{\partial z} \]  

\[ \nabla \cdot \vec{A} = \frac{\partial A_x}{\partial x} + \frac{\partial A_y}{\partial y} + \frac{\partial A_z}{\partial z} \]  

\[ \nabla \times \vec{A} = \hat{\alpha}_x \left( \frac{\partial A_z}{\partial y} - \frac{\partial A_y}{\partial z} \right) + \hat{\alpha}_y \left( \frac{\partial A_x}{\partial z} - \frac{\partial A_z}{\partial x} \right) + \hat{\alpha}_z \left( \frac{\partial A_y}{\partial x} - \frac{\partial A_x}{\partial y} \right) \]  

2. Cylindrical coordinates

\[ \vec{\nabla} \psi = \hat{\alpha}_\rho \frac{\partial \psi}{\partial \rho} + \hat{\alpha}_\phi \frac{\rho}{\partial \phi} + \hat{\alpha}_z \frac{\partial \psi}{\partial z} \]  

\[ \nabla \cdot \vec{A} = \frac{1}{\rho} \frac{\partial}{\partial \rho} (\rho A_\rho) + \frac{1}{\rho} \frac{\partial A_\phi}{\partial \phi} + \frac{\partial A_z}{\partial z} \]  

\[ \nabla \times \vec{A} = \hat{\alpha}_\rho \left( \frac{\partial A_z}{\partial \phi} - \frac{\partial A_\phi}{\partial z} \right) + \hat{\alpha}_\phi \left( \frac{\partial A_\rho}{\partial z} - \frac{\partial A_z}{\partial \rho} \right) + \hat{\alpha}_z \left( \frac{1}{\rho} \frac{\partial (\rho A_\rho)}{\partial \phi} - \frac{\partial A_\phi}{\partial \rho} \right) \]  

3. Spherical coordinates

\[ \vec{\nabla} \psi = \hat{\alpha}_r \frac{\partial \psi}{\partial r} + \hat{\alpha}_\theta \frac{1}{r} \frac{\partial \psi}{\partial \theta} + \hat{\alpha}_\phi \frac{1}{r \sin \theta} \frac{\partial \psi}{\partial \phi} \]  

\[ \nabla \cdot \vec{A} = \frac{1}{r^2} \frac{\partial}{\partial r} (r^2 A_r) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} (A_\theta \sin \theta) + \frac{1}{r \sin \theta} \frac{\partial A_\phi}{\partial \phi} \]  

\[ \nabla \times \vec{A} = \hat{\alpha}_r \left( \frac{\partial}{\partial \theta} (A_\theta \sin \theta) - \frac{\partial A_\phi}{\partial \phi} \right) + \hat{\alpha}_\theta \left( \frac{1}{r \sin \theta} \frac{\partial A_\phi}{\partial \phi} - \frac{\partial}{\partial \theta} (r A_\phi) \right) + \hat{\alpha}_\phi \left( \frac{1}{r} \frac{\partial (r A_\phi)}{\partial r} - \frac{\partial A_r}{\partial \phi} \right) \]
APPENDIX XVII

INTEGRAL OF THE JINC AND TINC SQUARED FUNCTIONS

XVII.1 Jinc Squared Integral

\[
\int_{-\pi}^{\pi} \left(2 \text{jinc} \left(\frac{x \sin \frac{\phi}{2}}{2}\right) \right)^2 d\phi = \int_{-\pi}^{\pi} \left(\frac{2J_1 \left(x \sin \frac{\phi}{2}\right)}{x \sin \frac{\phi}{2}}\right)^2 d\phi = 2\pi J_0 \left(\frac{1}{2}, 1, 2, 3; -(x)^2\right)
\]

this is an even function so integrate only half

\[
= 8 \int_0^{\pi} J_0 \left(\frac{x \sin \frac{\phi}{2}}{2}\right)^2 d\phi
\]

From Newman and Frank the bessel function squared can be expressed as

\[
J^2_m(z) = \sum_{m=0}^{\infty} \frac{(-1)^m (2m+2)!}{m! (m+2)!^2 (m+1)!^2} \left(\frac{z}{2}\right)^{2m+2}
\]

Now letting

let \( z = x \sin \left(\frac{\phi}{2}\right) \)

\[
8 \int_0^{\pi} \left(\frac{J_1(z)}{z}\right)^2 d\phi = 8 \sum_{m=0}^{\infty} \frac{(-1)^m (2m+2)!}{m! (m+2)!^2 (m+1)!^2} \left(\frac{z}{2}\right)^{2m+2}d\phi
\]

\[
= 8 \sum_{m=0}^{\infty} \frac{(-1)^m (2m+2)!}{m! (m+2)! (m+1)!^2} \left(\frac{z}{2}\right)^{2m+2} d\phi
\]

plugging back \( z \) and swap the summation and integral terms

\[
= 8 \sum_{m=0}^{\infty} \int_0^{\pi} \frac{(-1)^m (2m+2)!}{m! (m+2)! (m+1)!^2} \left(\frac{x \sin \left(\frac{\phi}{2}\right)}{2}\right)^{2m+2} d\phi
\]

\[
= 8 \sum_{m=0}^{\infty} \frac{(-1)^m (2m+2)!}{m! (m+2)! (m+1)!^2} \int_0^{\pi} x^m \left(\frac{\sin \left(\frac{\phi}{2}\right)}{2}\right)^{2m+2} d\phi
\]
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\[
= 8 \sum_{m=0}^{\infty} (-1)^m \frac{2(m+1)(2m+1)(2m)!}{m!(m+2)!(m+1)^2 m! (2)^{2m+1}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi \\
= 8 \sum_{m=0}^{\infty} (-1)^m \frac{(2m+1)!}{m!(m+2)!(m+1) m! (2)^{2m+1}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi
\]

Using the identity \((2m)! = (2m-1)!! m! 2^m = \frac{\Gamma\left(\frac{m+1}{2}\right) m! 2^m}{\sqrt{\pi}}\)

Then
\[
= 8 \sum_{m=0}^{\infty} (-1)^m (2m+1)(2m-1)!! m! 2^m \frac{\sin^2 \left( \frac{\phi}{2} \right)}{m! \sqrt{\pi}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi \\
= 8 \sum_{m=0}^{\infty} \frac{(2m+1)!}{m!(m+2)!} \frac{(-1)^m}{m! (m+1) m!} \frac{(2m+1)!}{(2m+1)! \sqrt{\pi}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi
\]

Now using the identity \((2m)! = (2m-1)!! m! 2^m = \frac{\Gamma\left(\frac{m+1}{2}\right) m! 2^m}{\sqrt{\pi}}\) again and substituting
\[
= 8 \sum_{m=0}^{\infty} \frac{(2m+1)!}{m!(m+2)!} \frac{(-1)^m}{m! (m+1) m!} \frac{(2m+1)!}{(2m+1)! \sqrt{\pi}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi
\]

Where
\[
(2m+2) = \frac{(2m+2)! \sqrt{\pi}}{2^{2m+1} m! \Gamma\left(\frac{m+3}{2}\right)}
\]

Then
\[
= 8 \sum_{m=0}^{\infty} \frac{\Gamma\left(\frac{m+1}{2}\right)}{\Gamma\left(\frac{m+3}{2}\right)} \frac{(-1)^m}{m!} \frac{(2m+1)!}{(2m+1)! \sqrt{\pi}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi \\
= 8 \sum_{m=0}^{\infty} \frac{\Gamma\left(\frac{m+1}{2}\right)}{\Gamma\left(\frac{m+3}{2}\right)} \frac{(-1)^m}{m!} \frac{(2m+1)!}{(2m+1)! \sqrt{\pi}} \int_0^\infty \sin^2 \left( \frac{\phi}{2} \right) d\phi
\]
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Where

\[ \Gamma(m + 2) = (m + 1)m! \]

\[
= \sum_{m=0}^{\infty} \frac{\Gamma\left(\frac{m + 1}{2}\right) \Gamma\left(\frac{m + 3}{2}\right)}{\Gamma(m + 3) \Gamma(m + 1)} \left(\frac{1}{m!}\right)^{2m+1} \frac{m!}{m!} \frac{\sqrt{\pi}}{(m + 1)\Gamma(m + 1)} \left(\sin\left(\frac{\phi}{2}\right)\right)^{2m} d\phi
\]

substituting

\[
\Gamma\left(\frac{m + 1}{2}\right) \Gamma\left(\frac{m + 3}{2}\right) = \frac{(2m)!}{2^{2m} \pi^{m+1}}
\]

and canceling

\[
= \sum_{m=0}^{\infty} \frac{\Gamma\left(\frac{m + 1}{2}\right) \Gamma\left(\frac{m + 3}{2}\right)}{\Gamma(m + 3) \Gamma(m + 1) \Gamma(m + 2)} \left(\frac{1}{m!}\right)^{2m+1} \frac{m!}{m!} \frac{\sqrt{\pi}}{(m + 1)\Gamma(m + 1)} \left(\sin\left(\frac{\phi}{2}\right)\right)^{2m} d\phi
\]

The integral \( \int_{0}^{\pi} \left(\sin\left(\frac{\phi}{2}\right)\right)^{2m} d\phi = \frac{\sqrt{\pi} \Gamma\left(\frac{m + 1}{2}\right)}{\Gamma(m + 1)} \)

To show this the definition of the gamma function is applied

\[ \Gamma(z) = \int_{0}^{\infty} x^{z-1} e^{-x} dx \]
Using u-substitution

Let \( u' = x \quad dx = 2udu \)

\[ \Gamma(z) = \int_0^\infty u^{2z-2} e^{-u^2} 2udu \]

\[ \Gamma(z) = 2 \int_0^\infty u^{2z-1} e^{-u^2} du \quad [1] \]

Taking the product of two gamma functions

\[ \Gamma(x)\Gamma(y) = 2 \int_0^\infty u^{2x-1} e^{-u^2} du \cdot 2 \int_0^\infty v^{2y-1} e^{-v^2} dv \]

\[ = 4 \int_0^\infty \int_0^\infty e^{-u^2} \cdot u^{2x-1}u^{2y-1}dudv \quad [2] \]

Using a change of variables

\[ u = r \cos(\theta) \quad v = r \sin(\theta) \]

\[ u^2 + v^2 = r^2 \quad dudv = rdrd\theta \]

\[ \Gamma(x)\Gamma(y) = 4 \int_0^{\pi/2} \int_0^\infty e^{-r^2} (-r^2)^{x-1} \cos^{2x-1}(\theta) \sin^{2y-1}(\theta) rdrd\theta \]

\[ = 4 \int_0^\infty \int_0^{\pi/2} e^{-r^2} (-r^2)^{x-y-1} dr \int_0^{\pi/2} \cos^{2x-1}(\theta) \sin^{2y-1}(\theta) d\theta \]

Using [1] from above this can be written as

\[ = 2 \Gamma(x + y) \int_0^{\pi/2} \cos^{2x-1}(\theta) \sin^{2y-1}(\theta) d\theta \]

This can be written as

\[ \frac{\Gamma(x)\Gamma(y)}{2\Gamma(x+y)} = \int_0^{\pi/2} \cos^{2x-1}(\theta) \sin^{2y-1}(\theta) d\theta \]

Let \( x = \frac{1}{2} \) and \( y = m + \frac{1}{2} \)
$$\frac{\Gamma\left(\frac{1}{2}\right)\Gamma\left(m+\frac{1}{2}\right)}{2\Gamma\left(\frac{1}{2}+m+\frac{1}{2}\right)} = \int_0^{\pi/2} \cos^n(\theta)\sin^{2m}(\theta)d\theta$$

$$\frac{\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{2\Gamma(m+1)} = \int_0^{\pi/2} \sin^{2m}(\theta)d\theta$$

\(\sin^{2m}(\theta)\) is symmetric about the line \(\theta = \frac{\pi}{2}\) therefore:

$$\int_{\pi/2}^{\pi} \sin^{2m}(\theta)d\theta = \int_{0}^{\pi/2} \sin^{2m}(\theta)d\theta = \frac{\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{2\Gamma(m+1)}$$

Therefore

$$\int_{0}^{\pi} \sin^{2m}(\theta)d\theta = \frac{2\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{2\Gamma(m+1)} = \frac{\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{\Gamma(m+1)}$$

Since \(\sin^{2m}(\theta)\) is also symmetric with respect to the y-axis

$$\int_{-\pi/2}^{\pi/2} \sin^{2m}(\theta)d\theta = \int_{0}^{\pi/2} \sin^{2m}(\theta)d\theta = \frac{\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{\Gamma(m+1)}$$

Therefore

$$\int_{0}^{\pi} \sin^{2m}(\theta)d\theta = \frac{4\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{2\Gamma(m+1)} = \frac{2\sqrt{\pi}\Gamma\left(m+\frac{1}{2}\right)}{\Gamma(m+1)}$$

And substituting into our earlier expression we arrive at the following
\[ \int_{-\infty}^{\infty} \left( \frac{2 J_1 (x \sin \phi/2)}{x \sin \phi/2} \right)^2 \, d\phi = \sum_{m=0}^{\infty} 2^m \frac{\Gamma(m+1/2) \Gamma(m+3/2)}{\Gamma(m+3) \Gamma(m+1)} \frac{(-1)^m}{m!} \frac{\Gamma(m+1)}{\Gamma(m+2) \sqrt{\pi}} \frac{\Gamma(m+1)}{\Gamma(m+1)} \]

\[ = \sum_{m=0}^{\infty} 2^m \frac{\Gamma(m+1/2) \Gamma(m+3/2)}{\Gamma(m+3) \Gamma(m+2) \Gamma(m+1)} \frac{(-1)^m}{m!} \]

The above can be rewritten as a \( {}_2F_3 \) hypergeometric formula.
To do this the pochammer symbol will be used or more formally rising factorial \( x^{(n)} \)
where \( x^{(n)} \) is related to the gamma function as

\[ x^{(n)} = \frac{\Gamma(x+n)}{\Gamma(x)} \]

Thus

\[ \left( \frac{1}{2} \right)^{(m)} = \frac{\Gamma(m+1/2)}{\Gamma(1/2)} \frac{\Gamma(m+1/2)}{\sqrt{\pi}} \]

\[ \left( \frac{3}{2} \right)^{(m)} = \frac{\Gamma(m+3/2)}{\Gamma(3/2)} = \frac{2\Gamma(m+3/2)}{\sqrt{\pi}} \]

\[ (1)^{(m)} = \frac{\Gamma(m+1)}{\Gamma(1)} = \frac{\Gamma(m+1)}{1} \]

\[ (2)^{(m)} = \frac{\Gamma(m+2)}{\Gamma(2)} = \frac{\Gamma(m+2)}{1} \]

\[ (3)^{(m)} = \frac{\Gamma(m+3)}{\Gamma(3)} = \frac{\Gamma(m+3)}{2} \]

And

\[ \frac{\left( \frac{1}{2} \right)^{(m)} \left( \frac{3}{2} \right)^{(m)}}{(1)^{(m)} (2)^{(m)} (3)^{(m)}} = \frac{4}{\pi} \frac{\Gamma(m+1/2) \Gamma(m+3/2)}{\Gamma(m+1) \Gamma(m+2) \Gamma(m+3)} \]

Making use of the above we can rewrite our expression as

\[ \sum_{m=0}^{\infty} 2^m \frac{\Gamma(m+1/2) \Gamma(m+3/2)}{\Gamma(m+3) \Gamma(m+1)} \frac{(-1)^m}{m!} \frac{\Gamma(m+1)}{\Gamma(m+2) \sqrt{\pi}} \frac{\Gamma(m+1)}{\Gamma(m+1)} \]

\[ = 2\pi \right. \]

\[ _2F_3 \left( \frac{1}{2}; \frac{3}{2}; 1, 2, 3; -x^2 \right) \]
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\[ 2\pi F_3 \left( \frac{\frac{3}{2}^2}{2}; 1, 2, 3; -(x)^2 \right) \]

**XVII.2 Tinc Squared Integral**

\[ \int_{-\infty}^{\infty} (3\text{tinc}(x))^2 \, dx = 9 \int_{-\infty}^{\infty} \left( \frac{j_0(x)}{x} \right)^2 \, dx = 2\pi \left[ \frac{4}{5} F_3 \left( \frac{1}{2}; 4, \frac{7}{2}; -(4\pi R)^2 \right) - 6, F_3 \left( \frac{1}{2}; 3, \frac{7}{2}; -(4\pi R)^2 \right) \right] \]

This is an even function and the integral reduces to,

\[ 18 \int_0^{\pi} \left( \frac{j_0(x)}{x} \right)^2 \, dx \]

Subsequently applying the identity

\[ j_0(z)^2 = \frac{\sqrt{\pi}}{2} G^{1, 1}_{1, 3} \left[ \begin{array}{c} 1 \\ z \end{array} \right]^{1} \left[ \begin{array}{c} 1 \\ \frac{1}{2} \end{array} \right]^{0} \left[ \begin{array}{c} 2 \\ \frac{1}{2} \end{array} \right]^{-2} \]

where

\[ G^{1, 1}_{1, 3} \left[ \begin{array}{c} 1 \\ z \end{array} \right]^{1} \left[ \begin{array}{c} 1 \\ \frac{1}{2} \end{array} \right]^{0} \left[ \begin{array}{c} 2 \\ \frac{1}{2} \end{array} \right]^{-2} = \frac{\sqrt{\pi}}{2} 2\pi j \int \left[ \prod_{j=1}^{\infty} \left[ \Gamma(b_j + s) \right] \prod_{j=1}^{\infty} \left[ \Gamma(1 - a_j - s) \right] \right] z^{-2s} \, ds \]

To evaluate the above one begins by evaluating the sum of products confined within the curly braces starting with \( j=1 \) to obtain

\[ \frac{\Gamma(1+s)\Gamma(1-s)}{1} \]

\[ j=2 \]

\[ \frac{1}{\Gamma\left( \frac{3}{2} - s \right)} \]

Lastly for \( j=3 \)

\[ \frac{1}{\Gamma(3-s)} \]

Substituting the result into the expression gives

\[ \frac{j_0(x)^2}{x^2} = \frac{1}{4\sqrt{\pi} j} \int \left[ \prod_{j=1}^{\infty} \left[ \Gamma(b_j + s) \right] \prod_{j=1}^{\infty} \left[ \Gamma(1 - a_j - s) \right] \right] z^{-2s} \, ds \]

\[ = \frac{1}{4\sqrt{\pi} j} \int \left[ \frac{\Gamma(1+s)\Gamma(1-s)}{\Gamma\left( \frac{3}{2} - s \right)\Gamma(3-s)} \right] z^{-2s} \, ds \]
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Now integrating along the contour of this integral gives

$$j_1(x)^2 = \frac{(1 + x^2 - \cos(2x) + z^2 \cos(2x) - 2z \sin(2x))}{2x^2}$$

Now letting $x = 4\pi A \sin\left(\frac{\phi}{2}\right)$ gives (Yet this needs to be corrected in the future!)

$$\frac{J_1\left(\frac{4\pi R \sin\left(\frac{\phi}{2}\right)}{2}\right)}{\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)^2} = \frac{1 + \left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)^2 - \cos\left(8\pi R \sin\left(\frac{\phi}{2}\right)\right)}{\left(4\pi \sin\left(\frac{\phi}{2}\right)\right)^2} \left(-8\pi R \sin\left(\frac{\phi}{2}\right) \sin\left(\frac{8\pi R \sin\left(\frac{\phi}{2}\right)}{2}\right)\right) + \frac{\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)^2}{\left(4\pi \sin\left(\frac{\phi}{2}\right)\right)^2} \cos\left(8\pi R \sin\left(\frac{\phi}{2}\right)\right)$$

And the above expression is simplified as

$$\frac{J_1\left(\frac{4\pi R \sin\left(\frac{\phi}{2}\right)}{2}\right)}{\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)^2} = \frac{\left(-4\pi R \sin\left(\frac{\phi}{2}\right) \cos\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right) + \sin\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)\right)^2}{\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)^2}$$

Now applying the integral gives

$$18\int_0^\pi \left(\frac{J_1(x)^2}{x}\right) d\phi = \int_0^\pi \frac{\left(-4\pi R \sin\left(\frac{\phi}{2}\right) \cos\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right) + \sin\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)\right)^2}{\left(4\pi R \sin\left(\frac{\phi}{2}\right)\right)^2} d\phi$$

$$= 2\pi \left[\frac{2}{5} F_2\left(\frac{1}{2}, \frac{5}{2}, -\left(4\pi R\right)^2\right) - 6F_1\left(\frac{1}{2}, \frac{3}{2}, -\left(4\pi R\right)^2\right)\right]$$
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APPENDIX XVIII

CANONICAL PATTERNS PLOTTED THREE DIMENSIONALLY IN DB SCALE

Examples of the radiation patterns of select distributions presented in this dissertation are shown in Figure 308-Figure 327. Negative \( N \)-sphere random array patterns \( \tilde{A} = 3.35 \).

Figure 308. Linear random array \( \{ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ top left}, \ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ top right}, \ (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ bottom left}, \ (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ bottom right} \} \).
Figure 309. Ring random array \( \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ top left}, (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ top right}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ bottom left}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ bottom right}\} \)
Figure 310. Planar random array \( \{ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \) top left, \( (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \) top right, \( (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \) bottom left, \( (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \), bottom right \}. 
Figure 311. Circular random array \( \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ top left}, (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ top right}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ bottom left}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ bottom right}\} \).
Figure 312. Triangular random array \( \{ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \) top left, \( (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \) top right, \( (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \) bottom left, \( (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \), bottom right\).
Figure 313. Cubical random array \( \{ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ top left, } (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ top right, } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ bottom left, } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ bottom right} \} \).
Figure 314. Cubical random array \( \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = \tilde{B} = 1) \text{ top left}, (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = \tilde{B} = 3.35) \text{ top right}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = \tilde{B} = 1) \text{ row two bottom left}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = \tilde{B} = 3.35) \text{ row two bottom right}, \text{ row three bottom left } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35, \tilde{B} = 1) \text{ row three bottom right}, \text{ row four bottom right } (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35, \tilde{B} = 1), \text{ row four bottom right } (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1, \tilde{B} = 3.35) \text{ row four bottom right } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1, \tilde{B} = 3.35) \} \).
The aperture size $\bar{B}$ is taken from the middle of the cylinder up to the top of the cylinder (half the length of the cylinder length).

Figure 315. Spherical random array \((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1)\) top left, \((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35)\) top right, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1)\) bottom left, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35)\), bottom right.
Figure 316. Anti square random array \( \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \ \text{top left}, \ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \ \text{top right}, \ (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \ \text{bottom left}, \ (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \ \text{bottom right}\}. \)
Figure 317. Anti circular random array \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ top left, } (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ top right, } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ bottom left, } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ bottom right}\}. 
Figure 318. Anti triangular random array \((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1)\) top left, \((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35)\) top right, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1)\) bottom left, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35)\) bottom right. 
Figure 319. Rectilinear random array \( \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ top left, } (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ top right, } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ bottom left, } (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ bottom right}\}.$
Figure 320. Antiphase triangular random array \( \{(\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \) top left, \((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \) top right, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \) bottom left, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \), bottom right\).
Figure 321. Antiphase triangular squared random array \{\((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1)\) top left, \((\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35)\) top right, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1)\) bottom left, \((\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35)\), bottom right\}.
Figure 322. Sine random array \( (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \) top left, \( (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \) top right, \( (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \) bottom left, \( (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \), bottom right.
Figure 323. Sine-squared random array \{ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ top left}, (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ top right}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 1) \text{ bottom left}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \bar{A} = 3.35) \text{ bottom right} \}.
Figure 324. Antiphase constant random array \{ (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ top left}, (\theta_0 = 90^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ top right}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 1) \text{ bottom left}, (\theta_0 = 0^\circ, \phi_0 = 0^\circ, \tilde{A} = 3.35) \text{ bottom right} \}. 


As can be seen from Figure 325 the antimodal distribution needs to be placed orthogonal to the beamsteering angle.
Figure 326. Interometer random array (periodic linear array of two elements x-axis)\{ (θ₀ = 90°, φ₀ = 0°, Ā = 1) top left, (θ₀ = 90°, φ₀ = 0°, Ā = 3.35) top right, (θ₀ = 0°, φ₀ = 0°, Ā = 1) middle left, (θ₀ = 0°, φ₀ = 0°, Ā = 3.35), middle right\}, (θ₀ = 0°, φ₀ = 0°, Ā = 0.25) (D=.5) bottom left, (θ₀ = 90°, φ₀ = 0°, Ā = 3.35), bottom right\}.
The patterns in Figure 327 appear to be from scattering. These ricatti Bessel functions are also found in [152] in Chapter 10 with the section regarding the biconical antenna. It is likely the modes of this antenna relate to the modes of the negative $N$-sphere.