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ABSTRACT

Recent work in the field of reconfigurable antennas has presented a variety of novel
approaches to functionalizing antenna structures. In particular, fluidic & microflu-
idic strategies show promise as next-generation reconfiguration mechanisms to build
advanced, highly-reconfigurable antenna designs capable of integration into cognitive
wireless systems. In this work, a networked control system is conceptualized and im-
plemented in a modular fashion to provide centralized control of an antenna array
composed of such reconfigurable elements. A fluidic-controlled tri-band polarization
& frequency reconfigurable antenna (TBPFRA) design—utilizing multiple fluid re-
configuration systems—is explored as a target design for control. An electronically
polarization-reconfigurable antenna (EPRA) design is implemented and multifunc-
tionalized with a thermoregulation system. The array control system is implemented
on a seven element testbed platform with the multifunctional EPRA design. The
assembled testbed system is then used to demonstrate a variety of cognitive antenna
techniques, including beam steering and direction-of-arrival estimation. Finally, a
novel method of raster-based infrared signaling is explored, and a proof-of-concept

is demonstrated with the multifunctional array testbed.
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1. INTRODUCTION

Wireless data transmission has become ubiquitous in modern electronic devices.
So, too, has the number of wireless data transmission standards proliferated. Increas-
ingly, mobile devices are expected to communicate using multiple wireless standards,
and in multiple frequency bands. Furthermore, many commercial & military users re-
quire both land-mobile and satellite-mobile wireless communications for short-range
and long-range communication, respectively. This multitude of requirements plays
to the strengths of a variety of different canonical antenna designs, however achieving
high gain, wide operating bandwidth, and polarization diversity in a single passive
antenna design is quite difficult.

Reconfigurable antennas show promise to provide communications system de-
signers with the ability to implement truly multifunctional communications systems.
Frequency reconfigurability can allow a single antenna system to work in multiple
different frequency bands, and polarization reconfigurability allows an antenna sys-
tem to leverage polarization diversity to combat signal fading and multipath effects.
A variety of different techniques are available to reconfigure the operating behavior
of an antenna element. In particular, a variety of solid-state (and near-solid-state)
electronic mechanisms can be used to reconfigure the radiation pattern, operating
frequency, and polarization of an antenna structure. Recently, microfluidic systems
have shown promise as an alternative to electronic reconfiguration mechanisms for an-
tenna applications. Fluidic mechanisms have the potential to enable higher RF power
operation, with lower loss than comparable electronic mechanisms, and without re-
quiring conductive control wiring on the antenna structure—obviating the potential

such control structures have to perturb the operation of the antenna.



In stationary and mobile applications, antenna arrays can be used to provide
higher gain and a more directional radiation pattern through beamforming, allowing
further improvement of the signal-to-noise ratio and link budget of a wireless link.
Furthermore, when equipped with controllable phase shifting elements and phase-
sensitive receivers, such an antenna array can be used to implement electronically-
steerable beamforming and direction-of-arrival estimation capabilities. Such a mobile
or stationary array could then be used to locate and track a remote transceiver. An
antenna & transceiver array system like this has many applications, ranging from
multiuser wireless communications systems to radar to electronic warfare.

This thesis will explore the preliminary development of a multi-band, frequency-
and polarization-reconfigurable planar antenna, using novel fluidic reconfiguation
techniques, which can be tiled in a hexagonal array for distributed beamforming
and direction-of-arrival estimation applications. In particular, the control system to
manipulate the reconfiguration mechanisms on an array of such antenna elements
is developed and tested. The control system utilizes wired & wireless TCP /IP net-
working to implement a dynamically reconfigurable array control system, allowing
individual antenna elements to be added and removed from the array on the fly.

To achieve high gain with an antenna array, many elements are required. For
planar antenna elements in a planar array, a high gain equates to a large planar
surface, which typically must be unimpeded by external structures to avoid com-
promising the RF performance of the array. This thesis will further explore the
multifunctionalization of such a planar antenna array through the implementation
of a thermoregulation system. By achieving individual control of each antenna ele-
ment’s temperature, a multifunctional array system capable of displaying a long-wave
infrared image is achieved. A particular envisioned application is explored: the use

of a such a multifunctional array to transmit data via long-wave infrared energy.



2. BACKGROUND

2.1 Microstrip Patch Antennas

Microstrip patch antennas are a common modern antenna structure, useful in a
variety of applications where size, weight, and cost are key design constraints [1]. Mi-
crostrip antennas are easily conformable to the surface of a wide variety of structures,
are readily and easily manufactured using the same techniques used for planar circuit
fabrication, and are amenable to the addition of a variety of reconfiguration mecha-
nisms to enable manipulation of their operating frequency, impedance, polarization,
and/or radiation pattern. [2,3] Microstrip patch antennas can also be constructed
in a wide variety of geometries. Common to all microstrip antennas are four key

elements [4]:

e a thin conductive sheet—usually metallic—called the patch
e a (typically larger) conductive sheet known as the ground plane
e a dielectric substrate separating the two conductive sheets, and

e a feed structure, which couples electromagnetic energy into the antenna

Despite their numerous advantages, microstrip patch antennas have several key
disadvantages. The principal disadvantage of a patch antenna is its high quality

factor, (). The @ of a structure or circuit can be expressed as

Energy stored

Q=2 (2.1)

7TEnergy lost per cycle

As will be examined in depth, patch antennas are roughly resonant structures, so

the Energy stored term in (2.1) is typically large relative to the Energy lost per cycle

3



Substrate Er h

Ground Plane

Fig. 2.1: Geometry & principal design variables of a rectangular microstrip patch
antenna

term. The high Q of most patch antennas results in several disadvantageous effects.
First, patch antennas are typically narrowband structures, with small impedance
bandwidths of at most a few percent. Microstrip antennas also typically exhibit
low radiation efficiencies as only a fraction of the energy supplied into them is lost
through the radiating mechanism. Although approaches exist to reduce the Q of
a microstrip antenna, most result in a degradation of the radiation pattern and/or
polarization of the antenna. Despite these disadvantages, microstrip antennas have
seen significant use in applications where weight, profile, and cost constraints are
tight. Below, two of the most common patch geometries—from which the antenna

geometries explored in this work are derived—are examined.
2.1.1 Rectangular Microstrip Patch Antennas
2.1.1.1 Overview

The rectangular microstrip patch antenna is the canonical form of the microstrip
patch, and the first geometry explored in literature [5]. Fig. 2.1 shows an overview of

the geometry of the rectangular patch and its key design variables. The antenna takes
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Coaxial Probe
Feed

Fig. 2.2: Cross-section of rectangular microstrip patch antenna

the form of a thin rectangular patch, laid atop a substrate material of thickness h with
some relative permittivity ,. This substrate material is underlain by a conducting
metal ground plane. The rectangle of the patch is defined by a length L, and a
width W. These three variables—L, W, and h—determine the operating frequency,
impedance & operating bandwidths, and radiation pattern of the patch antenna.

A rectangular patch antenna is typically designed such that the peak of its radi-
ation pattern is normal to the plane of the patch itself (the 4z direction in Fig. 2.1).
This is accomplished with a geometry in which the substrate thickness is small rela-
tive to the operating wavelength (h << \g), and the resonant length is chosen such

that \g/3 < L < X\o/2 [1].
2.1.1.2 Feed Mechanisms

A common method of feeding electromagnetic energy into the patch is the coaxial
probe feed, a cross-section of which is shown in Fig. 2.2. Note how the center
conductor of the coaxial probe is connected to the patch, and the outer conductor
is coupled to the ground plane. A hole of radius equal to that of the dielectric

space in the coaxial cable is cut into the ground plane to facilitate the passage of
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Fig. 2.3: Transmission line model of rectangular microstrip patch antenna

the electromagnetic fields into the dielectric beneath the patch. The distance yo at
which the probe is inset into the patch from the radiating edge on the 4y side of
the patch controls the input impedance of the patch seen at the probe feed, allowing
the feed to be impedance matched to the antenna. Other common feed geometries
include inset microstrip feed lines, aperture coupled microstrip feeds, and proximity
coupled microstrip feeds. Only the coaxial probe feed geometry was explored in this

work.
2.1.1.3 Analysis € Design

Two analytical models are commonly used to gain insight into the operation and
design of the rectangular patch: the transmission-line model and the cavity model.
The transmission-line model was one of the first analytical models developed for
the patch antenna [5], and while it does not yield the most accurate results for
operating parameters such as frequency and input impedance, it does provide some

insight into the operating behavior of the patch antenna. The cavity model of the



patch antenna is slightly more complex, but provides more accurate predictions of
the operating frequency and input impedance. Further, the cavity model provides
more physical insight into the radiation mechanism of the patch, and a reasonably
accurate approximation of its radiation pattern.

Fig. 2.3 shows a schematic representation of the transmission line patch model.
In this model, the patch antenna is modeled as a section of wide, low-impedance
microstrip transmission line of characteristic impedance Z4, propagation constant
Ba, and length [; +15. The characteristic impedance of a microstrip transmission line
is determined primarily by its width w and the thickness of the dielectric substrate
h on which it rests, along with the relative permittivity ¢, of the substrate. For

microstrip line, this characteristic impedance is given by: [6]

60 In % + il for w <1
Z \/Eeff w 4h h - (2 2)
0= —1 ’
120m [w +1.393 4 0.667In (w + 1.444)] for L 51
A/ Eeff h h h

The term eqq in (2.2) represents an effective relative permittivity which, if it replaced
the dielectric of the microstrip line and the air above it such that the microstrip were
embedded in a uniform dielectric, would result in a transmission line with electrical

properties identical to the actual geometry. This term is given by [6]

for © > 1 (2.3)

_5r+1+5r—1 B2
2 h

= 14+ 12—
Eeff 2 + w

In the transmission line model of the microstrip patch, the impedance given by (2.2)

is substituted for Z4. B4 can be found from

ba= "o (2.4
0



where )\ is the free-space wavelength and e.¢ is given by (2.3). The electric fields
between the patch and ground plane take the form shown in Fig. 2.4, derived from
the cavity model of the patch. Because the patch geometry is finite, the electric field
between the patch and ground plane fringe outward at the edges. This fringing also
occurs at the boundaries of the patch in the orthogonal cut-plane (x-z plane) as well.
These fringing fields result in an effective electrical length & width extension of the

patch. The effective width can be approximated as [7]

1207h
o 20 2.5
(eft Zm Eeff ( )
607 [w 1.451 w -1
A— — 4+ 0441+ —— +1In | — 0.94 2.6
Nt R n(%) * } (2.6)

Similarly, the effective length extension AL, such that the effective length L.g =
L+ 2AL can be found from [§]

(et +0.3) (% +0.264) ,

AL = 0.412
(2ot — 0.258) (% +0.8)

(2.7)

The operating frequency of the patch can be then be estimated according to [1]

1 1

fc - 2Legw /Eeffr/ HOED - 2 (L + 2AL) v Eeffr/ 00D

(2.8)

The radiating slots at the edges of the patch—denoted as the fringing fields in
Fig. 2.4—can be represented in the transmission-line model as a complex admitttance
Y12 = G124+ B2, where Gy 5 represents the conductance of slots 1 & 2, respectively,
due to radiation loss. B 2 represents the capacitance of the fields in the slot. Several
approximations of varying accuracy exist to evaluate these slot admittances. The

simplest—though not necessarily most accurate—is that based on a slot of infinite



width, where [1]

W | L1
L khﬂ N e 9.
G2 = 00 [ 54 koh) N 10 (2.9)
hoo1
Bro—= 1 —0.6361n(koh LA 9.1
1,2 120)\0[ 0.636 1'1( 0 )] N < 10 ( 0)

Ao is the free space wavelength at the operating frequency and ky = i—g The input

admittances Y7, and Y7, in Fig. 2.3 can be found from

Y, Yat l 1
12+ jVatan(Balio) where Y, = — (2.11)

Y —
ML T A Y+ Y1 tan(Baly ) 2

The input impedance of the patch antenna at its operating frequency can thus

be calculated according to the following process

1. Use the effective width from (2.5) in (2.2) to calculate Z,4 in Fig. 2.3

2. Calculate the propagation constant 54 from (2.4)

3. Use (2.10) to calculate Y12 = G125 + jBi 2 in Fig. 2.3

4. Calculate effective line lengths lj o = Iy + AL, lo e = lo + AL using (2.7)

5. Calculate the input admittances Y;; and Yo of the two halves of the patch

according to (2.11)

6. Calculate the input impedance of the patch antenna as Zy, = 1/ (Y1 + Y1)

The cavity model of the microstrip patch antenna is slightly more complex than
the transmission-line model, but it tends to give a more accurate estimate of the
operating frequency. Further, the cavity model directly incorporates insight into the
radiating mechanism of the patch, and thus provides a fairly accurate estimate of its

radiation pattern.
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Fig. 2.4: Electric field distribution of a rectangular microstrip patch antenna

The cavity model is based on the assumption that the region of the dielectric
substrate between the patch and ground plane can be treated as a resonant cavity.
To simplify the analysis, the cavity surfaces bounded by the metal patch and ground
plane are treated as perfectly electric conducting boundaries (with zero tangential
electric fields). Likewise, by considering the current flow around the edges of the
patch from the bottom surface to the top surface, an approximation can be made
to treat the vertical cavity boundaries around the perimeter of the patch as perfect
magnetic conductors (with zero tangential magnetic fields). [1]

Because the height A of the cavity is typically very small with respect to the op-
erating wavelength (h << \), a reasonable approximation is to treat the electric field
below the patch as perfectly normal to the conductor surfaces. With this assump-
tion, only modes with magnetic fields transverse to z are considered. The fields are

found by solving the homogeneous wave equation for the magnetic vector potential

VA, +k*A, =0 (2.12)

10



whose general solution is [6]

A, =[A; cos(k,z) + By sin(k,z)]:
[Ag cos(kyy) + By sin(k,y))]- (2.13)

[As cos(k,z) + Bssin(k,z)]

By relating A, to the electric fields in the cavity and subjecting those fields to the
boundary conditions of the cavity model (zero tangential electric fields at the top
and bottom boundaries, zero tangential magnetic fields on the vertical perimeter

boundaries) this solution becomes [6]
A, = Ay cos(kya’) cos(kyy') cos(k,z") (2.14)

at a point (2/,y/,2') inside the cavity, where A,,,, is the amplitude coefficient of the

mnp mode and

kx:%, m=0,1,2,... (2.15)
ky:”%, n=01,2,... (2.15b)
kzz%, p=01,2,... (2.15¢)

are the wavenumbers in the x, y, and z directions respectively. m, n, and p are the
mode numbers for the respective axes, and can take any set of integer values except
m=n=p=0.

The resonant frequency of the cavity modes can be found by substituting (2.15)
into the constraint

k2424 kD =k = wlpe (2.16)

11



which gives the resonant frequency for the mnp mode as

b = 5 () () () 217

Typically, the dimensions L and W are chosen such that the lowest order mode

is the TMg,, mode, such that the resonant direction of the patch in Fig. 2.1 is along
the y-axis. When calculating the resonant frequency of the patch cavity using (2.17),
it is best to reincorporate the effects of the fringing fields around the periphery of
the patch that were approximated out during the derivation of the cavity model.
This can be accomplished by substituting an effective length L.g and width Weg into
(2.17) using the microstrip length & width extension formulas in (2.7) & (2.5). This
will give an improved estimation of the operating frequency of the patch.

The cavity model also gives us mathematical tools to predict the radiation pattern
of the rectangular patch with reasonable accuracy. By applying Huygens’ equivalence
principle to the fields of the cavity model, the fields of the cavity and the physical
structure of the patch can be replaced by an equivalent magnetic surface current M
where

M, = —2i x E, (2.18)

In this equivalence expression, E, is the electric field vector at the vertical (PMC)
boundary surrounding the patch, and is multiplied by 2 to account for the equivalent
current image in the ground plane below the patch. Along the resonant length L
of the patch, the electric field is equal amplitude and opposite on the +y and —y
sides as shown in Fig. 2.4, so the equivalent magnetic currents along these edges are
zero and these slots are considered nonradiating. Along the nonresonant width W

of the patch, the electric field is uniform and nonzero, and by applying (2.18) to

12



the two walls with opposite normal vectors i one finds that the equivalent magnetic
currents M ; and M 5 are equal and in phase. Thus, the patch can be simplified to a
two-element array of magnetic currents which radiate with a maximum at broadside

(+2). The far-field electric field radiated by each current can be expressed as [1]

E.~E;~0 (2.19a)
kohW Ege=Ikor inZ
) A 0 [COS o } (2.19b)
2mr
where
koW
Z =2 sinfcos (2.19¢)

for kgh << 1 By applying array theory, an array factor AF can be calculated for the

two slots separated by a distance L.g in the y direction as

koL
AF, = 2 cos ( 0265 sin @ sin ¢> (2.20)

which can be applied to (2.19b) to find the total radiated electric field: [1]

E@ ~ oW

r 5

b WV Ene—ikor sin (2% sin @ cos L
G2 W Eqe [COSG ( & qb) X COS (kozeHSiHQSinﬁb) (2.21)

sin @ cos ¢

2.1.2 Circular Microstrip Patch Antennas

A circular microstrip patch antenna has a fundamentally similar geometry to
that shown in Fig. 2.1, with the exception that the boundary of the patch on the top
surface of the dielectric substrate is defined—instead of by a rectangle of dimensions
L and W-—by a circle of radius r centered about the z-axis (i.e. a metal circle in

the © — y plane centered at (z,y,2) = (0,0, h)). The geometry of the circular patch

13



is only readily amenable to the application of the cavity model described above, as
the transmission-line model does not adapt well to this geometry.

As with the rectangular patch, the dielectric between the patch and ground plane
is treated as a cavity—a cylindrical cavity—with circular PEC top and bottom sur-
faces and a PMC wall bounding the cylindrical wall. The analysis proceeds as in
section 2.1.1.3. The fields are assumed to be TM,, such that the electric field in the
cavity is normal to the top and bottom PEC walls. (2.12) is solved for the magnetic
vector potential A,(p, ¢, z) in a cylindrical coordinate system. A, is related to the

fields in the cavity by [6]

Lo 110

E,=—f———A H 2.22
P J wpe Opdz~~ P oupde (2.22)
11 02 10
Ey=—j————A, Hy=———A, 2.22b
¢ wpe p 000z ¢ wop ( )
E. = —j 8—2+k2 A H,=0 (2.22¢)
o jwus 022 ‘ o ‘

By applying the boundary conditions of the PEC walls (zero tangential electric field
E, = E, at the top and bottom surfaces 2’ = h and 2z’ = 0) and PMC walls (zero
tangential magnetic field H, = H, at the cylindrical outer wall p’ = r) to (2.22) and

applying (2.22) to the general solution of (2.12), the solution reduces to [6]
A, = Bunpdm(k,p')[Az cos(m@') + By sin(mg')] cos(k,2') (2.23)

where

kz + k2 = wlue (2.24)

and (p', ¢, 7') is a point within the cavity. J,,(x) is an mth order Bessel function of

the first kind, and
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/
, = Xmn m=0,1,2,... n=012,... (2.25)

k, =" p=0,1,2,... (2.26)

where X/, represents the mnth zero of the Bessel function. The lowest zero of J,,(z)
is x}; =~ 1.8412, so the operating frequency of the lowest mode of the circular patch

can be calculated as

(2.27)

! 1.8412
fr,ll() - an) -

1
2w /e < ro ) 2mr /e
A similar treatment to that in the previous section can be used to transform the
fields of the cavity model of the circular patch into a magnetic surface current M
tangential to the cylindrical wall of the cavity and running parallel to ¢, which can

be used to calculate the far-field electric fields.
2.2 Reconfigurable Patch Antennas

As mentioned in section 2.1, microstrip patch antennas are readily amenable to
the addition of mechanisms which enable dynamic reconfiguration of their operating
frequency, polarization, and/or radiation pattern. Numerous different mechanisms
have been explored to enable this reconfiguration. The bulk of these approaches take

one of two approaches to reconfiguration:

1. Switching mechanisms, which effect change in the electrically active geometry

of the antenna structure

2. Loading mechanisms, which apply a variable reactive load to the fields in the

antenna structure
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The reconfiguration mechanisms explored in this work can be broadly classified into

two types: electronic mechanisms and fluidic mechanisms.
2.2.1 Electronic Reconfiguration Mechanisms

A wide variety of electronic mechanisms have been explored in literature to
achieve reconfigurability in patch antenna designs. Several of the most common elec-
tronic reconfiguration mechanisms are PIN diodes [9-13], varactor diodes [14-17], and
RF MEMS (micro-electromechanical systems) [18-21]. Of these three approaches,
PIN diodes fall into the class of switching mechanisms whereas varactor diodes are
most frequently used as a loading mechanism. RF MEMS can be used in either
strategy, although they are most commonly used as a switching mechanism.

Although PIN diode-based reconfiguration is the only approach explored in this
work, a brief overview of varactor & RF MEMS follows. Varactor diodes (also known
as varicaps) are electronic devices that operate as voltage-controlled capacitors. The
construction of a varactor is fundamentally the same as that of a conventional diode.
They consist of a semiconductor p-n junction wherein two types of semiconductor
with doping such that one region’s majority charge carrier is positive (p-type) and
the other region’s majority charge carrier is negative (n-type) are joined together. In
contrast to conventional diodes, however, varactors are almost universally operated
in reverse-bias conditions, where the cathode (n-type semiconductor) is at a positive
voltage potential relative to the anode (p-type semiconductor). In these conditions,
the applied electric field forces the charge carriers in the p- and n-regions to separate
from one another, generating a depletion region at the p-n boundary with relatively
few charge carriers (and thus relatively good insulating properties). By varying the
applied reverse voltage the width of the depletion region can be varied, effectively

forming a parallel-plate capacitor with a voltage-variable plate distance. In opera-
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tion, the capacitance of the varactor is inversely proportional to the applied DC bias
voltage. In reconfigurable antenna systems, this variable capacitance is typically
used as a variable reactive load on the antenna structure, or as a variable electrical
length element in such a structure.

RF MEMS are miniature or microscopic systems, typically fabricated using pla-
nar semiconductor manufacturing techniques and often using similar materials, which
utilize electrostatic forces (with electrostatic attraction being most common) to ac-
tuate micromachined structures to accomplish ohmic or capacitive switching, or to
vary the distance between two conductive microstructures to vary the capacitance
between them. Compared to true solid-state approaches such as PIN or varactor
diodes, RF MEMS require significantly higher voltages to actuate—up to several
hundred volts—although at extremely low current.

PIN diodes are constructed in a similar manner to conventional or varactor diodes,
but with one key difference. During the doping process in which the semiconductor
is formed into regions of p-type and n-type, a layer of intrinsic, or undoped, semicon-
ductor is left separating the p- and n-regions. This intrinsic region has relatively few
unbound charge carriers, so it presents a high resistance to the flow of current in an
unbiased state. The relatively wide intrinsic region makes the resulting diode a poor
rectifier at low frequencies, but at RF and microwave frequencies, it behaves as a
current-variable resistor. The RF resistance of a PIN diode is inversely proportional
to the DC bias current applied, and can vary from 10k€) at zero bias current down
to as little as 0.1€2 with bias currents on the order of 1-10mA. Thus, PIN diodes
see the most frequent use—including in this work—as a voltage/current controlled

switch.
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2.2.2 Fluidic Reconfiguration Mechanisms

While electronic antenna reconfiguration techniques have seen quite a bit of re-
search, a relatively new class of fluidic antenna reconfiguration techniques have re-
ceived a good bit of attention in recent years. Fluidic systems can be used in a variety
of ways to reconfigure the operating behavior of an antenna, ranging from loading
mechanisms [22-25] that use fluidic systems to vary a reactive or dielectric load on a
reconfigurable antenna to geometry-manipulation mechanisms [26-31], which utilize
fluidic systems to manipulate the physical geometry of the antenna.

The fluid systems explored in literature for reconfiguring the operating behavior
of antenna systems can be broadly classified into two groups by the type of fluid

utilized. They are

1. Conductive fluidic systems, which use conductive fluids (frequently liquid met-

als)

2. Dielectric fluidic systems, which use non-conducting fluids as the reconfigura-

tion medium

In this work, both types of fluidic reconfiguration mechanism are explored. The

following presents an overview of these fluid mechanisms.
2.2.2.1 Liquid Metal

Liquid metals are a collection of materials which exhibit the properties of metals—
namely high electrical & thermal conductivity—and remain liquid at or below room
temperature (20-25°C). Only one elemental metal falls into this category: Mercury.
Several metal alloys, however, have melting points at or below room temperature.
Principally, these are alloys containing either Gallium or Sodium. Table 2.1 shows a

summary of the compositions and melting points of these liquid metals.
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Table 2.1: Summary of liquid metal properties

Chemical .
. Melting
Name Composition .
Point
(wt %)

Mercury Mercury: 100%  -38.8°C

Sodium: 23%
Potassium:  77%

Gallium: 75%
Indium: 25%

Gallium: 68%
Galinstan Indium: 22% 11°C
Tin: 10%

NaK -12.6°C

eGaln 15.5°C

Of these liquid metals, eGaln (eutectic Gallium-Indium alloy) and Galinstan
(Gallium-Indium-Tin alloy) are relatively inert. Mercury possesses the lowest melt-
ing point of the liquid metals, but it is highly toxic and exhibits a relatively high
vapor pressure, meaning it evaporates readily and poses an inhalation toxicity risk
to personnel. NaK (Sodium-Potassium alloy) also has a relatively low melting point,
but it is also highly reactive. NaK reacts violently with water to form sodium and
potassium hydroxides, hydrogen gas, and copious amounts of heat. It also reacts with
air to form potassium oxides and superoxides, including the potent oxidizer KO-,
which can form a shock-sensitive explosive mixture with many organic compounds.
Thus, both Mercury and NaK pose significant risks which greatly outweigh their
potential benefits in antenna reconfiguration applications. Of these liquid metals,
only eGaln was explored in this work.

The basic principle of liquid metal reconfiguration mechanisms is to change the
conductor geometry of the antenna structure to achieve reconfiguration of the an-

tenna’s operating behavior. Frequently, this geometry change is accomplished via
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pressure-driven displacement of the liquid metal [27-30], although the liquid metal
can also be used as a highly flexible conductor in a flexible support, which can be
reshaped mechanically using some external influence [31]. In this work, a pressure-

driven liquid metal fluid network is explored.
2.2.2.2 D:ielectric Fluids

Dielectric fluids are substances that are fundamentally non-conductive. A wide
variety of dielectric fluids have been explored in antenna reconfiguration applica-
tions, [22,24-27,32,33] with techniques ranging from variable dielectric loading for
frequency reconfiguration to variable dielectric coupling for polarization reconfigura-

tion. Table 2.2 gives dielectric properties for several such common fluids.

Table 2.2: Dielectric properties of selected dielectric fluids

Relative Loss Tangent
Material Permittivity tan & at Frequency Reference
Er

Silicone Oil  2.74 0.1 3 GHz [34]
Fluorinert FC-70  1.98 [35] 0.0013 [36] 213 GHz [36] [35]
Hydrocal 2400 2.2 0.0008 10 GHz [34]
Deionized Water 80 0.12 2.45 GHz [37]
Methanol 31.7 0.289 1 GHz [38]
Acetone 21 0.054 2.45 GHz [37]

All dielectric materials can be fully characterized by their complex absolute per-
mittivity

et =¢ —je' (2.28)

where € is the real component and &” is the imaginary component. For most dielectric

materials, €* varies as a function of frequency. Often, the dielectric properties of a
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material are specified by their relative permittivity e, and loss tangent tand (as in
Table 2.2). These terms are related to the complex permittivity ¢* by
|€* | "

e&r=-— and tand= — (2.29)
o g

For antenna reconfiguration applications it is key that a dielectric fluid have
as low a tand as practicable. For both the variable loading and variable coupling
reconfiguration techniques, if the dielectric fluid has a high loss tangent the radiation
efficiency of the antenna will be adversely impacted as electromagnetic energy in the
antenna structure will be absorbed by the dielectric fluid and converted to waste
heat instead of being radiated into free space.

Beyond pure, single-component dielectric fluids, another interesting class of di-
electric fluids are electromagnetically-functionalized colloidal dispersions (EFCDs).
EFCDs are multi-component dielectric fluids comprised of a continuous-phase dielec-
tric fluid with a dispersed colloidal dielectric material, typically in nanoparticle form.
A prime example of an EFCD is a dispersion of colloidal barium strontium titanate
(BSTO) in a hydrotreated napthenic mineral oil such as Hydrocal 2400. [23] The key
feature of an EFCD that makes it an attractive for antenna reconfiguration applica-
tions is it provides a mechanism to smoothly vary ¢, for the bulk EFCD over a wide
range of values. By varying the volume fraction of colloidal BSTO (which exhibits a
very large relative permittivity: e, ~ 200—1000) dispersed in the continuous-phase
liquid, the overall €, of the EFCD can be varied from that of the continuous-phase
liquid to a relatively high value (one reported range is e, = 2.1-—8.3 [23]). Thus, an
EFCD composed of Fluorinert FC-70 fluorocarbon oil and colloidal BSTO nanopar-
ticles is considered in this work as the basis of a dielectric fluid reconfiguration

mechanism.

21



2.2.2.3 Coazial Stub Microfluidic Impedance Transformers
(COSMIX)

The coaxial stub microfluidic impedance transformer (COSMIX) was first pre-
sented in [23] as a readily adaptable impedance tuning mechanism to exploit a tun-
able EFCD to act as a potentially low-loss, widely variable reactive load for tunable
RF structures. The geometry of the COSMIX is shown in Fig. 2.5a. The COS-
MIX geometry, as the name implies, is derived from a terminated length of coaxial
transmission line. The center conductor of the line is separated from the bottom ter-
mination of the coaxial stub by a gap of width g. This geometry makes the COSMIX
behave electrically as a finite length transmission line terminated by a capacitor, as
shown in Fig. 2.5b. The theory of operation of the COSMIX centers around the flow
of dielectric fluid in hollow cylindrical region between the inner and outer conductors.
By controlling the relative permittivity of an EFCD pumped through the dielectric
space, the COSMIX can be made to behave akin to a variable-length transmission
line terminated by a variable capacitor. With the proper COSMIX length & width
and a sufficiently wide range of permittivity in the EFCD, the impedance as seen at
the coaxial input port can be varied to any reactive load.

In the fluidic reconfigurable antenna design developed in this work, COSMIX ele-
ments are explored as a reactive loading mechanism to achieve impedance bandwidth
& operating frequency tuning. To achieve system-level control of the COSMIX ele-
ments, a preliminary system to vary the permittivity of an EFCD pumped through

the COSMIX elements is proposed.
2.3 Phased Antenna Array Control

Phased antenna arrays are a popular and widely applicable method for con-

structing a high gain, electronically-steerable antenna system. The basic principle
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Fig. 2.5: Geometry & behavior of the COSMIX, Reprinted with permission
from [23], (© 2010 IEEE

underlying the operation of a (linear) phased array is as follows: in operation, the
relative phase of the excitation of each antenna element in the array is controlled.
In the far-field region (commonly defined as the region 2D?/)\ away from the array,
where D is the largest dimension of the array and A is the wavelength of the oper-
ating frequency), the fields emitted by each antenna element constructively interfere
at the beam steering angle #y, producing a maximum lobe in the array’s radiation
pattern at 6. By changing the relative phase of each element’s excitation, the angle
at which this constructive interference occurs can be steered, effectively steering the
maximum lobe of the array’s radiation pattern.

When considering a real antenna element with a non-uniform radiation pattern,

the overall radiation pattern of the array can be expressed as [1]

Etotal(97 ¢) = Eelement(97 ¢) X AF(@, ¢) (230)

where Eioal(6, ¢) is the far-field pattern of the array, Eoement(, ¢) is the far-field
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pattern of each element in the array, and AF (0, ¢) is the array factor. For a uniform

linear array with equal amplitude excitations, the array factor can be expressed as
AF =Y "eD¥  where o = kdcost + 3 (2.31)

where k = 27/, d is the spacing between elements, 6 is the scan angle, and 3 is the
progressive phase shift of the excitation between adjacent elements in the array.

(2.31) can be further reduced and normalized to [1]

(2.32)

where NNV is the number of elements in the array. The concept of pattern multiplication
as delineated in (2.30) can be used to extend the preceding discussion of 1D linear
arrays to apply to a 2D planar antenna array, as well. For a rectangular planar
array oriented along the xz-y-plane, the array factor can be expressed as the product
of two linear array factors in the z- and y-axes, respectively. Thus, for the planar

rectangular array we have

(2.33)

where

Y, = kd,sinf cos ¢ + 3, and v, = kd,sinfsin ¢ + G, (2.34)

and d, is the element spacing along the z-axis, d, is the spacing along the y-axis
In order to steer the beam to a desired (6, ¢g), (2.34) can be solved for §, and

By, the progressive phase shifts along the z- and y-axes to find the beam steering
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Fig. 2.6: Uniform linear phased antenna array with corporate feed network from
common RF source

equations:

B:c = _kdac sin 00 COs QSO (235&)

By = —kd,, sin 6y sin ¢ (2.35b)

(2.35) can also be used to find the phase shifts for a planar array with non-
rectangular element spacing, too. By referencing every element in the array to a
common origin point, each element’s (z,y) coordinates can be substituted into d,

and d, to find the phase shifts along the z- and y-axes. Each element’s individual
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Fig. 2.7: Uniform linear phased antenna array with multiple phase-locked transmit-
ters

excitation phase can then be computed as

¢ = —ka'sin 0 cos ¢y — ky' sin 0 sin ¢y (2.36)

where (2/,1y') are the locations of the element centers relative to the origin of the
array. In practice—including in this work—it is customary to normalize the phase
shifts computed from (2.36) to either the most positive or most negative phase, and
then compute the phases of the other elements relative to this most advanced or
most retarded phase element. Furthermore, when the excitation signal being steered
is narrowband, the computed phase shifts can be further computed as modulo 2,
as a narrowband signal roughly approximates a pure sinusoid, which is invariant in
a full 27 phase shift.

Fig. 2.6 illustrates an example of a corporate-fed uniform linear array. The cor-
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porate feed network consists of a single RF source, the output of which is fed through
an equiphase, equal-power splitting network. The outputs of this splitting network
then pass through a set of variable phase elements before being fed into the antenna
elements. This configuration—also known as a passive electronically-scanned array
(PESA)—is the feed configuration explored in this work.

An alternate approach to feeding a phased array is the active electronically-
scanned array (AESA) shown in Fig. 2.7. In this configuration, each array element
has its own RF source locked to a common reference local oscillator, typically with
a phase-locked loop (PLL) circuit. In AESA topologies, the phase shifting element
can be placed either between the RF source and antenna as shown in Fig. 2.7 or it

can be located between the RF source and the reference LO.
2.4 Direction of Arrival Estimation

Fundamentally, direction of arrival (DoA) estimation is the inverse problem of
phased array control. Real-time DoA estimation with an antenna array requires a
set of phase-sensitive receivers for every antenna element in the array, as shown in
Fig. 2.8. By measuring the relative phase of the signal received at each antenna from
an emitter in the far-field, the direction from which the signal arrived at the array
can be computed.

The naive approach to the DoA problem is to attempt to directly invert cal-
culation process used to beamsteer the phased array. Recently, however, a variety
of estimation algorithms have been developed & explored to not only speed up the
DoA estimation process by reducing computational complexity but also to increase
the spatial resolution beyond that achievable by conventional means. Of the variety
of DoA estimation algorithms explored in literature, the Multiple Signal Classifica-

tion (MUSIC) algorithm is one of the most popular and is the method explored in
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Fig. 2.8: Direction of arrival estimation using multiple phase-locked receivers

this work.
2.4.1 MUSIC Algorithm

MUSIC belongs to the family of DoA estimation algorithms known as subspace
methods. MUSIC is often referred to as a type of superresolution DoA estimation
algorithm, as it allows a much finer resolution of closely spaced emitters than con-
ventional inverse-beamforming-type methods. The MUSIC algorithm proceeds as
follows:

Given an array of M elements with M complex received signal weights (vectors
of the form Ae’B) and a set of D signals impinging on the array from D different
directions, we can define an MxM array correlation matriz R,, where each element

R;; is the product of the received signal weights x; of element ¢ and x; of element j
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such that [39]

Ry = E [22"] (2.37a)
= E[(As+n) (s" A" + )] (2.37b)
= AE [55"] A" 1 E [an"] (2.37¢)
= AR, A" + R, (2.37d)

where R, is the DxD source correlation matrix among the D signal sources
and R,, = o2I is the MxM noise correlation matriz with random variance o.
By assuming that the noise in R,, is uncorrelated with the signals in R,,, we can
assume that R,, is Hermitian with M eigenvalues (A1, Ag, ..., Ays) and M associated
eigenvectors £ = [€,6,...¢€y]. Sorting the eigenvalues in descending order enables
the eigenvector matrix £ to be partitioned into a D-vector signal subspace and a
M — D-vector noise subspace, or £ = {ENES].

Finally, the eigenvectors in Ey are assumed to be orthogonal to the steering vec-
tors of the array elements ay;(6,¢) at the angle of arrival (6, ¢y). Based on this
assumption, the Euclidean distance between the noise subspace eigenvectors and the
array steering vectors from the received signal phases can be assumed to be roughly
zero at the angle of arrival. This distance is calculated: d? = a(¢', ¢')? Ex E%a(¢, ¢')
Because this distance will be minimized when the search angles (€', ¢’) coincide with
the angle of arrival (g, ¢g), this expression is placed in the denominator of a pseu-
dospectrum function whose peaks then correspond to the directions of arrival for the

D signals:
1
a0, ¢ )VEExERa(0, ¢)

Pyusic = (2.38)
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Thus, by finding the maximum of this pseudospectrum function in the search space,

the DoA of an incident signal can be estimated. [40]
2.5 Thermoelectric Cooling

Thermoelectric cooling is a solid-state process in which electrical energy is used
to directly move heat energy from one location to another. Thermoelectic effects
occur when two dissimilar conductor or semiconductor materials are joined, and
arise primarily from the difference in the band gap energy of the two materials.

Thermoelectric effects fall into three categories of separately-discovered effects:

o Seebeck effect: The generation of an electrical potential and/or current from

an imposed heat flux on a thermoelectric junction

e Peltier effect: The generation of a heat flux across a thermoelectric junction

from an imposed electrical current

e Thomson effect: The generation of a heat flux across a single current-carrying

conductor as a result of a temperature difference across the conductor

The Peltier and Seebeck effects are essentially the opposite effect of one another, and
the Thomson effect is a continuous version of the Peltier effect that arises as a result
of the temperature dependence of the Seebeck coefficient of many materials. It is the
Peltier effect that is of particular interest in this work, as the Peltier effect allows
the use of an electric current to directly generate a heat flux.

The result of the Peltier and Seebeck effects can be expressed as a relationship

between the voltage, current, heat flux, and temperature difference across a thermo-
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Fig. 2.9: Construction of a peltier thermoelectric cooling device, Reprinted with
permission from [41], (©) 2009 CUI, Inc.

electric junction, shown in (2.39).

Vv R Sap Lo

| = (2.39)

Q [ig —k AT
In this expression, the total voltage is the sum of the applied voltage V. and
thermally-induced voltage Vy,, V = V, + Vj, and likewise the total current I =
I + Ii;,. R is the electrical resistance of the junction, Sy = S4 — Sp is the dif-
ference in the Seebeck coefficient between materials A and B in the junction, and
145 = 114 —1lp is the difference between the Peltier coefficients of the two materials.
@ is the heat flux through the junction, x is the thermal conductance of the junction,
and AT is the temperature difference across the junction. Note that this expression

is valid only in the linear regime of the junction, as R, Ssp, and 1145 all vary with
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respect to AT. The terms in (2.39) are defined as follows:

o @
SAB = Al%%o —E o (240)
Mg = IQ (2.41)
el |[AT=0 ‘
K= Al%rgo ~AT . (2.42)

The thermally- and electrically-induced voltages and currents are further defined as:

Vin = SapAT|,_, (2.43)
Va = 61R|AT:0 (2-44)
Vin  SapAT
I, = = 2.45
= Sane (2.49
Ve
I, = ﬁl (2.46)

The key insight from (2.39) is that Q = gl — AT, so at AT = 0 the
heat flux through a Peltier junction is directly proportional to the electric current
flowing through it (ignoring second order effects such as the AT dependence of T145).
Further, the sign of Q can be flipped by flipping the sign of I,;, so the direction of the
applied electric current determines the direction of heat flow through the junction.
Thus, a Peltier junction can be used as a reversible-direction, relatively-linear heat
pump. Also of note from this expression is that the total pumped heat is inversely
proportional to AT, due to Fourier’s law of heat conduction: @ = —xAT. Thus, as
the temperature difference across the Peltier junction increases, the rate at which it
pumps heat from the cold side to the hot side will decrease.

Fig. 2.9 shows a schematic of the construction of a commercial Peltier thermo-

electric cooler similar to that used in this work. The module consists of a string
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Fig. 2.10: Theory of operation of a Peltier TEC device, Reprinted with permission
from [41], (© 2009 CUI, Inc.

of Bismuth Telluride semiconductor pellets, alternately doped as n-type or p-type.
The top and bottom faces of adjacent pellets are joined together by metal conductor
tabs, such that the circuit through the module is a series connection of metal—n-
type—metal—p-type. The pellets are arranged such that they are thermally in
parallel, and bonded between two ceramic plates that provide high electrical and low
thermal resistance.

Fig. 2.10 shows a graphical representation of the theory of operation of a Peltier
thermoelectric cooling device. When the polarity of the DC power source is reversed

in this figure, the flow of heat will reverse as well.
2.6 Proportional-Integral-Derivative Control

Proportional-Integral-Derivative—or PID—control is one of the oldest and most
common control algorithms in use today. PID process control theory emerged out of
mechanical governor design in the 1890s, and was first developed into a full theoretical

model by Nicolas Minorsky in 1922 [42]. The theory was based on the observation
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Fig. 2.11: Canonical interacting PID controller

of the helmsman of naval vessels, who based their steering inputs not only on the
currently observed course error, but also on the historical (previous) course error and
the current rate at which the error was changing (increasing or decreasing). This
is the fundamental process by which all PID controllers operate, and is illustrated
graphically by Fig. 2.11.

The key advantage of PID control is that its implementation does not require
any mathematical model of the process to be controlled, which is a distinct ad-
vantage when used to control a complex or multi-part physical process. The key
disadvantages of PID control are that it does not guarantee optimal control of a
given system, requires a tuning procedure to derive the tuning parameters for the
P, I, & D terms, and is fundamentally a linear control scheme so it can and does
have difficulty controlling some non-linear processes. Despite these disadvantages,
the relative simplicity of implementing PID control and the long history of study
PID theory has undergone make it a robust and quite common choice for a control

algorithm. In fact, it is estimated that roughly 95% of control loops implemented in
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the field of process control today are of the PID-type. [43] For this reason, PID con-
trol was chosen in the work as the closed-loop control algorithm for the implemented
thermal control system.

The canonical PID controller functions as follows: First, the physical process (or
plant) to be controlled is measured with some transducer instrument (a level gauge,
temperature sensor, speed/position sensor, etc.), forming a process value measure-
ment input, u(t), to the controller. This value is subtracted from a setpoint value
r(t), which is the desired value of the measurement. This difference forms an error
signal e(t), which encapsulates the magnitude and direction of the measured process
value’s deviation from the setpoint. This error signal forms the input to the PID
controller proper.

The output of the PID controller in Fig. 2.11 is expressed as

u(t) = K, (e(t) + 7{ / Ce(r)dr + dete(t)> (2.47)

In (2.47), K, is the proportional gain, or controller gain, which affects the controller’s
response to error at time t. T; is the integration time constant, which affects the
controller’s response to past error integrated from roughly time ¢ —T; to time t. Ty is
the derivative time constant, which gives the controller the ability to make a linear
prediction of the error at time t + Ty. These terms are the tuning parameters for the
controller, which allow the designer to tune the controller for a particular process to
achieve a desired response time, overshoot, and settling time.

In practice, almost no PID control implementation takes the form of (2.47) di-
rectly. Nearly all modern PID controllers, including in this work, are implemented
using a computerized system. This necessitates that the linear form of the PID con-

troller be translated into a discrete form which can operate on a sampled version
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of the error signal. The discrete form of the interacting PID control algorithm at

timestep n is shown in (2.48).

n

u(n) = Kye(n) + K; ]; e(k) + Kq(y(n) —y(n —1)) (2.48)

This expression is of the discrete, non-interacting (or parallel) form, where

K, T K, T,
K, =-2 K, =2
T; T

/ "e(P)dr ~ T elk) (2.49)

(2.50)

In (2.48)—(2.50), the algorithm is run at a sampling interval 7', such that the current
time can be expressed as t = nT for some integer n > 0. Note also that the
derivative of the error signal is approximated as the discrete difference of the process
value, y(n) — y(n — 1). This is done so that a large change in the process setpoint
r(n) between times (n — 1) and (n) does not result in an erroneously large derivative

term (commonly known as bumpless setpoint control). [44]
2.6.1 Integral Anti- Windup

Another key consideration in the implementation of a PID controller is that the
control algorithms discussed above rely on assumptions of some degree of linearity
in the process between the control output w(t) and the error signal input e(¢). In

a practical implementation, however, all physical processes are nonlinear to some
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degree. In particular, in any practical implementation the control signal u(¢) will be
used to control some physical mechanism—a valve position, the flow of an electrical
current, etc. All such physical mechanisms have some minimum and maximum limits:
a valve cannot be opened or closed past its fully open or closed positions; the current
is limited by the maximum current handling capability of the semiconductor devices
and/or wiring used to control & transmit it.

When the output of a PID controller tries to drive its associated physical mech-
anism past its limits, the controller is said to have saturated. During saturation,
the plant /process is no longer under closed-loop control, as the physical output has
been decoupled from the controller’s u(t) output by the physical limiting mechanism.
Controller saturation occurs primarily in two instances: during a large external dis-
turbance to the physical process itself, and during a large change in the process
setpoint. In the first case, if the disturbance large and continuous enough to hold
the controller in saturation, then the process is said to have departed its controllable
range. If the saturation condition is temporary, however, it can lead to a phenomenon
known as integral windup. In the controller described by (2.48), a saturated output
will result in the integral term accumulating a large value (either positive or neg-
ative) as it sums the large e(n) during the saturation period. Once the process
value approaches the setpoint and |e(n)| begins to drop, t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>