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ABSTRACT 

 

Renewable energy sources continue to gain popularity. However, two major 

limitations exist that prevent widespread adoption: availability and variability of the 

electricity generated and the cost of the equipment. The focus of this dissertation is 

Model Predictive Control (MPC) for optimal sized photovoltaic (PV), DC Microgrid, 

and multi-sourced hybrid energy systems. The main considered applications are: 

maximum power point tracking (MPPT) by MPC, droop predictive control of DC 

microgrid, MPC of grid-interaction inverter, MPC of a capacitor-less VAR compensator 

based on matrix converter (MC). 

This dissertation firstly investigates a multi-objective optimization technique for 

a hybrid distribution system. The variability of a high-penetration PV scenario is also 

studied when incorporated into the microgrid concept. Emerging (PV) technologies have 

enabled the creation of contoured and conformal PV surfaces; the effect of using non-

planar PV modules on variability is also analyzed. 

The proposed predictive control to achieve maximum power point for isolated 

and grid-tied PV systems speeds up the control loop since it predicts error before the 

switching signal is applied to the converter. The low conversion efficiency of PV cells 

means we want to ensure always operating at maximum possible power point to make 

the system economical. Thus the proposed MPPT technique can capture more energy 

compared to the conventional MPPT techniques from same amount of installed solar 

panel. Because of the MPPT requirement, the output voltage of the converter may vary. 
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Therefore a droop control is needed to feed multiple arrays of photovoltaic systems to a 

DC bus in microgrid community. Development of a droop control technique by means of 

predictive control is another application of this dissertation.  

Reactive power, denoted as Volt Ampere Reactive (VAR), has several 

undesirable consequences on AC power system network such as reduction in power 

transfer capability and increase in transmission loss if not controlled appropriately. 

Inductive loads which operate with lagging power factor consume VARs, thus load 

compensation techniques by capacitor bank employment locally supply VARs needed by 

the load. Capacitors are highly unreliable components due to their failure modes and 

aging inherent. Approximately 60% of power electronic devices failure such as voltage-

source inverter based static synchronous compensator (STATCOM) is due to the use of 

aluminum electrolytic DC capacitors. Therefore, a capacitor-less VAR compensation is 

desired. This dissertation also investigates a STATCOM capacitor-less reactive power 

compensation that uses only inductors combined with predictive controlled matrix 

converter. 
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1. INTRODUCTION  

1.1 Hybrid electrical distribution systems 

With the depletion of fossil fuels and skyrocketing levels of CO2 in the 

atmosphere, renewable energy sources continue to gain popularity as a long-term 

sustainable energy source. However, two major limitations exist that prevent widespread 

adoption: availability and variability of the electricity generated and the cost of the 

equipment. Figure 1 illustrates the future of hybrid distribution system which 

demonstrates the integration of renewable energy sources into DC microgrid and current 

AC distribution system. 

DC electrical systems are gaining popularity due in part to high efficiency, high 

reliability and ease of interconnection of the renewable sources compared to alternating 

current (AC) systems [1, 2]. DC microgrids have been proposed to improve point-of-

load energy availability and to integrate disparate renewable energy sources with energy 

storage [3]. Various renewable energy sources such as photovoltaic (PV) systems have 

natural DC couplings; therefore it is more efficient to connect these sources directly to 

DC microgrid by using DC/DC converters. 

A DC microgrid system with distributed PV and wind generation and employing 

centralized battery storage, illustrated in Figure 1, is an attractive technology solution for 

communities to "go-green” while simultaneously ensures reliable electricity. DC 

distributed generation (DG), grid-tied PV-wind systems with centralized battery back-

up, illustrated in Figure 1, have been proposed for community-scale microgrids such as 

the Pecan Street project in Austin Texas [4] and other communities [5]. The US 
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The focus of this dissertation is Model Predictive Control (MPC) for optimal 

sized photovoltaic (PV), DC Microgrid, and multi-sourced hybrid energy systems. The 

main considered applications are:  

1. Maximum Power Point Tracking (MPPT) by MPC 

2. Droop predictive control of DC Microgrid 

3. MPC of grid-interaction inverter 

4. MPC of a capacitor-less VAR compensator based on a matrix converter (MC)  

The considered applications have direct impact on efficiency and performance of 

renewable energy systems. This dissertation firstly investigates an optimization 

technique base on a Multi-Objective Genetic Algorithm for the hybrid distribution 

system illustrated in Figure 1. The proposed methodology employs a techno-economic 

approach to determine the system design optimized by considering multiple criteria 

including size, cost, and energy availability. The variability of a high-penetration PV 

scenario also studied when incorporated into the microgrid concept. Emerging (PV) 

technologies have enabled the creation of contoured and conformal PV surfaces, the 

effect of using non-planar PV modules on variability also analyzed. 

1.2 Control of power electronic interface in hybrid electrical distribution systems 

The use of power electronics converters are increasing for wide range of 

applications such the applications illustrated in hybrid electrical distribution system in 

Figure 1. Literature investigated numerous control techniques for power converters and 

drives; Figure 2 demonstrates several control schemes that have been investigated in 

literature for power electronics converters. Among these, non-linear controllers based on 
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hysteresis and linear controller, using pulse width modulation, techniques are mostly 

used and developed in literature [12-14]. These techniques go back to the investigation 

of controllers by analog hardware. Digital control platforms such as DSPs and dSpaces 

are widely accepted by the industry standards for digital implementations of controllers. 

Digital control platforms based on floating point processor are commonly accepted by 

academic world; however platforms based on fixed-point processor because of low cost 

and adequate computation power are accepted by industry world [14, 15].  

These classical controllers are commonly associated with dynamic performance 

and stability of the system needs. By increasing the industry demand for technical 

specifications, constraints, regulations, and codes trend has driven the investigation of 

more advanced control techniques.  The design of power electronic interfaces for the 

hybrid distribution system in Figure 1 can be define as an optimization problem where 

multiple objectives must be achieved simultaneously while considering specific 

constraints.  

In last couple of decade, development of powerful microprocessor made possible 

implementation of more complex control techniques for power electronics converters 

and drives. Some of these new control techniques are sliding mode, predictive, and 

artificial intelligence as illustrated in Figure 2. Slide mode controllers such as current 

and voltage mode controller are considering the switching nature of the converter, they 

demonstrate robust controllers. Artificial intelligence controllers such as fuzzy logic are 

appropriate for applications with unknown system parameters. Predictive control 

techniques are easy to understand, they can be applied to wide range of applications. 
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One of the main advantages of predictive control is that several constraints and 

nonlinearities can be easily included and implemented. The main drawback of predictive 

controller is requirement for high number of calculation which necessitates using fast 

microprocessors for implementation of this group of controllers.  

 

Figure 2: General schematic of different control techniques for power electronics 
converters and drives 

 

1.2.1 Classical control techniques 

Linear controllers using pulse width modulation (PWM) as well as hysteresis 

controllers are the most common traditional control techniques for power converters 

[16].  Hysteresis control techniques are commonly implemented using analog 

electronics, the switching states is determined by comparing the measured control 
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variable to its commanded value while considering a given hysteresis width for the error. 

The nature of this type of controller demonstrates that they have variable switching 

frequency characteristics. This characteristic may cause undesired resonance issues in 

some applications, thus bulky filters are required in some applications. Hysteresis 

control techniques can be applied for several applications as an example current control, 

direct power control (DPC) [17], and direct torque control (DTC) [18] as illustrated in 

Figure 2 [15]. In order to implement hysteresis current control by digital platform, very 

small sampling time is required. 

Proportional Integral (PI) controller with a modulation stage is one of the most 

common linear controller techniques for the power converters, Figure 2. A common 

linear controller for grid-tied converters is voltage oriented control (VOC) for the current 

[19]. Field oriented control (FOC) is one of the well-known linear controller technique 

for drives [18, 20]. Linear controllers for power electronics converters commonly 

required some coordinate transformations. In order to implement linear controller by 

digital control platforms, sampled data process is required which is an approximation of 

the continuous-time behavior of the system control variables. All these require further 

design steps and consideration in linear controller in order to achieve an appropriate 

controller.  

These design steps and considerations are sometimes challenging for some power 

converters applications such as matrix converters. In addition, if constraints are desired 

to be included in the control algorithm, it is not straight forward to include directly 

constraints into linear controller design. The constraints such as switching frequency, 
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total harmonic distortion, maximum switching happening, and etc are commonly desired 

in control of power converters.  Thus by taken into consideration the increase in demand 

of high performance and efficiency controller for power converter, the investigation of 

new control techniques should be consider that are simple to implement and have high 

performance for wide range of applications.  

1.2.2 Predictive control techniques 

Literature has investigated predictive control applications in power electronics as 

early as the 1980’s for high-power systems with low switching frequency [21]. The use 

of higher switching frequencies was not possible at that time due to the large calculation 

time required for the control algorithm.  During last couple of decades by improvement 

of high speed and powerful microprocessors, interests in predictive control in power 

electronics considerably increased [22-25]. 

Power electronics converters are nonlinear system with finite number of 

switching devices. Characteristics of power converters and drives such as nonlinear 

behavior, finite number of switching states, and constraints lead to the application of 

model predictive controls. In addition, predictive control techniques are coincident by 

the characteristics of present day control platforms such as discrete-time implementation 

and model knowledge based. 

Predictive controllers can be divided into four main methods, these classification 

of predictive controllers are illustrated in Figure 3. The main difference between these 

methods of control is that the model predictive control and deadbeat control with 

continuous control set are working with a modulator, thus they have fixed switching 
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frequency. However the hysteresis based and trajectory based predictive controller 

generating the switching signals directly and therefore they have variable switching 

frequency. The main focus of this dissertation is model predictive control as highlighted 

in Figure 3. The main characteristics of all of the predictive controllers are to use the 

system (power converter) model to predict the future behavior of the controlled 

variables. This information is utilized by the controller algorithm to determine the 

optimal actuation by predefined optimization criteria.  

 

 

Figure 3: Classifications of predictive controllers 
 

Predictive controllers eliminate the need of cascaded structure which is common 

in linear control techniques, thus very fast transient response can be achieved. This 

characteristic is observed and verified through the applications considered in this 

Predictive Control

Trajectory basedHystresis bases

Model Predictive 
Control (MPC) Deadbeat control

Variable switching frequency
No modulator
No cascaded structure

Modulator is needed
Fixed switching frequency
Low computations

MPC with finite 
control set

MPC with 
continuous control 

set

No modulator
Online optimization
Low complexity
Constraints can be included
Variable switching frequency

Variable switching frequency
No modulator
Simple concepts

Modulator needed
Constraints can be included
Fixed switching frequency
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dissertation.  Nonlinearities can be included in the system thus linearizing the model can 

be eliminated. All of these advantages can be simply implemented in predictive 

controllers such as model predictive controls. 

In hysteresis based predictive controller, the optimal actuation is determined by 

keeping the desired control variable within certain boundaries known as hysteresis area 

or space [26, 27]. This principle is also known as bang-bang controller in literature, 

however commonly they are not called predictive controller, but they have 

characteristics of predictive controller. The predictive current controller by hysteresis 

principle proposed in [27] is an improved form of conventional bang-bang controller. As 

an example for hysteresis based predictive current control the optimal switching state is 

determined by suitable error boundaries as illustrated in Figure 4. This figure 

demonstrates a circular form boundary, where its location is determined by the reference 

current *i


as shown in Figure 4 by dotted line. The next switching state is determined 

by optimization once the predicted current vector, i


, hits the boundary line [28].   

Trajectory based predictive control the control variables are subject to follow a 

predefined trajectory [29]. This method force system control variables to pre-calculated 

trajectories. Several control strategies according to this method is proposed within 

literature such as direct self-control (DSC) [30], direct mean torque control (DMTC) 

[31], and direct speed control (DSPC) [29].  DSPC algorithm is a good example that 

shows the main principle of trajectory based predictive control, where the optimal 

switching state is determined by the pre-known of the drive system. A brief explanation 

of DSPC is presented in [28]. 
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*i


i


 

Figure 4: Hysteresis based predictive current control 
 

The optimal actuation in deadbeat predictive control is the one that make the 

error merge to zero in the next sampling in horizon of time. Then the value of the control 

variable that makes the error zero is applied using a modulator. This predictive control 

strategy is widely applied for applications such as current control in inverters [32], active 

filters [33], rectifiers [33], uninterruptible power supplies [34], dc-dc converters [35], 

and etc. The general principle of operation of deadbeat predictive current control is 

illustrated in Figure 5. The existence present error between the current, i, and its 

reference, i*, is used for calculation of reference voltage v*; this voltage is applied to the 

load at next sampling time k+1. In ideal case of operation, the error between the current 

and its reference should be zero at time k+1.  
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Figure 5: Deadbeat based predictive current control 
 

The model predictive control (MPC) which is the main focus of this dissertation 

has more flexible criterion, where a cost function is defined subject to minimization. The 

optimal actuation is the one that minimized the predefined cost function. This class of 

predictive controller is also known as receding horizon control which is the one of the 

advanced control techniques compared to the others that usually understood as more 

advanced than PID controller. MPC has been highly considered successfully for wide 

range of application in last couple of decades [14, 15, 36-40]. MPC can simply take into 

consideration constrained nonlinear systems with multiple inputs and outputs. The detail 

formulation and analysis of MPC will be presented in Section 3 of this dissertation.  
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1.3 Dissertation overview 

This dissertation deals with the multi-criteria design and control of hybrid 

electrical distribution systems. The thesis can be divided into two main aspects: (1) 

Techno-Economic multi-objective optimization of hybrid power and energy system; (2) 

Model predictive control techniques for hybrid electrical distribution systems. In order to 

conduct the stated research goals, the remainder of this dissertation is organized as 

follows. 

In section 2, a techno-economic multi-objective optimization tool is developed 

using Prato Front for hybrid power and energy system design. A decision making 

procedure is proposed to determine a single solution based on user preferences. 

Variability of high penetration PV scenario is analyzed using flat and non-flat PV 

modules. The effect of geographical distribution of PV arrays on variability of high-

penetration PV scenario in community microgrid is analyzed.   

In section 3, the model predictive control state of art for power electronics 

application is presented. A comprehensive framework and strategy is presented in this 

section that is used as the basis for designing of MPC in this disseretation. 

In section 4, a high effective and rapid Maximum Power Point Tracking of PV 

systems by means of model predictive control techniques is presented for multilevel 

boost converter topology. The high control effectiveness in steady state with small 

oscillation around maximum power point and fast dynamic response to change in solar 

irradiance are the main outcomes of this section. The proposed technique is compared to 

conventional Incremental Conductance technique.  
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In section 5, a high efficient maximum power point tracking using model 

predictive control for grid-tied PV application is presented. A two-step model predictive 

control is developed for multilevel DC-DC boost converter cascaded with multilevel 

DC-AC converter to feed the PV power to grid. The performance of the proposed 

method compared to conventional Incremental Conductance. 

In section 6, a current oriented model predictive based maximum power point 

tracking is proposed for flyback converter. The load model is eliminated in this section 

to reduce the sensitivity of MPC to load disturbances. The dynamic EN-50530 standard 

test is used to analyze the performance of the proposed method under rapidly changing 

weather condition. 

In section 7, a droop predictive control is presented for multiple PV arrays 

connected to a single DC distribution bus in community microgrid. The maximum power 

extracted from PV arrays using the method presented in section 6, and then they are 

connected in parallel to a DC bus. Back-to-back DC-DC converters control both the 

input current from the PV module, known as maximum power point tracking, and the 

droop characteristics of the output current injected into the distribution bus.  

In section 8, a reactive power compensation technique is presented using model 

predictive control of a direct matrix converter. The objective of this section is to develop 

a capacitor less reactive power compensator by using only inductors and matrix 

converter controlled by MPC. A novel online optimization of cost function by auto-

tuning of weight factor in the cost function of MPC is presented in this section.  
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In section 9, a decoupled direct real and reactive power predictive control for 

grid-tied single phase inverter is presented. The proposed decouple direct power 

predictive control is further developed in this section by modifying the MPC cost 

function to minimize the switching losses by minimizing the switching events with 

harmonics constraints.  
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2. OPTIMIZATION OF HYBRID ELECTRICAL SYSTEMS* 

Renewable energy sources continues to gain popularity. However, two major 

limitations exist that prevent widespread adoption: availability of the electricity 

generated and the cost of the equipment. Distributed generation, (DG) grid-tied 

photovoltaic-wind hybrid systems with centralized battery back-up, can help mitigate the 

variability of the renewable energy resource. The downside, however, is the cost of the 

equipment needed to create such a system. Thus, optimization of generation and storage 

in light of capital cost and variability mitigation is imperative to the financial feasibility 

of DC microgrid systems.  

PV and wind generation are both time dependent and variable but are highly 

correlated, which make them ideal for a dual-sourced hybrid system. This section 

presents an optimization technique base on a Multi-Objective Genetic Algorithm 

(MOGA) which uses high temporal resolution insolation data taken at 10 seconds data 

rate instead of more commonly used hourly data rate. The proposed methodology 

employs a techno-economic approach to determine the system design optimized by 

considering multiple criteria including size, cost, and availability. The result is the 

baseline system cost necessary to meet the load requirements and which can also be used  

   
*Part of this section is reprinted with permission from M. B. Shadmand and R. S. Balog, “Multi-
Objective Optimization of Photovoltaic-Wind hybrid System for Community Smart DC 
Microgrid,” IEEE Transactions on Smart Grid, September, 2014, © 2014 IEEE and M. B. 
Shadmand, R. S. Balog, and M. D. Johnson, “Predicting Variability of High-Penetration 
Photovoltaic Systems in a Community Microgrid by Analyzing High-Temporal Rate Data,” 
IEEE Transactions on Sustainable Energy, October, 2014, © 2014 IEEE and M. B. Shadmand 
and R. S. Balog, “Mitigating Variability of High Penetration Photovoltaic Systems in a 
Community Smart Microgrid using Non-flat Photovoltaic Modules,” Energy Conversion 
Congress and Exposition (ECCE), September, 2013, © 2013 IEEE. 
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to monetize ancillary services that the smart DC microgrid can provide to the utility at 

the point of common coupling (PCC) such as voltage regulation. The hybrid smart DC 

microgrid community system optimized using high-temporal resolution data is compared 

to a system optimized using lower-rate temporal date to examine the effect of the 

temporal sampling of the renewable energy resource.  

2.1 DC distribution system 

DC distribution systems are ideal for integrating distribute renewable energy 

sources and energy storage into point-of-use energy systems [1, 41, 42]. Renewable 

energy adoption has increased with 60% annual growth in the installed capacity of 

photovoltaic (PV) systems from 2004 to 2009, and a growth factor of 68% from 2010 to 

2013 [43]. However, two major fundamental limitation exists that prevent truly 

widespread adoption: availability of electricity generated and cost of equipment. At the 

same time, DC systems have been gaining popularity because of the high efficiency, 

high reliability and easy interconnection of renewable sources compared to AC systems 

[1, 5]. A DC microgrid system with distributed PV and wind generation and employing 

centralized battery storage, illustrated in Figure 1, is an attractive technology solution for 

communities to "go-green” while simultaneously ensures reliable electricity. 

To mitigate fluctuations in the generation portion of the hybrid system, a battery 

bank is used for energy storage. This will absorb the surplus power and supply deficit 

power under different operating conditions. The proposed methodology has been 

previously used for assessing standalone distributed photovoltaic systems and has been 

experimentally verified through long-term field testing [44]. 
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DC distributed generation (DG), grid-tied PV-wind systems with centralized 

battery back-up, illustrated in Figure 1, have been proposed for community-scale 

microgrids such as the Pecan Street project in Austin Texas [4] and other communities 

[5]. An example of the power electronic interface between the utility-power grid and the 

community distribution bus is the solid state transformer [6, 7] being developed by the 

FREEDM Center at NC State, Figure 1. The control and management of the islanded 

PV-wind and storage systems have been proposed in [8-11]. 

Due to the stochastic behavior of wind and solar energy, one of the most vital 

factors in optimal sizing of the hybrid systems is the temporal resolution of collected 

data to provide sufficient resolution [45], particularly on cloudy days, Figure 6. 

Optimization techniques such as Multi-Objective Genetic Algorithm (MOGA) [46-48] 

are able to take advantage of high temporal resolution data for renewable resources 

instead of relying only on mathematical probabilistic models. The main contribution of 

this paper is to employ an energy availability technical assessment in conjunction with 

economic assessment to optimize the sizing of the PV panel, wind turbine, battery 

storage, and the power imported from grid in order to determine the system that would 

guarantee a reliable energy supply with the lowest investment. 

 

Figure 6: Example of high temporal resolution PV data on a cloudy day 
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The objective of this section is to simultaneously maximize the power 

availability and minimize the cost which will optimize system size with highest 

availability. The problem is firstly visualized based on MOGA technique and Pareto 

Front for purpose of engineering trade off when analyzing high temporal resolution data. 

Then a utility function will be determined in order to do a decision making for the multi-

objective problem. Uncertainty analysis is added because of the stochastic behavior of 

the insolation and wind speed data. 

The “average month” technique [49, 50] is not used in this paper because the 

system designed in this way may not be able to satisfy the load during some periods of 

real-work operation. On the other hand, the calculation of each subsystem (wind, 

photovoltaic, storage, and ratio of power imported from grid) separately for the worst 

month in each resource makes the total system oversized. The optimized hybrid system, 

based on accurate and enhanced 10 seconds insolation data rate of photovoltaic system, 

is compared to conventional PV-Wind optimized systems based on hourly insolation 

data. Using MOGA as the optimization technique when analyzing high temporal 

resolution insolation data shows that the system availability is maximized for lowest 

possible cost comparing to conventional hybrid system sizing [51-53]. 

Due to the different operating life of various components, reliability analysis is 

critical [54, 55]. In this paper, though no reliability analysis details will be discussed, the 

results of the extra cost overhead to the owner due to maintenance and repairs will be 

included. In addition, the mathematical modeling of the system considers the economic 
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aspects such as inflation, interest, and escalation rates which makes the model more 

realistic. 

The case study is a grid-tied community living environment in College Station, 

Texas. The case study uses high temporal resolution data collected from a 27.6 kW PV 

system installed on Texas A&M University campus [56]. The system, configured as five 

independent residential-scale arrays, has the PV generation (ac output) data sampled 

every 10 seconds, Figure 6. Details of the hybrid system and selected site are: 

• The apartment complex consists of 70 units with 28 two story buildings, the 

load schedule is shown in Table 1 

• The monthly average load requirement for the apartment complex is 

approximately equal to 82,920 kWh 

• There is 5.27 kWh/m2 of available incident solar energy 

• The site has class-1 wind [57], and Wind Finder [58] is used to gather wind 

resource data 

Table 1. Summary of apartment complex energy usage 
 

Summary of Apartment Units 

Type of Units No. of Units Average Energy 
Usage (KWh) 

Efficiency 2 830 

1bed 1bath 20 940 

2bed 1bath 10 1150 

2bed 1.5bath 32 1330 

2bed 2bath 6 1410 
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kWh has 70% resemblance to 1000 kWh load pattern and 30% to 1500 load pattern. By 

using this methodology and base on the information provided in Table 1, the monthly 

average load requirement for the apartment complex is determined to be approximately 

82,920 kWh. 

2.2 Problem statement 

In this section, the objectives of the system will be mathematically formulated for 

optimization. These objectives are to simultaneously maximize the power availability 

and minimize the cost which minimizes the system size with highest possible 

availability. The output power of PV and wind generators has the highest priority to feed 

the DC bus, and if the power generated is inadequate, the battery bank can be discharged 

to a certain amount to feed the bus. If there is still insufficient power, a certain amount of 

power can be purchased from grid to feed the load. Thus the power imported from grid 

has the lowest priority. 

2.2.1 Cost 

Major component of the system cost consists of the price of PV panels, Wind 

turbines, and Battery bank. The total system cost ($/year) includes initial cost and 

Operational & Maintenance cost (O&M), this can be formulated as 

 
N

OMI

CCost BattWindPVi
ii

Grid


=

+

+= ,,

)(

 (1) 

where Ii and OMi indicate the initial cost and Operation & Maintenance (O&M)  cost of 

each individual components respectively. N and CGrid are the life cycle of the system and 
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cost of power imported from grid respectively. So the first objective can be formulated 

as 

 ),,,( ΨCapBattWindPV

Minimize
PAACost  (2) 

where APV, AWind, PCapBatt and Ψ are the design parameters in this project. 

For the photovoltaic, the initial and O&M cost can be formulated as 

 PVPVPV AI ×= λ  (3) 
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For the wind turbine, the initial and O&M cost can be similarly formulated as 

 windwindwind AI ×= λ  (5) 
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For the battery bank, the initial cost and O&M cost can be formulated as 

 BattCapBattBatt PI _×= λ  (7) 
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For the battery bank, since their life cycle is less than the life cycle of PVs and Wind 

turbines, they should be replaced several times during the project life span. This 

replacement cost taken into consideration as O&M costs in (8). 

The cost of importing power from the grid can be formulated as 

 
=

×=
T

i
Gridtgridg PC

1
, λ  (9) 
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2.2.2 Electrical energy availability 

Availability, the fraction of the time when energy is available, is a key figure of 

merit for the proposed system. It is important to make a clear distinction between 

availability and reliability. Reliability is the ability of the system to operate without 

failure; availability is the ability of the system to supply power to the load. As an 

example, a highly reliable photovoltaic energy system, where the components are not 

prone to failure, can have low availability if there is insufficient energy storage to 

support the load’s power requirements during the night or during an overcast day. 

A specified level of availability can be achieved with many configuration of a 

system. The availability can be formulated for duration under consideration T as 

 
D

DNMA −= 1  (10) 

The DNM can be formulated as 
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where u(t) is a step function which is zero if the supply power is greater or equal demand 

and one if the demand is not met. 

The imported power from grid is: 

 ( ))()()()( tPtPtPtPP BattWindPVDGrid −−−×Ψ=  (12) 

where 
 WindWindWTGWind APP η××=  (13) 

 PVPVPV AInsolationP η××=  (14) 

The second objective can be formulated as: 

 ),,,( ΨCapBattWindPV

Maximize
PAAA  (15) 

The hybrid system parameters values are given in  
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Table 2. 

Table 2. Numerical value of hybrid system parameters 
 

Parameters Values 
Life cycle of the project N 20 years

Battery life cycle NBatt 5 years 

Inflation rate β 8% 

Interest rate γ  12% 

Escalation rate υ  12% 

 

2.3 Multi-objective optimization 

2.3.1 Design constraints 

A physical constraint which must be added to the optimization algorithm is the 

available area for PV panels and wind generators installation: 

 
MaxMin
PVPVPV AAA <<  (16) 

 
MaxMin

WindWindWind AAA <<  (17) 

Obviously the lower bounds can be zero, but in order to make the system more 

reliable for the purpose of uncertain analysis, the lower bound for wind turbines is 

decided to be about 100 m2. For the selected apartment complex the upper bound was 

determined to be approximately 12% of the available area, which was approximately 

4,221 m2. 

The imported power from the grid should be within a certain range: 

 
MaxMin

GridGridGrid PPP <<  (18) 

10 <Ψ<  

The fraction of the power Ψ  to be imported from grid can vary from zero to one, 

this can be seen from (12). 
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Finally, the total generated power should not exceed the demand in order to 

avoid oversizing the system and adding excessive cost. This constraint is formulated as: 

 )()()()()( tPtPtPtPtP DGridBattWindPV ≤+++  (19) 

The numerical values of design constraints are given in Table 3 for the presented 

case study. 

 

Table 3. Constraints numerical data 
 

Parameters Values 

Min
PVA  0 m2 

Max
PVA  4,221 m2 

Min
WindA 100 m2 

Max
WindA 4,221 m2 

 

2.3.2 NSGA-II optimization for the hybrid system 

Multi Objective Genetic Algorithm (MOGA) which is commonly called Non-

dominated Sorting Genetic Algorithm-II (NSGA-II) [48, 59] is used as an optimization 

algorithm or search method to find a set of equally good solutions for the objectives 

mentioned in section III as a form of a Pareto frontier. However other optimization 

techniques can be used, but this method has been one of the most popular heuristic 

search methods for multi-objective optimization [48]. Genetic Algorithm is a well-

known non-gradient-based search method which mimics the natural evolution process. 

The key distinction between single-objective and multi-objective optimization is 

that in the case of multi-objective optimization, there may be multiple feasible solutions 

that satisfy the optimization criterion. Further, may not be possible to identify one 
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solution as being better than another if neither is dominated by the other in some sense. 

In other words, in multi-objective optimization, there could exist a set of equally-good 

solutions rather that a single solution as we expect in single-objective optimization 

problems. The results of multi-objective optimization can be also be described as a set of 

non-dominated solutions, the so called Pareto frontier. 

 

 

Figure 9: MOGA (NSGA-II) optimization algorithm for hybrid system. 
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MOGA uses Genetic Algorithm (GA) as its core with two important new 

concepts in order to achieve good multi-objective optimization. These two concepts are 

non-dominated sorting and crowding distance as described in [46, 48]. By using these 

two concepts and GA principle, MOGA algorithm can be formed which is called Non-

dominated Sorting Genetic Algorithm-II (NSGA-II) [48]. This algorithm is briefly 

explained in this section. 

A sorting process is then performed by selecting solutions with the lowest rank 

and then solutions with the next lowest rank and so on. This process continues until the 

number of solutions in the parent population exceeds N. Then, for the latest sorted 

subpopulation included in the parent population, only the solutions with a larger 

crowding distance are selected until parent population has exactly N solutions. Crossover 

and mutation operators are then performed to find the next offspring population. Figure 

9 illustrates the flowchart of NSGA-II algorithm used in this section for optimizing the 

hybrid system. 

The comprehensive design procedure of the hybrid system for DC smart 

microgrid is illustrated in Figure 10. Without loss of generality, the models of the 

various components, including the wind generator, solar cells, and power electronics 

interfaces can be made arbitrarily complex to improve the fidelity of the model. In a PV-

wind hybrid energy harvesting system, there are many factors which contribute to the 

overall conversion efficiency. One of the most important conditions is the geographical 

location where the system is deployed which determines the latitude and the 

meteorological conditions. Therefore the first step in the design procedure is to specify 
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the geographical location. Based on the location, conditions such as available wind and 

solar resources and weather data are used to determine the ratings for the PV array and 

wind generator. Usable roof area, desired availability of power (loss of load probability), 

desired lifetime, and limits on maximum imported grid power are considered as design 

constraints for the objective functions. Finally, by using the optimization tool illustrated 

in Figure 9, a set of equally good solutions, the Pareto Frontier, is found that maximize 

the availability and minimize the cost of the hybrid system. 

 

Figure 10: Comprehensive design and optimization procedure of the hybrid system 
for smart DC microgrid. 

 

Figure 11 illustrates a set of optimal design solution for the hybrid system. The 

PV panel cost (λPV), wind turbine cost (λWind), battery bank cost (λBatt), and price of grid 

power (λGrid) are assumed 450 $/m2, 100 $/m2, 100 $/kWh, and 0.10 $/kWh respectively. 
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Figure 11 illustrates the trade-off between cost and availability. This is due primarily 

from the need to supply the peak load during as determined by the system energy 

availability. Thus the Pareto Frontier is a tool that enables engineering tradeoff analysis 

to choose the unique design from the set of feasible designs based on particular 

preferences. 

Due to stochastic behavior of the solar and wind, in this paper the decision 

making is done for two scenarios: without uncertainty and with uncertainty. A more 

detail discussion on uncertainty analysis is presented in the next section. 

 

Figure 11: Pareto frontier reveals the set of optimal solutions found from the 
evaluation of (1)-(15) for the proposed hybrid system. 

 
2.4 Decision making 

The set of optimal solution given by the Pareto Frontier is illustrated in Fig. 7 can 

be used to visualize the optimal solutions and perform engineering tradeoff studies. In 

this paper the utility theory [60, 61] is used to decide the optimal solution based on the 
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preferences for the smart DC microgrid. Therefore a function need to be defined to 

clearly rank-order the alternatives for decision making, this function is commonly called 

the utility or value function [61]. Usually the term “value function” denotes the decision 

under certainty and the term “utility function” denotes a decision under uncertainty. 

Two decision making scenarios are investigated in this paper: with and without 

uncertainty in the solar radiation, wind speed, and demand data. Firstly a utility function 

will be formulated for decision on system design without uncertainty, then the expected 

value of utility function will be used for decision by taking into consideration the 

uncertainties.  

2.4.1 Decision making without uncertainty 

Objectives and attributes are used as tools for modeling the preferences or the 

utility function, and then an irrevocable allocation of resources will be done. An 

attribute, or figure of merit (FOM), is the measure of progress toward an objective. The 

attributes in this paper are the availability and cost. So a function needs to be defined 

that relates every point in an n-dimensional attribute space to a scalar value or utility as 

follow 

 
[ ]ACostz

zuu
=
= )(  (20) 

which allow the designer to rank order the alternatives. The next step is to convert all 

attributes to same scale, frequently called “pricing out”. The summary of the decision 

modeling without uncertainty is illustrated in Figure 12. By using the procedure 

illustrated in Figure 12, the general form of value function for the hybrid system 

optimization is given by 
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where 1λ and 2λ are the weighing factors that can be defined by the designer. If 21 λλ = , it 

means the designer are indifferent between the availability and cost of the hybrid system 

for the DC distribution systems. Consequently, the proposed value function provides the 

designer the ability to perform the engineering trade study. Finally by minimizing u 

(Cost, A) using GA optimization toolbox in MATLAB, the irrevocable decision on the 

design variables can be obtained. 

 

Figure 12: Decision model without uncertainty. 
 

The optimized design variables of the hybrid system for two scenarios are given in Table 

4. In the first design scenario, λ1 is assumed to be equal to λ2 which means an 

indifference to cost and availability. For the second design scenario, more weight is 

given to the availability than cost (λ1=0.3, λ2=0.7) in the u(Cost, A) function. As 

expected, inspection of the Pareto Front of the optimal solutions of the system (Figure 

11), reveals that the cost of the system increased significantly. 
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Table 4. Optimized hybrid system design variables for two scenarios without 
uncertainty 

  
Design 

Scenario 
APV 
(m2) 

AWind 
(m2) 

PCap_Batt 
(kWh) Ψ  A Cost 

1 2102.61 376.74 248.78 13% 98.5% $1,164,523 
2 2911.95 662.8 395.31 17% 99.3% $1,526,928 

 

2.4.2 Decision making with uncertainty 

A normal probability distribution is assumed over the attribute vectors. The solar 

insolation, wind speed, and demand have the following normal distribution: 

 ~, WindPV εε )2.0,0(N  (22) 
 ~Demandε )40,0( N  (23) 

Now their corresponding parameter in system modeling should be modified as: 

 
WindWindWindWTGWind APP ηε ××+= )(  (24) 

 PVPVPVPV AInsolationP ηε ××+= )(  (25) 

 )( DemandDemand DemandP ε+=  (26) 

In order to optimize the utility function (21) under uncertainty, the expected 

value of the utility function must be determined. In this paper Monte Carlo is used for 

uncertainty propagation purpose. The proposed methodology is illustrated in Figure 13. 

The simulation is performed for 100 iterations; the results are given in Table 5 for the 

two design scenarios discussed in the previous section. As shown, the cost of the system 

is increased significantly when considering uncertainties. Interestingly, the analysis 

revels similar availability comparing to results given in Table 4, but the cost of the 

system what is increased substantially.  
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It is important to note that an optimization design based on collected data does 

not guarantee worst case system availability. A worst case optimized system design 

specifying absolute limits on availability such as two days without solar insolation is 

possible, but will result in a larger and more costly system. Thus, the main contribution 

of this paper is to introduce a step by step optimization design procedure for desired 

availability and cost. 

 

Figure 13: Procedure of optimizing the utility function with uncertainty on solar 
insolation, wind speed, and demand data. 

 

Table 5. Optimized hybrid system design variables for two scenarios with 
uncertainty  

Design 
Scenario 

APV 
(m2) 

AWind 
(m2) 

PCap_Batt 
(kWh) Ψ  A Cost 

1 2865.33 711.30 371.80 21% 97.8% $1,477,528 
2 3465.73 871.2 399.37 27% 99.1% $1,788,931 
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2.5 Mitigating variability 

2.5.1 High penetration photovoltaic systems 

The high penetration photovoltaic system variability presents considerable 

challenges for maintaining system balance [62-66]. The focus of this section is to 

analyze the variability of a high-penetration PV scenario using flat and non-flat PV 

modules when incorporated using the microgrid concept illustrated in Figure 1. 

Within the literature numerous papers can be found dealing with variability PV 

systems [67], single location, PV systems. Most of them demonstrates that analyzing 

high-frequency irradiance data, such as 5 minutes, can reduce the variability comparing 

to more commonly hourly data  [68, 69]. This dissertation proposes a new idea to 

mitigate further variability of generated power from the PV system using non-flat 

photovoltaic modules as well as geographical distribution of PV arrays in microgrid 

concept of Figure 1. 

2.5.2 Non-flat photovoltaic modules 

Emerging PV cell technologies no longer impose the requirement of a rigid, flat, 

planar PV module [70-74] and can be processed on flexible substrates [74-76], screen 

printed [77], or embedded into fabric [78] as illustrated in Figure 14 [79] which opens 

new applications [80] for energy scavenging from the environment using non-planar PV 

surfaces. 
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(a)                                                                 (b) 
Figure 14: Candidate geometries for PV modules: a) traditional flat plat (planar) 

PV collection surface b) proposed semi cylinder PV modules 
 

The proposed methodology in this section shows that using non-flat PV modules 

can mitigate further variability of the power generated when analyzing high-temporal 

resolution solar radiation data illustrated in Figure 6. It turns out that in addition to 

improving reliable energy supply in the Microgrid, the concept of using non-flat PV 

modules, Figure 14, also mitigates the variability of the entire Microgrid as seen by the 

utility at the point of common coupling. Thus in addition to optimization of generation 

and storage, mitigation of variability is imperative to the financial feasibility and power 

quality of such Microgrid systems [81-83]. 

In a solar energy harvesting system, there are many factors which contribute to 

the overall conversion efficiency. One of the most important conditions is the 

geographical location where the system is deployed which determines the latitude and 

the weather pattern. This factor will be analyzed in the next section. The second factor is 

the geometry and alignment of the solar module itself which determines the amount of 

sunlight reaching individual cell of the PV module. An earlier paper [70] investigated 
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the amount of power and overall energy harvested from different PV geometries. The 

geometries in [70] were suitable for different application based on the total energy 

harvest requirements. A key design goal in this section of dissertation is to select a 

geometry which performs best in the selected location as well as mitigate the variability 

of power generated power. 

 

Figure 15: Comparison of flat plate vs. semi-cylinder panels energy harvest. 
 

One way to compare PV geometries is by considering their two-dimensional 

projection (ie, footprint.). Figure 15 compares the power generated by a semi-cylinder to 

the generated by a flat panel of the same footprint. The semi-cylinder harvests more 

energy (difference in the area under the curves) during early morning and evening hours. 

This is advantageous in a stand-alone power system in which energy available to the 

load is more important than power generated. Figure 15 is taken during the summer 

solstice, when the sun is directly overhead. As such, it is no surprise that at solar noon 

both the semi-cylinder and the flat panel generate the same amount of electrical power, 
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because the sun “sees’ the same effective footprint. During other days of the year, when 

the sun’s apex does not reach as high above the horizon, the total energy generated over 

the diurnal cycle of the semi-cylinder compared to the flat plate is even greater than what 

is shown in Figure 15. 

After optimization of the hybrid system using the method presented in this 

section, three candidate geometries of PV modules are evaluated: normal flat PV 

module, semi-cylinder PV module with same surface area as flat, and semi-cylinder PV 

module with same footprint area as flat. Simulation results in Figure 16-Figure 18 shows 

that for a 7 days interval, using the semi-cylinder PV modules with same footprint area 

as flat modules predict less power imported from grid than the other two PV modules, 

operationally this means the system becomes easier to dispatch and control.  

 

 

Figure 16: Baseline histogram of power flow for 7 days from Microgrid to main 
grid using flat PV modules 
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Figure 17: Histogram of power flow for 7 days from Microgrid to main grid using 
semi-cylinder PV modules with same surface area as flat 

 

 

Figure 18: Histogram of power flow for 7 days from Microgrid to main grid using 
semi-cylinder PV modules with same foot print area as flat 

 

Overlaying the capability of a smart grid communication system, the excess 

energy generated, shown as “exporting” can be selectively injected into the utility grid 

by adjusting the power point tracking of each solar array [84]. It is interesting to note 

that when the semi-cylinder PV modules with same foot print area as flat plate modules 

combined with energy storage, the variability is eliminated and net zero importing power 
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from the grid can be achieved. Thus the high penetration PV Microgrid can be made to 

operate and a nearly constant power load on the main ac power grid. 

2.5.3 Geographical distribution of photovoltaic arrays 

The focus of this section is to analyze the variability of a high-penetration PV 

scenario when incorporated into the microgrid concept of Figure 1. The proposed 

approach is to demonstrate that the variability of the PV resource can be quantified and 

mitigate by determining the number of PV arrays and their corresponding distance in the 

microgrid. 

Within the literature some papers can be found dealing with understanding the 

variability of centrally located PV systems [67, 85] when analyzing high temporal 

resolution irradiance data, such as 5 minutes [68, 69]. Most of the existing literature [86-

89] focuses on the effect of variability on the ac electrical grid and the operational 

implications of spinning reserves. This dissertation choses a different perspective. 

Instead, we analyses the problem from the perspective of how to mitigate the variability 

at the point of common coupling. As such, the PV variability determines the amount of 

storage that our local system would need to maintain a PV variation-free node on the 

utility perspective. From this perspective, we study the effect of the distance between PV 

arrays as one way to mitigate variability and thus lower the amount of energy storage. Of 

course, this only works in transient atmospheric conditions, but this is also the scenario 

that is hardest to plan for in the utility operations. Our implicit assumption is that a 

uniformly cloudy day would be easier to forecast and plan. 
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A comprehensive analysis to understand the effect of distributed PV arrays on 

variability of system when analyzing high temporal resolution data, such as few seconds, 

is missing in the literature. Much of them uses stochastic mathematical models [90, 91]. 

The main contribution of this section is to experimentally analyze the variability of a 

high-penetration point-of-load PV scenario using the microgrid concept illustrated in 

Figure 1. The result shows that the variability of high penetration PV is not as large as if 

the PV was centrally located, and that only a small amount of community energy storage 

is needed to arbitrarily mitigate this variability as well as reduce energy intensity through 

demand reduction including peak shaving and demand shifting.  

The distributed PV system in this section consists of N identical PV arrays 

equally spaced, D, as illustrated in Figure 19. If D is small, less than five meters for 

example, the system behaves more like a centralized PV generation than distributed 

generation. A detail plot of the three PV arrays with distance D of approximately 100 

meters, near noon, is illustrated in Figure 20, which reveals an interesting observation – 

the physical distribution of the arrays results in a time shift; a delay in the effect of the 

cloud transient. Figure 21 compares the total generated power from the three distributed 

PV arrays with the generated power if they were centrally located; the variability of 

output power is significantly reduced when the PV arrays are co-located.  

Variability can be defined as PV output power changes over a selected time 

interval under study. The variability of the PV system can be determined by calculating 

the standard deviation of the system over specified period of time as 

  N
Tσ  (27) 
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where N is number of arrays and T is period under consideration, and by definition 

 




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P 1

1σ  (28) 

where PPeak is the installed peak power of the PV arrays and 
n

TPΔ is the time series of 

changes in power at the nth  PV installation in time interval T. More specifically 
n

TPΔ  can 

be defined as: 

 n
tt

n
t

n
T PPP Δ+−=Δ  (29) 

In this section a relative variability is defined to do the variability analysis. A relative 

variability is the ratio of the variability of N co-located PV arrays to the variability of 

centralized PV system with same number of arrays, ranges from 0 to 1 and can be 

defined as: 

 
1ty  variabiliRelative
T

N
T

σ
σ 

=  (30) 

 

 

Figure 19: Distributed photovoltaic arrays. 
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Figure 20: Zoomed-in plot of data of three PV arrays with distance of 100 meters 
near noon. 

 

 

Figure 21: Zoomed-in plot of data of three PV arrays near noon. The 100 meter 
separation reduces the variability compared to if they were located side-by-side. 

 

As illustrated in Figure 21, the variability of output power of three PV arrays 

when geographically distributed is significantly reduced comparing to the centralized 

arrays. It is interesting to see the change in relative variability by varying the distance D 

and number of arrays in the system N. In this analysis the cloud transit speed assumed 
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constant. Figure 22 illustrates the behavior of the relative variability of a system with 3 

and 5 PV arrays when varying the distance D between them, the cloud transient speed is 

assumed to be constant “x”.  

As it can be seen in Figure 22, the relative variability doesn’t have a pure convex 

shape, but for D more than 150 meters we can see slightly increase in the relative 

variability which is undesirable. Therefore the optimal distance between the five PV 

arrays system is 150 meters. Theoretically the optimal point can be achieved when the 

cloud disturbance affecting one PV array in exactly one time interval, T, for the selected 

case study this optimal distance is approximately 150 meters based on experimental 

measurements. A more clear observation of this phenomenon can be seen in Figure 23, 

when the cloud transient speed is varying. Assuming the cloud transient speed, V, of the 

actual measured data of Figure 22 is known to be “V=x”. 

 

 

Figure 22: Relative variability vs distance between the arrays for N=3 and N=5. 
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Figure 23: Relative variability vs distance between the arrays for N=5 and different 
cloud transient speed. 

 If the irradiance level of the PV array 1 is It at time t, then the irradiance 

level at the adjacent PV array with distance D will be: 

t
D
t II =
1 (31) 

where the t1 is:  

V
Dtt +=1 (32) 

This formulation can be extended for the five adjacent PV arrays case study 

presented in this paper. Now by knowing the distance between the arrays and their 

corresponding irradiance levels with cloud transient speed of x (based on actual 

measured data), the irradiance level of each PV array can be determined for any other 

cloud transient speed than cloud transient speed of x. By using this phenomenon the 

results illustrated in Figure 23 is determined. Two assumptions are made for this 

phenomenon: a) the cloud transient vector is assumed to be in the direction of the PV 
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arrays location; b) the cloud area and its density are approximately unchanged while 

moving above the PV arrays. 

It can be seen that when the cloud transient speed is 16 times more comparing to 

its speed in Figure 22, the relative variability is much lower as depicted in Figure 23. 

The worst case scenario in co-locating PV arrays happens when the distance between 

them are less than a certain value, this cause two or more  partially shaded PV array in 

one time interval which diminish the effectiveness of the proposed model. 

The tail of the plots in Figure 23 suggests that the relative variability increases 

once the distance exceeds a minimizing length. Since the system of interest in this paper 

is a microgrid, which by its very nature is a small-scale system, points to the right of the 

minimizing distance are not practical. In a community neighborhood, or a military base, 

we are interested in how closely together we can group the PV and the required 

minimum distance to achieve the lowest energy storage in the system. 

It should be noted that maximizing distance D for fixed number of PV arrays 

doesn’t minimize the relative variability, while this may add additional wiring and 

communicating cost of the system. Similarly as illustrated in Figure 24, adding more PV 

arrays within a crowded region doesn’t decrease the relative variability. 

As shown in Figure 24, by assuming constant amount of installed power and 

distance D, the relative variability reduced significantly by increasing the number of co-

located PV arrays and then saturated. It is interesting to see the effect of co-locating 

more PV arrays on the variability of system. Figure 25 illustrates the daily output power 
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of five co-located versus centralized PV arrays, as it is shown the variability 

substantially decreased when the PV arrays distributed geographically.  

Figure 24: Relative variability vs number of photovoltaic arrays with constant 
distance between arrays. 
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Figure 25: Daily output power of five co-located vs centralized PV arrays. 
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2.6 Conclusion 

An important contribution of this section is a sizing model that considers desired 

availability and cost simultaneously. The proposed methodology avoids oversizing the 

system for high percentage of availability by using accurate and enhanced high-temporal 

resolution data. The main objective of this section is to provide a general model that 

quantifies the availability and cost of hybrid renewable energy systems for smart DC 

microgrid. 

In this paper high temporal resolution data for PV system is used to optimize the 

hybrid system based on Multi-Objective Genetic Algorithm (MOGA). MOGA is used to 

plot the Pareto Front in order to visualize the problem for engineering tradeoff. A utility 

function based on availability and cost formulated to find the final optimal solution. The 

optimization is done for two scenarios: with certainty and uncertainty on available 

resource. The proposed methodology guarantees a reliable energy supply with lowest 

investment. 

In addition this section investigates how to address the inherent variability of 

solar energy. A general model that quantifies the variability of different PV 

configuration systems by analyzing high-temporal resolution solar radiation data is 

investigated. It is always important from utility point of view to obtain a better 

understanding of the impact of the PV system variability on utility systems operation. 

This section investigates experimentally the parameters that affect the system 

variability such as number of PV arrays, geometry of PV panels, and distance between 

adjacent PV arrays. The proposed analysis in this section is based on an optimally sized 
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hybrid system as a realistic model framework. When storage is considered, results from 

analyzing High-temporal resolution data show that the variability of the hybrid system 

can significantly decreased if the PV arrays in the proposed microgrid system co-located 

instead of more commonly centrally located PV arrays. The centralized PV system can 

be viewed as closely spaced PV arrays. 
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3. PRINCIPLE OF MODEL PREDICTIVE CONTROL 

3.1 Model predictive control techniques for power electronics 

3.1.1 Background and literature review 

Application of model predictive control (MPC) in power electronics with low 

switching frequency goes back to the 1980’s for high power applications [15, 21]. Since 

high switching frequencies for the MPC algorithm required long calculation time, 

widespread adoption was not feasible at that time. Though the theory of MPC was 

developed in 1970s, in the past decade, with the improvement of high speed 

microprocessors, interest in the application of MPC in power electronics with high 

switching frequency has increased considerably [22, 24, 92-95]. 

The main characteristic of MPC is predicting the future behavior of the desired 

control variables [15, 22] until a specific time in the horizon. The predicted control 

variables are used to obtain the optimal switching state by minimizing a cost function. 

One of the major advantages of predictive controllers is that the concept is simple 

and straight forward to implement as an example finite control set MPC for two-level 

converters. When considering continuous control set MPC, the implementation of MPC 

for some application is more complex. Considering little time available due to small 

sampling time for calculation of MPC algorithm and optimization of MPC algorithm, it 

is common to do most of calculations offline using the system parameters and model. 

This technique is known as explicit MPC where the resulting optimal actuations are in 

form of look-up table. This look-up table is containing optimal solution as a function of 
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the state of the system. Explicit MPC is applied for wide range of power electronics 

converter in literature [96-98].    

In explicit MPC method, the model of power electronic converter is 

approximated in form of a linear system by a modulator to eliminate the need of online 

optimization. The main drawback of this method is that the discrete characteristics of 

power electronics converters are not taken into account. The online implementation and 

optimization problem can be considered when including the discrete characteristics of 

power converters and finite number of switching states. More flexibility of 

implementation and desired constraints for controller can be achieved when considering 

online optimization of cost function in MPC method. In the following section more 

detail will be discussed about this technique which is the main focus of this dissertation.   

3.1.2 Basic principle 

The MPC for power electronics converters can be designed using the following 

steps [22]: 

• Modeling of the power converter identifying all possible switching states and its 

relation to the input or output voltages or currents. 

• Defining a cost function that represents the desired behavior of the system. 

• Obtaining discrete-time models that allow one to predict the future behavior of the 

variables to be controlled. 

The designed controller should consider the following tasks: 

• Predict the behavior of the controlled variables for all possible switching states. 

• Evaluate the cost function for each prediction. 
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• Select the switching state that minimizes the cost function. 

The model used for prediction is a discrete-time model which can be presented as 

state space model as follow [15]: 

 

)()()1( kBukAxkx +=+  (33) 

 

)()()( kDukCxky +=  (34) 

Then a cost function that takes into consideration the future states, references and 

future actuations can be defined: 

 

( ) ( ) ( )( )Nkukukxfg += ,,,   (35) 

The defined cost function g should be minimized for a predefined horizon in time N; the 

result is a sequence of N optimal actuations: 

 

[ ] gku
u

minarg001)( =  (36) 

Despite the fact that u(k) contains feasible plants inputs over the entire horizon of 

time only the first element is used in conventional MPC. At next sampling time (k+1), 

the system states are calculated using the system model, the horizon is shifted by one 

step, and another optimization is applied. As demonstrated in Figure 26 for a horizon 

length N=3, the horizon taken into consideration in the minimization of g slides forward 

as k increases. Therefore, MPC amounts to an open-loop-optimal feedback control 

methodology. 

At each sampling time the optimization problem is solved again by using new set 

of measured data to obtain a new sequence of optimal actuation. The MPC principle of  
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(a) Moving in horizon of time principle (N=3) 

 
(b) Principle of working 

Figure 26: Model Predictive Control (MPC). 
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working is illustrated graphically in Figure 26. As it is shown by using the measured 

information and system model until time k, the future value of the system state is 

predicted until time (k + N) in horizon. Then the optimal actuation is calculated by 

optimizing the cost function (35). 

3.2 Controller design 

In designing stage and modeling of the MPC for a power converter, the basic 

element is the power switch. Considering ideal operation of power switches such IGBT, 

they have only two states “ON” and “OFF”. Thus number of different combination of 

switching states minus the impossible states is the total number of switching states.   

These impossible switching states are the ones that may cause for example short-circuit. 

Generally, the number of switching states NSS is determined as following 

 

NPNSS χ=  (37) 

where χ is the number of possible states of each phase or leg of the power converter and 

the number of phases or legs is presented by NP. As an example, a three phase, three 

level converter has 33=27 switching states.  

In design of MPC for power converters another factor that should be considered 

is the switching states relation with voltage vectors and voltage levels in multi-phase 

converters and single phase converters respectively. Similarly if current source converter 

is the application, the relation of switching states to current vectors should be 

considered. Figure 27 illustrates the relation between the individual voltage vectors and 

their corresponding switching state of a typical three-phase, two level converter.  
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Figure 27: Voltage vectors of a three-phase two-level converter. 
 

As mentioned in previous section, discrete-time model of the control variables 

should be considered in order to determine their predicted values in future sample time. 

Several discretization methods exist to determine the discrete-time model of the system. 

As an example, for first order systems, Euler forward method can be used to 

approximate the derivatives: 

 

ST
kxkx

dt
dx )()1( −+=  (38) 
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where Ts is the sampling time. For higher order system, Euler forward method does not 

have accurate approximation and the error is higher for these systems. Thus an exact 

discretization should be used. 

As mentioned earlier in this section, the control requirement such as torque, 

current, power, and etc control can be included in a single cost function, g, subject to 

minimization. One of the main advantages of MPC is that characteristics where several 

control variables with different nature and units can be included into single cost 

function. Each term in the cost function is multiplied by a weight factor to deal with 

units and magnitudes of the control variables.  

Weight factors in the cost function in addition to accommodation of different 

units and scales, enable prioritization of specific control variables. However, selection of 

these weight factors is not straight forward [15]. Several empirical approaches to 

determine a fix weight factor using trial and error have been investigated in the literature 

[99]. However, a fixed weight factor is not robust to parameter variation and other 

uncertainties of the system. One of the main contributions of this dissertation is the 

introduction of a technique to select optimal values for the weight factors in the MPC 

cost function for each sampling time. 

The general scheme of MPC for power electronics converters is illustrated in 

Figure 28 [22]. In this scheme measured variables, )(KX , are used in the model to 

calculate predictions, )1(
~

+KX , of the controlled variables for each one of the N possible 

actuations, that is, switching states, voltages, or currents. Then these predictions are 

evaluated using a cost function which considers the reference values, )1(* +KX , design 
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constraints, and the optimal actuation, S, is selected and applied to the converter. The 

general form of the cost function, g, subject to minimization can be formulated as 
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( ) ( )



 +−+++





 +−++



 +−+=

11

1111

*
~

*
22

~

1
*
11

~

KXKX

KXKXKXKXg

nnnλ

λ



 (39) 

where λ is the weighting factor for each objective. To select the switching state which 

minimizes the cost function g, all possible states are evaluated and the optimal value is 

stored to be applied next. The power converter can be from any topology and number of 

phases, while the generic load shown in Figure 28 can represent an electrical machine, 

the grid, or any other active or passive load. 

 

 

( )KX

( )KX

( )1* +KX

( )1
~

1 +KX

( )1
~

2 +KX

( )1
~

+KXn

 

Figure 28: MPC general schematic for power electronics converters. 
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3.3 Conclusion 

The general principle of MPC for power electronics converters is presented in 

this section and will be considered for all of the applications in the following sections of 

this dissertation.  
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4. MAXIMUM POWER POINT TRACKING BY MODEL PREDICTIVE 

CONTROL FOR HIGH GAIN DC-DC CONVERTER* 

This section demonstrates a high effective and rapid Maximum Power Point 

Tracking (MPPT) of Photovoltaic (PV) systems by means of Model Predictive Control 

(MPC) techniques. The high variability and stochastic nature of solar energy necessitates 

MPPT control technique of PV arrays to continuously operate at true maximum power 

point. The PV array can feed power to the load through a DC/DC converter boosting the 

output voltage. Extracting the maximum power from PV systems has been widely 

investigated within the literature. The main contribution of this paper is to increase the 

effectiveness of the Incremental Conductance (INC) method through a fixed step 

predictive control under measured fast solar radiation variation. Consequently, the 

efficiency of the overall PV system is increased. The proposed control to achieve 

Maximum Power Point (MPP) speeds up the control loop since it predicts error before 

the switching signal is applied to the selected high gain multilevel DC-DC converter. 

Comparing the developed technique to the conventional INC method shows substantial 

improvement in MPPT effectiveness and PV system performance. Experimental 

validation is presented using the dSpace DS1103 to implement the proposed MPC-

MPPT. 

 
   
*Part of this section is reprinted with permission from M. B. Shadmand, M. Mosa, R. S. Balog, 
and H. Abu Rub, “An improved MPPT Technique of High Gain DC-DC Converter by Model 
Predictive Control for Photovoltaic Applications,” Applied Power Electronics Conference & 
Exposition (APEC), March, 2014, © 2014 IEEE.  
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Many MPPT techniques have been suggested over the past few decades [100-

104]; the relative merits of these various approaches are discussed in [105]. The critical 

operating regime is at low solar irradiance. Capturing all of the available solar power 

during low solar irradiance periods can substantially improve system performance and 

minimize the power loss. An effective MPPT controller and converter can use available 

energy to significantly reduce the amount of installed PV. 

Considering the MPPT techniques listed in [105], candidate techniques include 

Incremental Conductance (INC) [106], Perturb-and-Observe (P&O) [101], fractional 

Open-Circuit Voltage (Voc) [107], and Best Fixed Voltage (BFV) [108]. Each approach 

has certain advantages and disadvantages for the present application. INC is a well-

known technique with relatively good performance; however, INC method cannot 

always converge to the true maximum power point. 

 

Figure 29: Multilevel DC-DC boost converter topology for PV application. 
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Also, INC is relatively slow, which limits its ability to track transient insolation 

conditions [105, 106]. The main contribution of this paper is to improve the INC method 

performance by predicting the error one step in horizon of time through model predictive 

control technique for the proposed multilevel boost converter, Figure 29. The proposed 

method has faster dynamic response than conventional INC method and solves some of 

the effectiveness limitation of the conventional INC approach under rapidly changing 

atmospheric conditions such as Figure 6. The efficiency analysis of the proposed 

predictive control based MPPT approach shows that it has rapid dynamic response and 

high tracking efficiency at steady state. 

4.1 Principle of predictive model-based controller 

The general form of the cost function, g, subject to minimization can be 

formulated as 

( ) ( ) ( ) ( )
( ) ( )1~1

1~11~1 22
2
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(40) 

where λ is the value or weight factor for each control objective (Xα), α corresponds to the 

different control variables, and ξ  corresponds to the switching states. 

In this paper we use a predictive controller to not just determine switch actuation 

of the converter, but also to find the maximum power operating point of the PV. This is 

similar in concept to ripple correlation control technique (RCC) [109], but the difference 

is in the formulation of the predicted control variables. 

The scheme of predictive model-based controller for this application is illustrated 

in Figure 30. In this block diagram measured variables (PV voltage and current in this 
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application), )(KX α , are used in the model to estimate predictions, )1(
~

+KX α
ξ

, of the 

controlled variables  for all of the ξ  possible switching state. Then based on these 

predictions the reference value of voltage or current to achieve maximum power point 

operation will be determined. Then the predicted control variable will be evaluated based 

on the calculated reference control variable in form of a cost function subject to 

minimization. Finally the optimal actuation is selected and applied to the converter.  

The schematic of Figure 30 without loss of generality can be applied to any 

power converter topology and the generic load illustrated in Figure 30 can represent the 

grid or any other active/passive load. In this section the multilevel boost converter 

(MLBC) topology illustrated in Figure 29 has been selected for the proposed MPPT 

technique, the detail analysis of this converter topology and its advantages for the 

application in this section are presented in the next section. 

 

Figure 30: Predictive model-based controller block diagram for maximum power 
point tracking. 
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4.2 Analysis of multilevel boost converter 

The multilevel boost converter (MLBC) topology for MPPT is illustrated in 

Figure 29 [110, 111]; the output voltage of the converter is proportional to the number of 

levels, which can be increased by adding two additional capacitors and diodes. Since 

only one switch is used in the selected MLBC topology, the control procedure is simpler 

than other topologies such as switched capacitor converter with a boost stage [112]. 

In this paper MLBC with two levels is used for MPPT. Figure 31 illustrates the 

graphical analysis of the converter when the switch is “ON” and “OFF.” As shown in 

Figure 31 (a) when the switch is turned ON, the inductor conducts and capacitor C1 

keeps charging capacitor C3 through diode D2 while voltage of C3 is smaller than voltage 

of C1. Simultaneously capacitors C1 and C2 supply the load. When the switch is turned 

OFF, the diode D1 starts conducting, and the inductor keeps charging capacitor C1 till its 

voltage is equal to the summation of the PV module and inductor voltages, Figure 31 (b). 

Then diode D3 turns on and the capacitors C1 and C2 start charging while the voltage 

across C1+C2 is equal to the summation of PV module, inductor, and capacitor C3 

voltages, Figure 31 (c). 

The small-ripple approximation, the inductor volt-second balance principle, and 

capacitor charge balance principle are used to find the steady-state output voltage and 

inductor current of the MLBC. When the switch is ON in the first subinterval, Figure 31 

(a), the inductor’s voltage and capacitor’s current are given by 

 







+−−= − dt

dV
CIRRIV

dt
diL C

LswonLLPV
3

3
 (41) 
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(a) 

 
(a) 

 
(c) 

 
Figure 31: Multilevel Boost Converter: a) switch is ON b) switch is OFF c) switch is 

OFF 
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For the next subinterval when switch is OFF, Figure 31 (b) and (c), the inductor’s 

voltage and capacitor’s current are 
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During the first subinterval, VL is equal to the dc input voltage. Since, in steady-

state, the total volt-seconds applied over one switching period must be zero, negative 

volt-seconds must be applied during the second subinterval. Therefore, the inductor 

voltage during the second subinterval must be negative. The volt-seconds and charge 

balance applied to the inductor and capacitor over one switching period are given by 
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where A is 
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where C is the value of the capacitors, Rc is parasitic dc resistance of the capacitor, Rsw is 

the ON resistance of the switch, Vd is the forward voltage of any diodes, RL is the dc 

resistance of the inductor.  

The dc component of the inductor current is derived by using of the principle of 

capacitor charge balance. During the first subinterval, the capacitors supply the load 

current and it is partially discharged. During the second subinterval, the inductor current 

supplies the load and recharges the capacitors. The output voltage is given by 
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The theoretical analysis in this paper is based on non-ideal components; therefore 

it is interesting to see the effect of the Equivalent Series Resistance (ESR) and switch 
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turn on resistance on the efficiency against the output power. As it is illustrated in Figure 

32, at high power, efficiency is highly dependent on the capacitor, inductor, and the 

switch turn on ESRs. As shown, the ESR of the inductor has the highest effect on the 

efficiency because the input current is high due to high gain of the converter which is 

passing through the inductor. This means that the efficiency is more effective by the 

inductor ESR. 
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Figure 32: Effect of Equivalent Series Resistance (ESR) of capacitor, inductor, and 
switch turn on resistance (from top to bottom) on efficiency versus output power 
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4.3 Voltage oriented maximum power point tracking by model predictive control 

The main characteristic of model predictive control is predicting the future 

behavior of the desired control variables [22]. The predicted variables will be used to 

obtain the optimal switching state. The proposed MPPT algorithm is illustrated in Figure 

33. The inputs to the algorithm are the PV system voltage and inductor current. 

The inductor current and PV voltage when the switch is ON ( 0=ξ ) are given by 

 LLPV
L RtItV
dt

tdIL )()()( −=  (54) 

 )()()( tItI
dt

tdVC LPV
PV −=  (55) 

and when the switch is OFF ( 1=ξ ) are given by 

 )()()()(
1 tVRtItV

dt
tdIL CLLPV

L −−=  (56) 

 )()()( tItI
dt

tdVC LPV
PV −=  (57) 

By using the Euler forward method, the derivatives in (54)-(57) can be approximated as 

 
ST

kk
dt

td )()1()( ψψψ −+≈  (58) 

where Ψ is the parameter for discretization, Ts is the sampling period and k is discretized 

t. 

By the deriving discrete time set of equations, the behavior of control variable 

can be predicted at next sampling time K. By using (54)-(57) and (58), the discrete time 

model of the converter is given by (59)-(62), when the switch is ON ( 0=ξ ): 
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Figure 33: Maximum power point tracking by MPC 
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and when the switch is turned OFF ( 1=ξ ): 
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It can be seen from (59)-(62) that there are four inputs IL, Vpv, Ipv, and VC1. In 

order to reduce the number of required sensors we can rearrange these equations by 

decreasing the number of input variables. Therefore (60), (61), and (62) can be 

represented as following  

 )1()(2)1( −−=+ KVKVKV PVPVPV  (63) 

 )()1( KIKI LL =+  (64) 

The derived equations can be expressed in matrix form by (65) and (66) when the 

switch is ON and OFF ( { }1,0=ξ ) respectively 
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The detail of proposed maximum power point tracking methodology using model 

predictive control is illustrated in Figure 33. The present switching state (ζ) is added as 

an input to the algorithm to determine the inductor current (IL(k+1)) if the switch is ON 

or OFF and then using this value for determination of reference current/voltage to be 

tracked. The MPPT algorithm is based on the fact that the slope of the PV array power 

curve is zero at the predicted MPP, positive on the left and negative on the right of the 
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predicted MPP. Therefore the voltage and current at MPP can be determined by 

comparing the predicted incremental and instantaneous conductance as illustrated in 

Figure 33, the increment of the PV system voltage at each sampling time is presented by 

(α) in Figure 33. This calculated current is the reference current for the cost function 

subject to minimization. The cost function subject minimization is given by 

 { } { } )1()1(~
1,01,0 +−+= −== kIkIg refLL ξξ  (67) 

The final switching state is the state that minimizes (67); the complete procedure of the 

controller is summarized in Figure 33.   

4.4 Results and discussion 

In this section the model predictive control for MPPT is compared to the 

commonly used incremental conductance method with fixed variation of the duty cycle 

of the converter. Directly comparing two control algorithms is challenging to create a 

fair comparison.  However in this section, not only the proposed predictive controller 

technique has faster dynamic response to step change in solar irradiance level, but also it 

has smaller steady-state ripple power. The detail performance comparison of both 

controllers is presented in the following section. 

The I-V and P-V characteristic of the PV systems for different irradiance levels 

are illustrated in Figure 34. The SUNPOWER SPR-305-WHT is used as PV module 

type. The PV module characteristics under standard test condition (STC: solar irradiance 

= 1 kW/m2, cell temperature = 25 deg. C) are:  

• Open circuit voltage (Voc) = 64.2 V 

• Short-circuit current (Isc) = 5.96 A 
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• Voltage at MPP (VMP) = 54.7 V 

• Current at MPP (IMP) = 5.58 A 

The control algorithm is implemented in Matlab/Simulink; the sampling time TS 

is 10 µs.  The detail descriptive results are illustrated in Figure 35-Figure 37. By 

considering continuous operation of the PV systems over the year, the extra amount of 

energy captured by the proposed MPPT technique is significant, particularly under the 

cloudy sky condition such as solar irradiance level of Figure 6. Combination of the 

proposed MPPT technique with high efficient inverters can enhance the total efficiency 

of grid connected PV systems.  

 
 

Figure 34: I-V and P-V characteristics of the array. 
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Figure 35: PV current Simulation results comparison of the MPC versus INC 
method under irradiance level change. 

 

Figure 35 and Figure 36 illustrate the simulation results of the proposed MPC 

and INC method. The MPPT is enabled at t=0.4 s, the system is tested under three 

irradiance levels changes. The irradiance level of the case study is illustrated in Figure 

37. The irradiance was initially 1000 W/m2 until time 0.7 s, then the irradiance decreases 

gradually at time 0.7 s from 1000 W/m2 to 750 W/m2, and finally there is a step change  
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Figure 36: PV voltage simulation results comparison of the MPC versus INC 
method under irradiance level change. 

 

in irradiance level at time 1.5 s from 750 W/m2 to 1000 W/m2. As shown in Figure 35 

the dynamic performance of the MPC method is better than the conventional INC 

method. More specifically by applying a step change in the irradiance level from 750 

W/m2 to 1000 W/m2 at time 1.5 s, when using the proposed MPC method the MPP is 

achieved 0.05 s after the step change. Conversely it is about 0.15 s for conventional INC 

method, which shows the proposed MPPT technique by MPC is much faster and more 

efficient than the conventional INC method. The PV power of MPC and INC method are 

presented in Figure 37, it demonstrate that for approximately similar steady state power 

value the convergence time to MPP of the proposed MPC method is much smaller 

comparing to the conventional INC method.  
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Figure 37: (From top to bottom) PV power by INC-MPPT, PV power, output 
voltage of the converter, irradiance level, and duty cycle of the converter switch by 

MPC-MPPT. 
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4.5 Efficiency analysis 

The output power of the Agilent E4360A solar array simulator (converter input 

power) and the converter output power for solar irradiance levels of 100 W/m2 to 1000 

W/m2 are measured using YOKOGAWA WT1600 digital power meter. The expected 

power from the solar array simulator at maximum power point is determined using its P-

V characteristics curve; these P-V curves for four irradiance levels are illustrated in 

Figure 34.  By using these information, the control effectiveness and converter 

efficiency of the proposed MPC-MPPT procedure is investigate for solar irradiance 

levels of 100 W/m2 to 1000 W/m2, the results are illustrated in Figure 45. The MPPT 

control effectiveness is calculated by dividing the measured output power of the solar 

array simulator by the expected power at MPP from solar array simulator at each solar 

irradiance level. The converter efficiency is calculated by dividing the measured output 

power of the converter by the measured output power of the solar array simulator. The 

results demonstrate that the true maximum power point has been tracked with high 

efficacy, the worst case scenarios are for the solar irradiance levels of less than 400 

W/m2 which have control effectiveness of 93%-94%. The output power level of solar 

array simulator and converter at the corresponding solar irradiance level are also plotted 

in Figure 45.  

Similarly, the efficiency and control effectiveness analysis are done for INC-

MPPT method, Figure 46. By comparing the effectiveness of MPC-MPPT to INC-

MPPT, it can be observed that the proposed method based on predictive controller is  
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Table 6. INC-MPPT versus MPC-MPPT comparison of step change dynamic 
performance (750 W/m2 to 1000 W/m2) and steady state perfomance (1000 W/m2) 

 
Characteristics INC-MPPT MPC-MPPT 

% of voltage ripple 0.79% 0.63% 
% of current ripple 1.06% 0.72% 
Steady state power 609.40 W 609.45 W 

PV current 
overshoot/undershoot  11.07% 9.7% 

PV voltage 
overshoot/undershoot 5.51% 4.78% 

Convergence time 0.15 s 0.05 s 
Control effectiveness  99.60% 99.65% 

 

4.6 Conclusion  

This paper presents a high effective MPPT technique based on MPC by 

predicting the error at next sampling time before applying the switching signal. The 

proposed predictive MPPT technique is compared to commonly used INC method to 

show the benefits and improvements in the speed and efficiency of the MPPT. By 

predicting the future behavior of the PV system, the proposed MPC method in an 

elegant, embedded controller that has faster response than the conventional INC 

technique under rapidly changing atmospheric condition without requiring expensive 

sensing and communication equipment and networks to directly measure the changing 

solar radiation. The dSpace DS1103 is used for implementing the control technique 

experimentally. The effectiveness and efficiency of the proposed MPPT controller at 

different solar irradiance levels are presented.  
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5. MAXIMUM POWER POINT TRACKING OF GRID-TIED 

PHOTOVOLTAIC SYSTEMS* 

This section presents a maximum power point tracking (MPPT) technique using 

model predictive control (MPC) for single phase grid connected photovoltaic (PV) 

systems. The technique exhibits fast convergence, which is ideal for rapidly varying 

environmental conditions such as changing temperature or insolation or changes in 

morphology of the PV array itself. The maximum power of PV system is tracked by a 

high gain DC-DC converter and feeds to the grid through a seven-level inverter. 

Considering the stochastic behavior of the solar energy resources and the low conversion 

efficiency of PV cells, operation at the maximum possible power point is necessary to 

make the system economical.  

The main contribution of this section is the development of incremental 

conductance (INC) method using two-step model predictive control. The multilevel 

inverter controller is based on fixed step current predictive control with small ripples and 

low total harmonic distortion (THD). The proposed MPC method for the grid connected 

PV system speeds up the control loop by sampling and predicting the error two steps 

before the switching signal is applied. As a result, more energy will be captured from the 

PV system and injected into grid particularly during partially cloudy sky. A comparison 

of the developed MPPT technique to the conventional INC method shows significant  

 
   
*Part of this section is reprinted with permission from M. B. Shadmand, M. Mosa, R. S. Balog, 
and H. Abu Rub, “Maximum Power Point Tracking of Grid Connected Photovoltaic System 
Employing Model Predictive Control,” Applied Power Electronics Conference & Exposition 
(APEC), March, 2015, © 2015 IEEE.  
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improvement in dynamic performance of the PV system. Implementation of the 

proposed predictive control is presented using the dSPACE DS1103. 

5.1 Description of complete system 

The PV array can feed power to the grid through a DC/DC converter boosting the 

output voltage and a grid connected inverter [81, 113-119]. The main contribution of this 

section is the development of the INC method using a two-step model predictive control 

for a multilevel boost DC-DC converter. The boost converter output power is fed to the 

ac grid through a seven level inverter controlled by model based current predictive 

method. By predicting the future behavior of the PV system, the proposed MPC method 

in an elegant, embedded controller that has faster response than the conventional INC 

technique under rapidly changing atmospheric conditions without requiring expensive 

sensing and communications equipment and networks to directly measure the changing 

solar insolation.  

Figure 50 illustrates the general schematic of the complete grid connected 

photovoltaic system controlled by predictive methods. As it is shown, the system 

contains a multilevel DC-DC boost converter to extract the maximum power from the 

PV arrays and to feed it into the grid through a seven level inverter. Since only one 

switch is used in the selected multilevel boost DC-DC converter topology, the control 

procedure is simpler than other topologies such as the switched capacitor converter with 

a boost stage [112]. The output voltage of the DC-DC converter is proportional to the 

number of levels, which can be increased by adding two additional capacitors and 

diodes. 
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The DC-DC converter in this section has three levels. At the dc-link stage of the 

system, if the average voltage across the capacitor C1 is Vdc, then the average voltage 

across capacitors C2 and C3 together will be 2Vdc. The detail mode of operation of this 

DC-DC converter with two levels is presented in [92], this concept can be extended for 

the three levels topology presented in this paper. 

The seven level inverter topology used to feed power to the grid can be divided 

into two parts: multilevel module and H-bridge inverter. The multilevel module is 

cascaded with an H-Bridge inverter operating at low frequency to reduce the switching 

losses. Table 7 demonstrates the summary of the output voltage levels as a function of 

switching states. The state of the switches can be represented by 0 and 1, where state 0 

means the switch is OFF, and state 1 means the switch is ON. 

 
 

Figure 50: General schematic of the system and proposed model predictive control 
for grid connected PV system. 
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Table 7: Summary of output voltage levels as function of switching states. 

Output 
Voltage 
(Vout) 

Multilevel Inverter Switches States 
Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

+3Vdc 1 0 0 0 1 1 0 0 1 
+2Vdc 1 0 1 1 0 1 0 0 1 
+Vdc 0 1 1 0 1 1 0 0 1 

0 0 1 0 1 0 1 0 0 1 
-Vdc 0 1 1 0 1 0 1 1 0 

-2Vdc 1 0 1 1 0 0 1 1 0 
-3Vdc 1 0 0 0 1 0 1 1 0 

 

5.2 Model predictive control of the system 

5.2.1 Predictive maximum power point tracking 

The discrete time model of the DC-DC converter is used to determine predicted 

control variables: 
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where n+1 is the number of steps in the future being predicted at the current Kth step; S 

is 1 when the switch is ON and 0 when the switch is OFF; and TS is the sampling time. 

In this paper the control variables predicted two steps in horizon. Equations (68) and 

(69) have four inputs IL1, Vpv, Ipv, and VC. In order to reduce the number of sensors, 

these equations can be rearranged by decreasing the number of input variables. Thus 

(69) can be represented as 

 

)()1(2)2( KVKVKV PVPVPV −+=+    (70) 

In order to calculate the value of control variables at time K+2, the estimated 

value of the current of the inductor, L1, and PV voltage at time K+1 are used. Thus at 
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sampling time K+2, four values for control variables are predicted and the optimum 

value will be selected as illustrated graphically in Figure 51. The derived equations can 

be expressed in matrix form by (71) and (72) when the switch is ON and OFF 

respectively 
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The summary of the proposed MPPT algorithm is illustrated in Figure 52. 

 
 

Figure 51: Prediction of PV array side current observation. 
 

5.2.2 Predictive current control 

The next step is the current predictive control of the multilevel inverter. The load 

current in continuous form can be determined using the following expression 
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Figure 52: MPC maximum power point tracking procedure. 
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By using the Euler forward method, the derivative in (73) can be approximately 

discretize as 
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where Ts is the sampling period. Based on (73) and (74) the load side current can be 

predicted for n steps in horizon of time by using 

))1()1(()1(1)(
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 (75)  

where iL2(K+n) is the predicted value of the grid side current at time K+n. In this section, 

iL2 is predicted two steps, n=2, into the horizon of time as illustrated in Figure 53. The 

reference current to be tracked and the cost function, g, is given by 
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Figure 53: Prediction of grid side current observation. 
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The cost function needs to be minimized by evaluating all of the possible switching 

states presented in Table 7 for each step. The summary of optimal switching state 

selection procedure is illustrated in Figure 54.  

 

 
 

Figure 54: Model predictive control of the multilevel inverter. 
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5.3 Results and discussion 

The proposed controller for the PV system is modeled in MATLAB-Simulink, 

and implemented in dSPACE DS1103. The I-V and P-V characteristics of the PV system 

for different irradiance levels are illustrated in Figure 55. The SUNPOWER SPR-305-

WHT is used as PV module type. The PV module characteristics under standard test 

condition (STC: solar irradiance = 1 kW/m2, cell temperature = 25 deg. C) are:  

• Open circuit voltage (Voc) = 64.2 V 

• Short-circuit current (Isc) = 5.96 A 

• Voltage at MPP (VMP) = 54.7 V 

• Current at MPP (IMP) = 5.58 A 

The sampling time, Ts, is 10 µs. In this paper the MPC for MPPT is compared to 

the commonly used incremental conductance method.  Figure 56 illustrates the 

simulation results of the proposed MPC and INC method. As it is shown the MPPT is 

enabled at time 0.1 s, the irradiance decreases gradually at time 0.3 s from 1250 W/m2 to 

1000 W/m2, and finally there is a step change in irradiance level at time 0.6 s from 1000 

W/m2 to 1250 W/m2. By comparing Figure 56 (d) and (g) to (i) and (h) respectively, it 

can be noticed that the maximum power is tracked much faster when using two steps in 

MPC-MPPT than the conventional INC-MPPT method. The maximum power point 

when using two steps MPC-MPPT is achieved 1 ms after the step change in solar 

irradiance occurred. Conversely it is about 4 ms for conventional INC-MPPT. By 

considering continuous operation of the PV systems over the year, the extra amount of 
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energy captured by the proposed MPPT technique is significant, particularly under the 

cloudy sky condition such as solar irradiance level of Figure 6. 

The simulation results of the grid side voltage and current, using MPC for the 

multilevel inverter, is illustrated in Figure 57. Figure 57 (a) and (c) show that the unity 

power factor is achieved and that the controller response to the step change in solar 

irradiance level at time 0.6 s is very fast.  

The simulation results are validated experimentally by real-time implementation 

of the control strategy with dSPACE DS1103. Figure 58 (a) illustrates the PV side 

voltage and current, the step change response at time 0.6 s is zoomed in. Figure 58 (b) 

demonstrates the output voltage of the 7 level grid connected inverter. The grid side 

voltage and current are illustrated in Figure 58 (c) when the step change occurs in solar 

irradiance at time 0.6 s. As it is illustrated the injected current to the grid has fast 

dynamic response. The THD of the grid side current is about 1.8% which is within the 

IEEE-519 standard [120].  

 
 

Figure 55: I-V and P-V characteristics of the PV array. 
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(a) PV current by proposed MPC-MPPT 
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(b) PV voltage by proposed MPC-MPPT 
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(c) Irradiance level 
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(d) Zoomed in plot of PV current by proposed MPC-MPPT when the step change in 

irradiance level at time 0.6 s occur 
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(e) PV current by INC-MPPT  

 
Figure 56: Simulation results of MPPT 



 

95 

 

 

  0.1 0.2 0.3 0.4 0.5 0.6 0.7
45

50

55

60

65

70

 
(f) PV voltage by INC-MPPT 
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(g) Zoomed in plot of PV voltage by MPC-MPPT at time 0.6 s h) Zoomed in plot of PV 
voltage by INC-MPPT at time 0.6 s 
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(h) Zoomed in plot of PV current by INC-MPPT at time 0.6 s 

 
Figure 56: Continued 
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(a) Grid side voltage and injected current 
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(b) Output voltage of the 7 level inverter 
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(c) Zoomed in plot of the injected current to the grid by using MPC-MPPT and 

predictive control of 7 level inverter at time 0.6 s 
 

Figure 57: Simulation result of grid side 
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(a) PV voltage and current by proposed MPC-MPPT technique 

 
(b) Output voltage of the 7 level grid connected inverter 

 
(c) Grid side voltage and injected current 

 
Figure 58: Experimental validation of the control algorithm by real-time 

implementation 
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Figure 59: Spectrum analysis of grid side current (iL2) 

 

5.4 Conclusion  

This paper presents an improved MPPT technique using MPC for grid connected 

photovoltaic systems by predicting the error at the next sampling time before applying 

the switching signal. The proposed two steps predictive MPPT technique is compared to 

the commonly used INC method to show improvement in the dynamic performance and 

efficiency of the MPPT. The technique exhibits fast convergence, which is ideal for 

rapidly varying environmental conditions such as changing temperature or insolation or 

changes in morphology of the PV array itself. As a result, more energy will be captured 

from the PV system and injected into grid particularly during partially cloudy sky 

without requiring expensive sensing and communications equipment and networks to 

directly measure the changing solar insolation.  

The maximized captured energy is fed to the grid though a 7 level inverter 

controlled by means of predictive control. High quality current, with low THD and in-

phase with the grid voltage, is achieved and injected into the grid by using the proposed 

predictive controller. The dSPACE DS1103 is used for implementing the control 

technique experimentally. 
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6. MAXIMUM POWER POINT TRACKING USING MODEL PREDICTIVE 

CONTROL FOR FLYBACK CONVERTER* 

This section presents a digital model predictive control technique to employ the 

MPPT for flyback converter for photovoltaic applications. The main contribution of this 

section is improvement of the Perturb and Observe (P&O) method through a fixed step 

predictive control under measured fast solar radiation variation. A characteristic of MPC 

is the use of system models for selecting optimal actuations, thus evaluating the effect of 

model parameter mismatch on control effectiveness is of interest. In this section the load 

model is eliminated from the proposed MPC formulation by using an observer based 

technique. The sensitivity analysis results indicate a more robust controller to 

uncertainty and disturbances in the resistive load. 

Many standards are developed to ensure the safe and efficient power generation 

particularly under dynamic weather conditions. The performance of the proposed less 

sensitive model based MPPT is evaluated on the basis of European Efficiency Test, EN 

50530 which evaluates the performance of PV systems under dynamic environment 

conditions. The proposed MPC-MPPT technique for a flyback converter is implemented 

using the dSPACE DS1007. 

   
*Part of this section is reprinted with permission from M. B. Shadmand, R. S. Balog, and H. Abu 
Rub, “Model Predictive Control of PV Sources in a Smart DC Distribution System: Maximum 
Power Point Tracking and Droop Control,” IEEE Transactions on Energy Conversion, 
November, 2014, © 2014 IEEE and M. B. Shadmand, R. S. Balog, and H. Abu Rub, “Maximum 
Power Point Tracking using Model Predictive Control of a Flyback Converter for Photovoltaic 
Applications,” Power & Energy Conference at Illinois (PECI), February, 2014, © 2014 IEEE 
and M. Metry, M. B. Shadmand, R. S. Balog, and H. Abu Rub, “High Efficiency MPPT by 
Model Predictive Control Considering Load Disturbances for Photovoltaic Applications Under 
Dynamic Weather Condition,” Industrial Electronics Conference (IECON), November, 2015, © 
2015 IEEE.  
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6.1 Current oriented maximum power point tracking by model predictive control 

P&O is a well-known technique with relatively good performance; however, 

P&O method cannot always converge to the true maximum power point. Also, the 

performance of P&O technique under dynamic weather condition may not be 

satisfactory. These weather conditions are very common in most part of the world such 

as the selected geographical location presented in Figure 6. A large variability in the 

instantaneous PV generation can be seen in Figure 6; in few seconds the power 

generated dropped almost in half due to transients of cloud coverage. The overall 

efficiency of PV systems depends on three main factors: the conversion efficiency of the 

PV module, the efficiency of the dc/dc conversion stage, and the control effectiveness of 

the MPPT technique. This section presents a highly efficient MPPT technique by using 

Model Predictive Control (MPC) with low sensitivity to load disturbances. The 

performance of the proposed controller is validated by considering the European 

Efficiency test, EN 50530. 

A flyback converter is chosen as a DC/DC converter, Figure 60. P&O determines 

the reference current for the MPC which determines the next switching state as 

illustrated in Figure 61. This technique predicts the error of the next sampling time and 

based on optimization of the cost function g, illustrated in Figure 62, the switching state 

will be determined. The inputs to the predictive controller are the PV system current and 

voltage, and the reference current.  

By using the discrete time set of equations, the behavior of control variable can 

be predicted at the next sampling time k+1. The proposed methodology is based on the 
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fact that the slope of the PV array power curve is zero at the predicted MPP, positive on 

the left and negative on the right of the predicted MPP. In continuous conduction mode, 

the discrete time set of equations of the flyback converter shown in Figure 60 is given by 

(78) and (79) when switch is “ON” and (80) and (81) when switch is “OFF” [121]:  

 )()()1( kikv
L
Tki PVPV

m

S
PV +=+   (78) 

 )(1)1( kv
RC
Tkv C

S
C 






 −=+   (79) 

 )()()1( kv
nL

Tkiki C
m

S
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 )(1)()1( kv
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Tki

nC
Tkv C

S
PV

S
C 






 −+=+   (81) 

 

 
 

Figure 60: Flyback converter with snubber circuit. 
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The PV current ipv(k+1) is determined from (78), (80) and the reference current, iref, 

found using the procedure illustrated in Figure 61. The cost function for the MPC 

algorithm is 

 refPVS ikig
S

−+=
== )1(

1,01,0   (82) 

The switching state for the MPPT controller is determined by minimizing the cost 

function g using the procedure in Figure 62.  

 

 
 

Figure 61: MPC procedure to determine reference current using P&O. 
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Figure 62: MPC-MPPT procedure. 
 

However in this section we consider MPC-MPPT for one step in the horizon. 

Generalizing the concept, the discrete time equation can be extended to n-step in the 

horizon as following 
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
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where S is the switching state and Ts is the sampling time. By increasing the number of 

steps to two or three, the computation time will be increased but better control 

performance will be achieved. 
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The I-V and P-V characteristic of the PV systems used in this paper for different 

irradiance levels are illustrated in Figure 55. In this section the model predictive control 

for MPPT is compared to the commonly used perturb and observed method. The 

sampling time Ts is 10 µs. Figure 63 illustrate the simulation results of the proposed 

MPC and conventional P&O method. The system is tested under three irradiance level 

changes, the irradiance level is initially 750 W/m2 then decreases gradually at time 0.7 s 

to 500 W/m2, and finally there is a step change in irradiance level at time 1.5 s from 500 

W/m2 to 750 W/m2. As illustrated in Figure 63 the dynamic performance of the MPC 

method is better than the conventional P&O method. More specifically by applying a 

step change in the irradiance at time 1.5 s, when using the proposed MPC method the 

MPP is tracked at time 1.52 s, conversely when using the P&O method the MPP is 

tracked at time 1.60 s. The detail descriptive plots are illustrated in Figure 63. 

Matlab/Simulink and dSPACE DS1103 is used for the experimental implementation.  

Figure 64 and Figure 65 illustrate the implementation of the MPC-MPPT and 

Figure 66 demonstrates the implementation of conventional P&O-MPPT method. As it 

is shown, they confirm the simulation results. 
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Figure 63: Comparison of proposed MPC-MPPT to conventional P&O-MPPT. 
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Figure 64: PV current, voltage, and power of MPC-MPPT. 
 

 
 

Figure 65: PV current, voltage, and power response to step change in the irradiance 
from 500 W/m2 to 750 W/m2 when using MPC-MPPT method. 
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Figure 68: Flyback converter when the switch is ON (S). 
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Figure 69: Flyback converter when the switch is OFF (1-S). 
 

By deriving the discrete time set of equations, the behavior of control variable 

can be predicted at next sampling time k+1. The proposed methodology is based on the 

fact that the slope of the PV array power curve is zero at the predicted MPP, positive on 

the left and negative on the right of the predicted MPP. Applying the approximations in 

(87) to relations in (85) and (86) yields: (88) and (89) when the switch is closed, and 

(90) and (91) when the switch is open. 
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While model-based relations offer greater robustness, a drawback of such system, in 

general, is its dependence on the model variables. Load resistance is highly variable and 

sudden perturbation in the load can render the full system unstable. Hence, a simple, yet 

effective solution is to provide better monitoring on the load using an observer based 

approach that uses the already existing sensors in the flyback converter model. Relations 

for the resistor value can be inferred using the same flyback converter models (Figure 68 

and Figure 69). 

The relation between input and output current is given by: 

            nD
DIi PVc
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
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

 −=      (92) 

The load resistance relation can then be estimated as: 
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Therefore, using the already existing input current and output voltage sensors, 

equation (93) for load resistance provides an accurate estimation of the load wihout 

directly sensing it. In which case γ, an observer based estimator for the load, can be 

applied to equations (88)-(91) to determine the predicted value for VPV(k+1) and 

IPV(k+1) which then summarize to (94) and (95). 
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where S is the status of the switch. 
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Figure 70: Prediction of PV array side current and voltage observation. 

 While, the model-based relations add great perfomance improvements as 

discussed in [122-124], previous work has suggested the addition of a second stage of 

predictive control for even better system perfomance and model accuracy [125]. In order 

to predict the control variables at time k+2, the estimated value of the PV current, PV 

voltage and output voltage at time k+1 are used. Thus at sampling time k+2, four 
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values for control variables are predicted and the optimum value is selected as 

illustrated graphically in Figure 70. Equations (94), (95) are adjusted to get (96), (97) 

for two-stage MPC. 
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The model used for prediction is a discrete-time model, which can be presented as state 

space model: 
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After determination of the reference voltage using the procedure shown in Figure 71, the 

cost function subject to minimization can be obtained as in (99). 

gS=0,1 = VPVS=0,1
(k + 2)−Vref

(99) 

This model can then be generalized to m-stage MPC as formulated in (100).  
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m ϵ 0, 1, 2,…N 

The system is implemented using SUNPOWER SPR-305-WHT as PV module 

type. The PV module characteristics under standard test condition (STC: solar irradiance 

= 1 kW/m2, cell temperature = 25 deg. C) are: Open circuit voltage (VOC) = 64.2 V, 

Short-circuit current (ISC) = 5.96 A, Voltage at MPP (VMP) = 54.7 V, and Current at 

MPP (IMP) = 5.58 A. 
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Inputs : VPV (k), IPV(k) VC(k)
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Figure 71: MPC-MPPT procedure to determine reference voltage, and 
determination of switching state using cost function minimization. 
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Two modules are connected in parallel with the I-V and P-V characteristic of the 

string illustrated in Figure 55. Voltage, current and power outputs in response to steps in 

the characteristics of Figure 72 are plotted in Figure 73, Figure 74, and Figure 75 

respectively. Step response of PV power when irradiance is changed from 500 to 750 

W/m2 is shown in Figure 76. And finally power ripple at STC (1000 W/m2) is 0.082% 

and is shown in Figure 77. 

 
 

Figure 72: Solar Irradiance Applied Steps. 
 

 
 

Figure 73: PV Voltage using MPC-MPPT. 
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Figure 74: PV Current using MPC-MPPT. 
 

 
 

Figure 75: PV Power using MPC-MPPT. 
 

 
 

Figure 76: PV Power step response to irradiance change. 
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Figure 77: PV Power ripple at STC. 
 

The proposed controller is implemented in real time experimentally by using 

dSPACE DS1007 plat form; the step change response and the current and voltage ripple 

at 750 W/m2 of the proposed MPPT technique in real time are illustrated in Figure 78 

and Figure 79 respectively.  

To further illustrate the capabilities of 2-steps MPC-MPPT without the R model, 

some parameters were varied in the circuit and the system performance is evaluated. 

Figure 80 shows the response to uncertainty in transformer leakage inductance value on 

the error in voltage and current at MPP. The inductance value is underestimate and 

overestimated 50%. Figure 81 shows the response to uncertainty in transformer leakage 

resistance value for 50% underestimate and overestimate. 

Then to illustrate the operation of the surrogate to the R model in MPC, a 

comparison was made for the error percentage comparing the conventional MPC with 

the R model and the MPC with the observer based estimation of the R model. As 

presented in Figure 82, the proposed MPC with observer based estimation of R model is 

much less sensitive to disturbances in the resistive load. 
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To overcome the inconsistency in performance tests, an international working 

group was set up in late 2006 to develop a standardized test that takes into account both 

MPPT accuracy and conversion efficiency [126]. The test was accepted as a standard in 

the European union by the end of 2009 and published as The Standard EN 50530 Test 

[126].  

The dynamic EN 50530 standard tests are run under rapidly changing weather 

conditions. It combines rising and falling ramp profiles with different slopes to represent 

insolation levels [126]. The principle of test sequence is illustrated in Fig. 7 

parametrically. The slope of each ramp is named ζn which is incrementally increasing by 

a factor of ε, this sequence is repeated n times during the period under the test. The test 

is made of three components as in Fig. 8: (A) Low to medium insolation (150-

500W/m2), (B) medium to high insolation (300-1000W/m2) and (C) startup and 

shutdown insolation (2-100W/m2). Slopes for (A) vary from 0.5 W/m2/s to 50 W/m2/s, 

while slopes for (B) vary from 10 W/m2/s to 100 W/m2/s. 

According to the standard, the test looks into both MPPT accuracy and 

conversion efficiency of grid connected PV systems [126]. Since the target of this 

efficiency test is the control effectiveness of the MPPT technique not the conversion 

stage, inverter, of PV system, this test is also valid for the MPPT accuracy of the off-grid 

PV system [127]. In this paper this test is applied to the proposed MPC technique to 

validate its performance. By which case the inverter efficiency calculation is not made 

and segment (C) of the test is disregarded [127]. 
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To assess the dynamic performance of the MPPT accuracy, the output power 

calculated from the measured voltage and measured current is compare to the ideal 

maximum power point. Then the control effectiveness is determined. 

 

1ζ

2ζ

εζ +1
εζ n+1

εζ +2 εζ n+2

 
 

Figure 83: Test sequence principle, medium to high solar irradiance level (black 
solid line) and low to medium solar irradiance level (blue dashed line). 
 

The EN 50530 test is run on the system and performance results for duty cycle, 

power, voltage and current are as shown in Figs. 10-13. The sampling time of the 

controller is 1µs, the switching frequency is 5 kHz, and the sampling time for recording 

the data is 1 ms.  Due to highly effective MPPT, the real expected power from the PV is 

not added to the curve since they are overlapping and it is not clear how much the error 

is at each test segment. Thus the control effectiveness is determined for the duration 

under the test and plotted in Fig. 13 and 14. Fig. 14 demonstrates the control 

effectiveness of the proposed MPC-MPPT during 183 minutes of the test run. The 
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control effectiveness versus the power at the MPP for different value of ζ during the test 

run is plotted in Fig. 9. As it is illustrated in these two plots, the lowest control 

effectiveness during the run test is 97%. The average of the control effectiveness is 

98.8% percent for different power and ζ values. However it can be seen that in most of 

the time the proposed MPPT technique gives control effectiveness of more than 99.5% 

which demonstrate the accuracy and fast convergence of the proposed technique. 
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Figure 84: The two components of the EN 50530 standard test. 
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Figure 85: Duty cycle of the flyback converter under dynamic test. 
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Figure 86: PV power under dynamic test. 
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Figure 87: PV voltage under dynamic test. 
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Figure 88: PV current under dynamic test. 
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Figure 89: Control effectiveness of the proposed MPC-MPPT under EN 50530 
standard test for 183 minutes.. 
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Figure 90: Control effectiveness of the proposed MPC-MPPT. 
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6.4 Conclusion  

This section presented a performance evaluation on an efficient MPPT technique 

that predicts the error at next sampling time before applying the switching signal using 

MPC. A two-step MPC was studied and generalized for m-stage MPC. Then an observer 

based estimation of the resistive load is derived to eliminate the R model from the MPC 

and reduce the sensitivity of the controller to disturbances in the load. Results of 

system’s performance using the EN 50530 test are presented in this paper. Performance 

results met and surpassed the requirements for the system and validate such system in a 

globally accepted performance evaluation. 
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7. DROOP PREDICTIVE CONTROL IN DC MICROGRID SYSTEM* 

In a DC distribution system, where multiple power sources supply a common 

bus, current sharing is an important issue. When renewable energy resources are 

considered, such as photovoltaic (PV), DC/DC converters are needed to decouple the 

source voltage, which can vary due to operating conditions and Maximum Power Point 

Tracking (MPPT), from the DC bus voltage. Since different sources may have different 

power delivery capacities that may vary with time, coordination of the interface to the 

bus is of paramount importance to ensure reliable system operation. Further, since these 

sources are most likely distributed throughout the system, distributed controls are needed 

to ensure a robust and fault tolerant control system. This section presents a Model 

Predictive Control-based droop (MPC-DROOP) current regulator to interface PV in 

smart DC distribution systems. Back-to-back DC/DC converters control both the input 

current from the PV module, known as maximum power point tracking, and the droop 

characteristic of the output current injected into the distribution bus. The predictive 

controller speeds up both of the control loops since it predicts and corrects error before 

the switching signal is applied to the respective converter. 

Direct current (DC) electrical systems are gaining popularity due in part to high 

efficiency, high reliability and ease of interconnection of the renewable sources 

compared to alternating current (AC) systems [1, 2]. DC microgrids have been proposed  

   
*Part of this section is reprinted with permission from M. B. Shadmand, R. S. Balog, and H. Abu 
Rub, “Model Predictive Control of PV Sources in a Smart DC Distribution System: Maximum 
Power Point Tracking and Droop Control,” IEEE Transactions on Energy Conversion, 
November, 2014, © 2014 IEEE.  
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to improve point-of-load energy availability and to integrate disparate renewable energy 

sources with energy storage [3]. Various renewable energy sources such as PV systems 

have natural dc couplings; therefore it is more efficient to connect these sources directly 

to DC microgrid by using DC/DC converters.  

 
 

Figure 91: Multiple-sourced DC distribution system with central storage. 
 

A DC microgrid system with distributed PV and centralized battery storage, 

illustrated in Figure 91 as part of hybrid distribution system of Figure 1, is an attractive 

technology solution for communities to "go-green” while simultaneously ensures 

reliable electricity. The PV arrays can delivery power to the system through a DC/DC 

converter boosting the output voltage. A maximum power point tracking (MPPT) control 
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technique presented earlier is required for the PV system to operate at the maximum 

power point [105, 128, 129] but produces output voltage that is not constant. Thus a 

second DC/DC converter is added to control the current and voltage fed into the DC bus 

[130]. Although power from the PV is now processed twice, DC/DC converters have 

very high efficiency and the back-to-back converters (Figure 91) would have 

comparable, if not better efficiency, than ac systems based on a contemporary, best-in-

class inverter of comparable power rating [6, 131, 132]. 

In a DC microgrid system where multiple PV source converters supply the same 

bus, current sharing is an important consideration [1]. Theoretically, identical supply 

converters will share the load current equally. However, mismatches in components and 

feedback networks as well as different impedances at different locations on the DC bus 

can cause imbalance in current sharing. If significant, this imbalance can result in 

overload and thermal stresses which could jeopardize system reliability. The reliability 

of a single-bus DC system can be improved by using autonomous local controls rather 

than a central controller [133]. Droop control is one of such control technique that 

controls the output current from the source in response to the sensed bus voltage [134]. 

Since no communication is needed to coordinate controllers, the system is robust and 

cyber-secure [135]. The contribution of this section is to develop the conventional droop 

control methodology by means of MPC for smart DC distribution systems. The 

developed droop control by MPC proposed in this section enables a stable process 

control due to the nature of MPC that is predicting the error before the control signal 

applied to the converter. 
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Figure 91, as part of hybrid distribution system of Figure 1, illustrates the general 

schematic of the proposed smart DC microgrid. Multiple PV arrays using MPC-MPPT to 

supply power through a MPC-DROOP converter into the DC distribution bus is 

presented. According to the availability of power from PV sources, the MPC-DROOP 

adjusts the droop characteristics of the DC/DC converter. In practice, the MPC-MPPT 

and MPC-DROOP would be integrated into a single system component, delineated by 

the dotted line in Figure 91. 

7.1 Methods of load sharing 

Whenever sources are operated in parallel, for fault-tolerant design or higher 

output power, current sharing is an important consideration. The methods for load 

sharing reported in the literature fall into two groups: active sharing and droop control 

[136, 137]. Droop control uses the sensed bus voltage at the output of each source to 

automatically share current. The focus of this section is droop control by using model 

predictive control principles because it is form of autonomous local control. The 

reliability of a single-bus dc microgrid system, such as the system illustrated in Figure 1, 

can be improved by using autonomous local controls for both supply-side and load-side 

management. 

Active current-sharing techniques involve a control structure and a method of 

programming individual converters with a reference current. One implementation is to 

use a master/slave configuration such that one dc source is designated as the master and 

is used to control the bus voltage. 
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The remaining dc sources, designated as slaves, operate as current sources. This 

strategy produces a stiff bus voltage and controlled load dispatch at each source. There 

are two main limitations of this technique: high-speed communication is required and a 

single point failure can disable the entire system [138]. In practice, active current sharing 

techniques are best suited for physically small systems, such as paralleled voltage 

regulator module (VRM) applications. If the topology were fixed and known a priori, 

more sophisticated controls such as interleaving can be used to reduce ripple [139]. 

7.2 Supply-side: droop predictive control 

In droop control, the output voltage of the source drops as current increases. This 

is a form of local control since converters autonomously share load current by sensing 

the local bus voltage. Droop control can be as simple as a series resistance or a more 

efficient closed-loop controller such as a phase-angle controller in a rectifier source 

converter. This scheme has been proposed for use in large-scale distributed systems 

[140] with dynamically changing topologies since it supports plug-and-play 

reconfiguration and system scaling, and is robust to component failures. 

In this section MPC is used for the droop control. MPC can forecast the error 

using the model of the system behavior, thus speed up stabilization process. In the 

proposed control scheme by using the predicted parameters and locally measured 

reference voltage, the reference current for each parallel converters is determined. 

Consequently no communication between converters is required; as a result the 

reliability of the system increases. Then the determined reference current is used as an 

input to a hysteresis current controller [141] for tracking the reference current and 
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generating the switching signal. The complete control procedure is illustrated in Figure 

92. Since the second DC/DC converter for droop control is flyback converter, the 

discrete time model derived in previous section for MPPT can be used here. 

The predicted variables Io and VBus are the current and voltage at the output 

terminals of the converter at next sampling time. The voltage at the output, the bus 

voltage, is low-pass filtered and used to close a feedback loop. The droop gain K 

converts the voltage error into a current command for the source converter; it is included 

in the compensator block in Figure 92. Assuming the converter current perfectly tracks 

the reference current, the steady state droop relationship is 

 ( )Busrefref vVKI −=   (101) 

 

 
 

Figure 92: Droop MPC control of the DC/DC converters. 

÷×
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The proposed distributed system controlled by droop MPC is inherently robust 

because droop control automatically shares current among the available converters 

without the need for a central controller to redispatch the source converters. If a 

converter turns off or fails, the remaining converters sense a decrease in bus voltage and 

increase their respective output current to compensate for the lost source. 

Consider a system (Figure 93) comprised of five PV arrays on a common dc bus 

supplying 1500 W of total load. Each PV source converter has a load-line that describes 

the v-i terminal characteristics (Figure 93). Assuming negligible bus impedance, the 

solution to the base case (where all converters are operational) results in the bus voltage 

VOP1 with each converter supplying IOP1 current. The analytical solution for the operating 

point is found by solving the load-flow equations for n source converters and m 

constant-power loads: 

 =∀=−
m bus

m

n
nbus

n
nnoc V

PInV
K

IV ,,1
, (102) 

Contingency analysis is shown graphically in Figure 93. As the number of PV 

(source) converters decreases, the bus voltage drops. Since the load is now shared by 

fewer sources, the current from each remaining source increases. The analytical 

solutions for two case contingencies and the base case are presented in Table 8. It is 

observed that the droop gain is the slope of the v-i curve and modifies the actual source 

impedance. So a simple model for a source converter is 

socs i
K

VV 1−= (103) 



 

133 

 

where the droop gain K can be defined in terms of a resistance droopRK 1= . 

 

 
 

Figure 93: Illustration of supply current-sharing using droop-control. The droop 
characteristic of the output convertor regulates the current supplied into the bus. If 

all supplies are identical, with the same supply capability, then current is evenly 
shared. Adjusting the droop characteristic can allows current to be shared 

automatically in arbitrary proportion, as in the case of unequal supply capabilities.   
 

Table 8. Current sharing under droop-control as the number of source converters 
decreases. 

 Number of sources 
 5 4 2 

VOP 48V 45.50 V 37.50 V 
IOP 6.25 A 8.24 A 20 A 
Ibus 31.25 A 32.96 A 40 A 
Pload 1,500 W 1,500 W 1,500 W 

 

Although droop control can be as simple as a series resistance, a more energy 

efficient choice is a closed-loop controller, such as MPC used in this section. For an 

arbitrary source converter, the permissible droop resistance is lower bounded by the 

actual source resistance of the converter: 

 droops RR ≤  (104) 
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In the previous example, the PV converters are assumed to be identical with 

identical droop characteristics. Thus the total load current is shared equally. In general, 

however, each converter can have an arbitrary droop characteristic representing its 

operating parameters, power limits, or preferred dispatch: 

 10  where,
1

1 <≤
−

= ϕ
ϕ sdroop RR  (105) 

Thus, droop controller result in current sharing and directly affect the system 

dynamic behavior. 

7.3 Load-side: dynamic load interruption  

In a power system in steady state, the supply is matched to the load and the 

system is stable. However, many dc distribution systems are electrically weak and do not 

have the spinning reserves or other stability mechanisms. The bus voltage can sag for a 

number of reasons such as partial loss of generation, increase in load, or topological 

reconfiguration. Further, tight voltage regulation in dc-dc converters makes them operate 

as constant power loads which draw increasing current for decreasing bus voltage, 

possibly leading to further voltage sag or even voltage collapse.  

Demand-side management is a suite of techniques that control the loads so that 

they become integral components in system stability. Interruptible load is one method 

that provides curtailment of demand to promote system security. Autonomous local 

control is investigated to perform this load-side control and improve system reliability. 

7.3.1 The P-V curve 

The P-V curve is a useful tool to visualize the operation of a power system. 

Figure 94 illustrates a family of the familiar p-v system curve. Maximum power 
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transmission (MPT) occurs at the nose were the source impedance and load impedance 

are equal. In a dc system, the bus voltage drops as the load increases due to voltage-

divider action of the source impedance and the load impedance. 

 
 

Figure 94: P-V curve showing operating points as the system impedance increases 
and loads are interrupted.   

 

A system is initially in steady state with voltage V(t1) delivering total load power 

of P(t1). The system impedance suddenly increases, perhaps due to a partial loss of 

generation or topological reconfiguration, and the operating point moves to a new p-v 

curve at time t2. However, the voltage V(t2) is below the undervoltage limit and load is 

shed, moving to a new operating point on the same p-v curve at t3. The time-domain 

waveforms in Figure 95 reveal that these changes in operating points do not occur 

instantaneously. The trajectories on the two figures, however, are idealized to improve 

clarity of the system response and do not include the dynamics associated with the 

inductance of the bus, the input filter, and the constant-power dc-dc converters. 
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(a) Bus voltage decreases in response to increased system impedance at t1 to reach 
the operating point on the new p-v curve at t2. The new bus voltage is below the 
UVP limit, so control action cause load to be shed, moving to a new operating 

point on the same p-v curve at t3 with a higher bus voltage. 
 

 
 

(b) Load power in the system changes as point-of-load converters are turned-off to 
reduce total system load when the bus voltage drops below the UVP. 
 

Figure 95: Ideal bus voltage and load power as system impedance increases and 
loads are interrupted to prevent voltage collapse.    

 

7.4 Results and discussion 

The smart DC microgrid system illustrated in Figure 91 is implemented in 

Matlab/Simulink. The case study is done for three PV array systems. The MPPT of each 

array is carried out using the procedure presented in previous section. In this section two 

case studies will be presented to show the effectiveness of the proposed droop MPC. The 

first case study evaluates the DC bus voltage response to a step change in the power 

drained by the load from 340 W to 440 W at time 0.5 s, and then from 440 W to 520 W 



 

137 

 

at time 0.7 s. The reference DC bus voltage is assumed 188 V in this paper. The detail 

behavior during load variation of DC microgrid bus voltage and supplied power by each 

converter is illustrated in Figure 96. The input PV sources are assumed to be in balance 

operating point; this means the solar irradiance is assumed to be constant and equal to 

750 W/m2 for all of the three first stage DC/DC converters in this case study. The bus 

voltage regulation has fast dynamic response to the step change in power drained by 

load, though the bus voltage dropped to 187.1 V at time 0.55 s and 186.5 at time 0.75 s. 

Thus as shown, the bus voltage regulation is perfectly done with 0.80% error. 

 

 
 

Figure 96: Response of DC bus voltage to step changes in the power drained by 
load.   
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Figure 97: Response of DC bus voltage and output power to imbalanced input PV 
sources.   

 

The simulation results of this case study are implemented using dSPACE 

DS1103 and verified as shown in Figure 98. These results demonstrate that the proposed 

approach is valid for a step change in the power drained by load. The second case study 

evaluates the droop MPC under imbalanced input PV sources. The solar irradiance level 

for all three input PV sources are 750 W/m2 before time 0.5 s, at this time the irradiance 

level of PV source 1 and 3 dropped to 400 W/m2 and 300 W/m2 respectively and the 

irradiance level of PV source 2 increased 850 W/m2. Figure 97 illustrates the bus voltage 

and the power supplied to the bus for this case study. The implementation of the droop 

control is done for this case, as illustrated in Figure 99. Figure 100 illustrates the 
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response of DC bus voltage and output power to the input PV sources of Figure 63. The 

variation of the power supplied to the bus during the time interval 0.7 s to 1.0 s is due to 

the gradually reduction of solar irradiance level from 750 W/m2 to 500 W/m2. Also, as 

illustrated earlier in Figure 63, a step change in solar irradiance from 500 W/m2 to 750 

W/m2 occurred at time 1.5 s which is also appeared in Figure 100. 

 
 

Figure 98: Response validation of DC bus voltage to step changes in the power 
drained by load. 

   

 
 

Figure 99: Response validation of DC bus voltage and output power to imbalanced 
input PV sources.   
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Figure 100: Response of DC bus voltage and output power to the input PV sources 
of Figure 63.   
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7.5 Conclusion  

In a smart DC distribution system for microgrid community, parallel DC/DC 

converters are used to interconnect the sources, load, and storage systems. Equal current 

sharing between the parallel DC/DC converters and low voltage regulation is required. 

The proposed droop MPC can achieve these two objectives. The proposed droop control 

improved the efficiency of the DC distribution system, because of the nature of MPC 

which predicts the error one step in horizon before applying the switching signal. The 

effectiveness of the proposed MPPT-MPC and droop MPC is verified through detailed 

simulation of case studies. Implementation of the MPPT-MPC and droop MPC using 

dSPACE DS1103 validates the simulation results. 
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8. CAPACITOR-LESS VAR COMPENSATION BY MODEL PREDICTIVE 

CONTROL OF MATRIX CONVERTER* 

This section presents a reactive power compensation technique using model 

predictive control (MPC) of a matrix converter. This technique compensates lagging 

power factor loads using inductive energy storage elements instead of electrolytic 

capacitors (e-caps). Although ubiquitous in power electronic converters, e-caps have 

well-known failure modes and wear-out mechanisms. Therefore, the capacitors used to 

store energy in a voltage-sourced inverter (VSI) reactive power compensator require 

continuous monitoring and periodic replacement, both of which significantly increase 

the cost of the traditional load compensation technique. MPC of the matrix converter 

provides reactive power compensation by controlling the input reactive power and the 

output current to the inductive storage elements. Thus, compared to VSI techniques, the 

proposed reactive power compensation technique is more reliable and has a longer 

expected service life that is not limited by failure and wear-out modes of capacitors. 

8.1 System description 

Reactive power, denoted as volt ampere reactive (VAR) power, brings several 

undesirable consequences to an AC power system network such as the reduction of 

power transferring capability and increases in transmission line losses if not controlled  

   
*Part of this section is reprinted with permission from M. B. Shadmand, R. S. Balog, and H. Abu 
Rub, “Model Predictive Control of a Capacitor-less VAR Compensator Based on a Matrix 
Converter,” Industrial Electronics Conference (IECON), November, 2014, © 2014 IEEE and M. 
B. Shadmand, R. S. Balog, and H. Abu Rub, “Auto Tuning Approach of Cost Function Weight 
Factors in Model Predictive Control for Matrix Converter VAR Compensator Application,” 
Energy Conversion Congress and Exposition (ECCE), September, 2015, © 2014 IEEE. 
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appropriately [142-144]. VAR compensation is a technique to control reactive power by 

supplying or absorbing VARs respectively to or from the AC network.  

Within the literature, several compensation techniques have been proposed to 

supply or consume VARs to/from loads and transmission lines. Considering the reactive 

power compensation techniques listed in [145], candidate techniques include 

mechanically switched capacitors and reactors [145], synchronous condensers [146], 

static VAR compensators (SVCs) [143, 147], static synchronous compensators 

(STATCOMs) [148], and compensation using thyristor-based cycloconverters [149]. 

The STATCOM technique is based on a voltage-source inverter which performs as a 

controllable AC source in the network. Direct AC-AC cycloconverters [150] can be used 

instead of inverters; they can operate in the AC network to draw only reactive power by 

using a passive tank at the input side of the converter. However, although the 

cycloconverter is a compact solution for VAR compensation, one of the main drawbacks 

of the cycloconverter is the requirement of a large number of thyristor: 36 switches for a 

three-phase converter. The matrix converter (MC) [151, 152] also performs as an AC-

AC converter which consists of an array of bidirectional switches. It is gaining 

popularity for different applications due to the following characteristics [152, 153]: 

a. Compact and simple structure 

b. It does not contain a DC link capacitor  

c. High quality voltage and current delivery to load without frequency restriction 

d. Regenerative load characteristics: it allows power to flow from source to the load 

and vice versa 
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e. Operation with unity power factor 

As a silicon-intensive converter, the matrix converter also lends itself to 

integration, which improves the reliability and reduces cost over discretely built 

converter topologies. Thus, MCs are well-suited for power system applications. 

Inductive loads which operate with lagging power factor consume VARs. Load 

compensation techniques employing capacitor banks locally supply VARs needed by the 

load. Capacitors are known to be unreliable components due to their inevitable aging an 

associated failure modes of increased leakage currents and electrolytic leakage, open 

circuits, short circuits, and open vents [154, 155]. The most frequent failure types are 

listed in [156]. Yet due to the high energy density and reasonable voltage rating of DC 

electrolytic capacitors, they are widely used in power electronics converters for VAR 

compensations. But approximately 60% of power electronic devices failures are due to 

the use of aluminum electrolytic DC capacitors [157]. The voltage-source inverter based 

STATCOM which uses DC electrolytic capacitors is vulnerable to this high-rate failure 

mode. Capacitors need to be replaced periodically and their health monitored [157-159] 

which adds additional cost to the system and decreases the reliability of the VAR 

compensation technique. Realizing a capacitor-less VAR compensation method is the 

chief motivation of the proposed section. 

This section presents a STATCOM capacitor-less reactive power compensation 

technique that uses only inductors combined with a model predictive controlled matrix 

converter (MPC-MC). Inductors are known to be robust and reliable elements, but they 

consume reactive power and their operating behavior is opposite of capacitors. The 
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proposed technique interfaces a 3×3 direct matrix converter to the inductor bank, which 

is controlled by MPC. The general schematic of the proposed system is illustrated in 

Figure 101. The matrix converter is appropriately controlled by MPC to enable the input 

to output current phase inversion. By using the property of current phase reversal, the 

converter absorbs leading currents from the AC network while the inductor absorbs 

lagging current at the output side of the converter. As a result, the proposed VAR 

compensation by the matrix converter is achieved without using capacitors and provides 

a more reliable and robust technique for long service life of the device.  

 
 

Figure 101: Proposed capacitor-less VAR compensator employing a matrix 
converter for the lagging load.   

 

The system illustrated in Figure 101 consists of the three phase AC power 

network, an inductive lagging load, and the proposed reactive power compensator. The 
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AC system is assumed to operate at angular frequency ω. The line-neutral AC network 

voltages are denoted by vS1,LN, vS2,LN, and vS3,LN, while the currents are given by i1, i2, and 

i3. The currents drawn by the lagging load are denoted by iL1, iL2, and iL3. The reactive 

power compensator consists of the inductors LMC connected to the AC network through a 

3×3 matrix converter. The line-neutral input voltages of the matrix converter are denoted 

by vi1,LN, vi2,LN, and vi3,LN, while the output voltages are given by vo1,LM, vo2,LM, and vo3,LM. 

The currents drawn by the matrix converter from the network are ii1, ii2, and ii3, while the 

currents drawn by the choke from the matrix converter are given by io1, io2, and io3.  

8.2 Matrix converter model 

The matrix converter can be modeled as a mathematical transfer function, the 

modulation matrix or instantaneous transfer matrix H, which relates the input and 

output voltages: 
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The modulation matrix H is symmetric constructed by three basic functions H1, 

H2, and H3 [160]: 
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The instantaneous powers are equal on the input and output sides because there 

are no energy storage elements in the matrix converter, and as a result, we can assume 

that there is no power loss in the converter. Consequently, by applying Kirchhoff’s 

current law, the relationship between the input and output currents of the MC is given by 
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where HT is the transpose of the modulation matrix H. 

The bidirectional switches turn “ON” and “OFF”, operating with a high 

switching frequency, to generate a low frequency voltage with adjustable amplitude and 

frequency. The comprehensive working principle of MC is available in [152, 153].  

Several papers in literature have investigated the model predictive control for 

MCs [22, 161-167]. The model predictive control for this MC is simple and based on the 

instantaneous relation of the input and output voltages/currents given by (106) and (107). 

The state of the switches should never short circuit input lines because this switching 

state will create short circuit currents. The output phase also cannot be open circuited. 

By keeping in mind these restrictions we can say that the 3×3 MC has 27 possible 

switching states to be considered during the prediction of variables and optimization of 

the cost function by MPC. 

8.3 Inductive load model 

A load model needs to be obtained in order to predict the value of the load 

current at the next step sampling interval for all 27 possible switching states. The 

inductive load at the output side of the MC can be represented as 
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where LMC is the inductance and e is the electromotive force (emf). By using the Euler 

forward method, the derivative in (109) can be approximated as 
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where Ts is the sampling period. From (8) and (9) we can obtain: 
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Equation (111) estimates the value of the output current of MC for the next sampling 

interval, (k+1), and the corresponding voltage, vo,LM, which is calculated for the 27 

possible switching states of the MC. The value of the emf at the present sampling 

interval, e(t), can be estimated to be approximately e(t-1) for sufficiently small sampling 

time.  

8.4 Model predictive control for the matrix converter 

Control of reactive power and the output current are the objectives for the MPC 

in this work. The reactive power can be determined by 
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Where )(tii

−
 is the complex conjugate of )(tii . The current phase reversal property of the 

matrix converter indicates that the )(tii  and )(tio  are out of phase, this property will be 

proved in next section of this paper. The reactive power can be predicted by using 
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where α and β correspond to the real and imaginary components of the associated vector. 

The value of viLN(k+1) can be approximated to be viLN(k) because the line voltages are 

low frequency signals compared to the switching frequency. By keeping in mind the 

current phase reversal property of the matrix converter and (10), the )(tii  can be 

calculated. 

 
 

Figure 102: VAR compensator predictive control block diagram.   
 

From (5), (10), and (12), the cost function g can be formed as 
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reactive power control.  A block diagram of the predictive reactive control and current 

control strategy is illustrated in Figure 102. Weight factor is the only parameter in the 

cost function of the MPC that needs to be adjusted. The auto tuning of the weight factor 

is still an open topic for research [15, 168]. In this section the branch and bound 

technique is used to reduce the number of simulations and to obtain a suitable solution 

for the weight factor design [168]. In this procedure, first we assume a couple of initial 

values for λ, for example [(0.001,0.5),(1,10)]. Then, two measurements are conducted 

for the four values of λ to make sure that the controller accomplishes the system 

requirement. From the cost function (114) we can see that the current error can be 

measured in terms of total harmonic distortion (THD). The instantaneous reactive power 

is the second measurement. The two measurements evaluate the system behavior for 

each corresponding λ. Then these measurements are compared with maximum 

acceptable error; the weighting factor can be fitted into two intervals such as (0.001, 

0.5). After that the measurements should be compared with a weighting factor equal to 

half of the new interval (λ=0.25). This procedure can be continued until an appropriate λ 

is determined. The procedure for determination of λ is briefly illustrated in Figure 103.  

In the following sections of this section, an auto tuning approach for weight factor will 

be presented. 
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Figure 103: Procedure for weight factor (λ) selection.   
 

The MPC algorithm for the matrix converter is detailed in Figure 104. Inside this 

loop we can see, after the determination of the cost function g for all 27 switching states, 

that an optimization should be performed to apply the optimal switching state. Figure 

105 illustrates the prediction observation of the two control variables. As it is shown for 

each control variable, we have 27 different predictions at time (k+1). The distance of 

each of these points to the reference value is called the cost function at unity weight 

factor. The nearest point to the reference value which minimizes the cost function is the 

optimal value. Finally the optimizer will choose the optimal state according to the 

summation of the cost function (114) outputs in each round as shown in Figure 104. 
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Figure 104: Model predictive control algorithm of the matrix converter.   
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(a) Reactive power 

 
(b) Output current 

Figure 105: Prediction observation.   
 

8.5 Current phase reversal property 

Let the AC utility power system voltages be given by (115) which are equal to 

input side MC voltages where VLN,rms is the line-neutral rms voltage. 
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By using equation (116) and (117), application of the H matrix to the system in 

Figure 101, results in output voltages [160]: 
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The currents drawn by the inductor LMC from the output of the MC are given by 

(117). Similarly by using equation (107) and (108), the input currents drawn by the MC 

from the AC network is determined and given by (118). 
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The output current io1 can be expressed as a phasor by 
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Similarly, the input current ii1 can be expressed as a phasor 
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The input and output voltages are in-phase from (115)-(116), the input currents of each 

phase indeed lead their corresponding phase input voltages by π/2 , thus power factor 

reversal from output to input side of MC is achieved. By comparing (119) and (121), it is 

obvious that there is a reversal in the sign of the phase angles of the output and input 

currents – the current phase reversal property. Comparing the voltage and current 

expressions, it can be seen that while the output currents lag the corresponding output 

voltages by π/2 radians, the input currents lead the corresponding input voltages by π/2 

radians. This demonstrates that while the inductor LMC draws VARs from the MC, the 

MC actually supplies VARs to the AC network – exhibiting the behavior of a capacitor. 

The instantaneous input power of the compensator is given by:  
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Using trigonometric identities, equation (123) can be re-arranged as: 
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The instantaneous input power of the compensator given by (124) indicates that the MC 

doesn’t consume any real power, while it supplies required reactive power by the load to 

the AC network. The total three phase reactive power supplied by the MC to the AC 

network is given by 
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Equation (125) presents that in order to compensate the lagging load with Q reactive 

power; an inductance of LMC is required at the output of the MC. Thus considering (125), 

the required value of inductance at the output of MC can be determined for reactive 

power compensation.  

8.6 Results of conventional optimization of the cost function 

The system is mathematically modeled and simulated in Simulink-MATLAB. 

The MPC algorithm is implemented in an embedded MATLAB function in Simulink. 

The sampling time (TS) of the MPC is 60 µs, other system parameters are given in Table 

9.  

Table 9. Parameters for the system in Figure 101. 
PARAMETER VALUE 

Line-to-neutral grid voltage VLN,rms 277.13 V 
Angular frequency of grid voltage ω 2π*50 rad/s 

Per-phase resistance of load RLoad, per phase 10 Ω 
Per-phase inductance of load LLoad, per phase 30 mH 

Total rated real power of load PLoad 2.2 kW 

Power factor at the load side p.f. 0.9 

Total maximum load reactive power requirement Qload 2 kVAR 
MC output-side inductance LMC 30 mH 

Sampling time (Ts) 60 µs 

Weight factor λ 0.008 
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Figure 106: Simulation results.   
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By using the procedure of branch and bound explained earlier, the weight factor 

λ is determined to be 0.008, and the reference reactive power Q* is zero VAR (unity PF). 

The lagging load power factor is illustrated in Figure 106 (a). Phase 1-3 of the utility 

voltage and load current are illustrated in Figure 106 (b-d) respectively. As it is shown 

and required for the VAR compensation they are in-phase. Thus the objective of 

capacitor-less VAR compensation is achieved. The current phase reversal property is 

illustrated in Figure 106 (e) which shows the input and output current of the matrix 

converter.  The phase 1 of output voltage of the matrix converter is illustrated in Figure 

106 (f). The simulation results are verified experimentally by implementing the control 

algorithm using dSPACE DS1006 and matrix converter hardware.  

 

 
 

Figure 107: Experimental result of the system in Fig. 1, phase 1 of utility voltage 
and load current. The inductive load current lags the voltage.   

 

Figure 107 illustrates the experimental results of phase 1 of the utility power 

input voltage and load current. Figure 108 and Figure 109 respectively demonstrate the 

experimental verification of output voltage of the 3x3 matrix converter, phase 1 of the 
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utility voltage and current. As it is illustrated in Fig. 10 the utility current is in-phase 

with utility voltage as a result they verify the MPC VAR compensation technique and 

simulation results. 

 
 

Figure 108: Experimental result of output voltages of matrix converter.  
 
  

 
 

Figure 109: Experimental result showing the utility voltage and current. The utility 
current is in-phase with the voltage due to the VAR compensation of MPC-matrix 

converter.   



 

160 

 

 
 

Figure 110: (a) Spectrum analysis of phase 1 of utility side current (i1), (b) 
Spectrum analysis of phase 1 of matrix converter output current (io1)  
 

The spectrum analysis of phase 1 of the utility side current (i1) and output current 

of the matrix converter (io1) are illustrated in Figure 110. These THD analyses are used 

to evaluate the performance of the current control. As it is shown, they have THD of 

5.52% and 0.48% respectively which indicates good quality waveforms and meets the 

IEEE 519 standards [120]. 

8.7 Optimization of cost function by auto tuning of weight factor 

This section presents an auto tuning technique for online selection of the cost 

function weight factors in model predictive control (MPC). The weight factors in the 
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cost function with multiple control objectives directly affect the performance and 

robustness of the MPC. The proposed method in this section determines the optimum 

weight factors of the cost function for each sampling time; the optimization of the 

weight factors is done based on the prediction of the absolute error of the optimization 

objective and the corresponding constraints. Without loss of generality, this technique is 

applied to the application considered in this section, a reactive power compensation 

technique using MPC of a direct matrix converter. The result demonstrates that the 

proposed auto tuning approach of cost function weights makes the control algorithm 

robust to parameter variation and other uncertainties such as load variation. The 

proposed capacitor-less reactive power compensator based on auto tuned MPC cost 

function weight factor is implemented experimentally using dSpace DS1007. 

One of the important characteristics of MPC is the use of system models for 

optimal selection of switching state at each sampling time. This is one of the drawbacks 

of the MPC, because in some systems the parameters may vary and it is difficult to 

obtain their exact modeling. This issue reduces the performance of MPC with constant 

weight factor procedure. Weight factors in the cost function accommodate different units 

and scales as well as enable prioritization of specific control variables. However, 

selection of these weight factors is not straight forward [15]. Several empirical 

approaches to determine a fix weight factor using trial and error have been investigated 

in the literature [99]. However, a fixed weight factor is not robust to parameter variation 

and other uncertainties of the system. 
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The proposed dynamic weight factor selection of MPC algorithm for the matrix 

converter is detailed in Figure 111. The previously defined cost function (114) is divided 

into two parts as 

 
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In algorithm of auto selection of weight factor λ, indifference strategy between 

both objectives g1 and g2 is assumed. Constraint on the acceptable error of each term 

within the cost function can be considered in the control loop. The acceptable error in 

the tracking of current and reactive power is denoted by Ψ1 and Ψ2 respectively as 

following 
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Inside this loop, after the determination of the cost function g1 and g2 for all 27 

switching states, the minimum value of g2 will be selected.  

 2min g=ξ  (130) 

The next step is to evaluate the magnitude of minimum g2 with a sufficiently small 

number ε1 as following 

 21 ελεξ =≤  (131) 
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The statement (131) is presenting that, if g2 is small enough (less than a defined small 

number ε1), then the weight factor λ is determined to be equal to a sufficiently small 

number ε2, considering the fact that the g2 is within an acceptable error range Ψ2.  

If the condition in (131) is not satisfied, a larger value for weight factor λ should be 

selected in order to give higher value to g2 for minimization at the next sampling time 

k+1. This evaluation of ξ  when its value is more than ε1 is as following 

 21 22 ελεξ =≤  
 21 33 ελεξ =≤   

   (132) 
 21 ελεξ nn =≤  
 { }Nnwhere ,,3,2,1: ∈   

 
The statements in (132) quantized the ξ , which corresponds to the magnitude of   g2, the 

weight factor λ is determined based on ξ  magnitude when comparing to n multiples of 

ε1 till the statement in (132) is satisfied. The corresponding value of λ is multiplication 

of n by ε2. This strategy for selecting the weight factor λ, based on the absolute error of 

g2 is illustrated in right hand side of Figure 111. 

After optimal determination of λ, the general form of cost function (114) will be 

constructed. Then an optimization should be performed to apply the optimal switching 

state. This procedure will be repeated every sampling time, thus during every sampling 

period the weight factor will be modified based on the predicted performance of the 

system at the next sampling time. 
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Figure 111: Model predictive control algorithm of the matrix converter for VAR 
compensation with dynamic weight factor selection 
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The system is mathematically modeled and simulated in Simulink-MATLAB. 

The sampling time (TS) of the MPC is 60 µs, and other system parameters are given in 

Table 9. The proposed dynamic weight factor selection in this section illustrates that the 

effectiveness of model parameter errors on performance of the system is significantly 

reduced. In order to demonstrate this fact, the matrix converter output-side inductance is 

changed from 30 mH to 15 mH, while the nominal value is 30 mH. 

The simulation results illustrated in Figure 112 demonstrate the MPC 

performance of reactive power compensation of matrix converter with conventional 

fixed weight factor selection based on try and error tuning method. The optimum weight 

factor based on conventional try and error approach is determined as 0.008 and the 

reference reactive power Q* set as zero VAR (unity PF). Figure 112a and 112b 

demonstrate the phase 1 of utility side voltage and current which are required to be in-

phase, in addition to the output voltage of matrix converter. At time 60 ms the 

inductance at the output side of the matrix converter dropped to 15 mH from its nominal 

value (30 mH), as it is shown in Figure 112a and 112b. After this parameter variation, 

the current became highly distorted.  

 
 

Figure 112: Simulation results of the conventional fixed weight factor for MPC cost 
function for VAR compensation by matrix converter. 
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Figure 113: Simulation results of the proposed auto tuning approach of weight 
factor for MPC cost function for VAR compensation by matrix converter. 

 

Now by using the proposed auto tuning approach of weight factor of MPC the 

distortion can be significantly reduced after inductance variation. The simulation results 

in Figure 114 demonstrate this fact. The cost function weight factor is updated 

instantaneously at each sampling time. Phase 1 of the utility voltage and load current are 

illustrated in Figure 114a, and the lagging load power factor is illustrated in Figure 114b. 

As it is shown and required for the VAR compensation the grid side voltage and current 

are in-phase with very small distortion after time 60 ms. Thus, a robust MPC with auto 

tuned cost function weight factor for the objective of capacitor-less VAR compensation 

is achieved. The current phase reversal property is illustrated in Figure 114c which 

shows the input and output current of the matrix converter.  The phase 1 of output 

voltage of the matrix converter is illustrated in Figure 114d. 

The simulation results are verified experimentally by real time implementing the 

control algorithm using dSPACE DS1007. Figure 115 illustrates the utility side voltage 
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and current and output voltage of matrix converter with fixed cost function weight factor 

under inductance variation. Figure 115 and Figure 116 demonstrate the utility side 

voltage and current, the output current of the matrix converter, the lagging power factor 

of the load, and the output voltage of the matrix converter with auto tuned cost function 

weight factor under inductance variation. It can be seen that not only with parameter 

variation and uncertainty the proposed approach shows better performance, but also 

before parameter variation with the proposed method the control objective is achieved 

with less absolute error.  The spectrum analysis of phase 1 of the utility side current (i1) 

before and after inductance change is illustrated in Figure 117 and Figure 118. These 

THD analyses are used to evaluate the performance of the current control. However after 

the inductance change the THD is increased from 1.67% to 4.37% but it meets the IEEE 

519 standards limits [120]. 

 
 

Figure 114: Phase 1 of grid side voltage and current and output voltage of matrix 
converter with fixed cost function weight factor under inductance variation. 
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Figure 115: Phase 1 of grid side voltage and current and output current of matrix 
converter with auto-tuned cost function weight factor under inductance variation. 

 

 
 

Figure 116: Phase 1 of grid side voltage, load current, and output voltage of matrix 
converter with auto-tuned cost function weight factor under inductance variation. 
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Figure 117: Spectrum analysis of phase 1 of utility side current (i1), before change 
in inductance at time 60 ms. 

 

 
 

Figure 118: Spectrum analysis of phase 1 of utility side current (i1), after change in 
inductance at time 60 ms. 
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8.8 Conclusion 

Reactive power in the AC power system network, while fundamental to the 

system, is detrimental to the reliability, efficiency and overall performance of the AC 

network. This section presents a capacitor-less VAR compensation technique by using 

MPC of a direct matrix converter. Mathematical modeling of the matrix converter and 

the principle of MPC is presented. MPC of the matrix converter provides reactive power 

compensation by controlling the input reactive power and the output current into the 

inductive storage elements. The detailed algorithm of the predictive control for the VAR 

compensator matrix converter is proposed. The results show that the VAR compensation 

is achieved without using e-caps. The performance of MPC with multiple objectives in 

the cost function is directly affected by the weight factors. The proposed method in this 

section determines the optimum weight factor of the cost function at each sampling time, 

the optimization of weight factor is done based on the prediction of objectives absolute 

error and their corresponding constraints. Simulation results are validated experimentally 

using dSPACE DS1006 to implement the MPC for the direct matrix converter hardware 

to achieve capacitor-less VAR compensation. 
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9. HARMONICS CONSTRAINT MINIMUM ENERGY CONTROLLER FOR GRID-

TIED INVERTER BY MEANS OF MODEL PREDICTIVE CONTROL* 

Control of ac power in a grid-tied inverter often involves synchronous reference 

frame transformation, a process which requires phase-angle information typically 

provided by a Phase-Looked Loop (PLL). This section presents a decoupled real and 

reactive power control technique, for a single phase grid-tied inverter, using Model 

Predictive Control (MPC). The proposed technique does not use a PLL, PWM nor a 

synchronization transform, which makes the control algorithm well suited for an all-

digital implementation. This section explores the proposed controller performance under 

distorted grid conditions and variations of system parameters. The results show that the 

proposed controller keeps good power tracking performance with small error in steady 

state and the grid side current Total Harmonic Distortion (THD) is within the IEEE-519 

standards limits, which allows a much smaller dc-link capacitor to improve system’s 

reliability and power density.  

The dynamic performance and steady state stability of the proposed predictive 

controller are evaluated in this section. The tracking performance of the proposed 

controller is compared to the conventional PLL-based method, the result demonstrate 

significant improvement in the steady state power tracking when using the proposed 

   
*Part of this section is reprinted with permission from X. Li, M. B. Shadmand, R. S. Balog, and 
H. Abu Rub, “Model Predictive Control for a single-phase Grid-tied Inverter,” Power & Energy 
Conference at Illinois, February, 2014, © 2014 IEEE and X. Li, M. B. Shadmand, R. S. Balog, 
and H. Abu Rub, “Harmonics Constraint Minimum Energy Controller for Grid-tied Inverter by 
Means of  Model Predictive Control Technique,” Energy Conversion Congress and Exposition 
(ECCE), September, 2015, © 2015 IEEE. 
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controller. The simulation result is validated by implementing the control algorithm 

experimentally using dSPACE 1007. 

9.1 System description 

Interest in renewable energy resources like solar energy continues to gain 

popularity [5]. However, higher penetration of these systems will likely necessitate the 

regulation of the active and reactive power produced to maintain high power quality and 

reliable operation of the electrical grid. Many power control strategies for the single-

phase inverter have been proposed over the past few decades [169-172]. In general, the 

control process requires the amplitude and phase angle information of the AC mains 

voltage captured by the phase-looked loop (PLL) [173]. However, the loop dynamics of 

the PLL module, a nonlinear subsystem, may prevent the inverter output current from 

adequately tracking the mains voltage [4]. In addition, some other control subsystems 

are necessary for PLL-based techniques including a properly tuned synchronous 

reference frame (SRF) and proportional-integral (PI) controller, pulse width modulation 

(PWM), and dc-link capacitor voltage control. Tuning and designing these modules to 

get the desired performance, trading off steady-state and transient performance, is 

challenging. Thus a control algorithm that eliminates the need for the PLL and SRF 

results in a system that overcomes the limitations of PLL-based methods. 

The proposed MPC-based method in this paper is straightforward and completely 

eliminates the need for PI controllers and PWM modulation. In this paper, the MPC 

concept is applied for decoupled real and reactive power control of single-phase grid-

tied inverter. Active power and reactive power of the inverter are controlled 
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independently. In addition, the synchronization function is embedded into the power 

control process, thus the PLL is not required. 

  The conventional H-bridge grid-tied inverter configuration is illustrated in 

Figure 119. Without loss of generality the dc bus could be fed by renewable energy 

resources such as photovoltaic or wind systems. There are numerous examples in the 

literature of inverter topologies capable of feed power produced from renewable sources 

to the ac power grid [118, 119, 174-176]. Table 10 provides a list of the output voltage 

Vo as a function of switching states and the function )(tψ  which provides the desired 

polarity of the output voltage. The state of the switches are represented by 0 and 1, 

where state 0 means the switch is OFF, and state 1 means the switch is ON.  
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Figure 119: H-bridge grid-tied inverter configuration. 
 

Table 10. Switching states of the grid-tied inverter. 
 

 S1 S2 S3 S4 ψ  Vo 
State 1 0 0 1 1 0 0 
State 2 1 1 0 0 0 0 
State 3 1 0 0 1 1 Vdc 
State 4 0 1 1 0 -1 -Vdc 

 

The grid-connected inverter is controlled with MPC method. The reactive power 

reference command is typically provided by the grid operator or user. This can be set to 
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zero for unity, negative for leading, and positive for the lagging power factor. The active 

power reference is determined by the user or related with the instantaneous output power 

value feed to the system at the dc-link stage. As an example, for PV system application, 

the active power reference should be the maximum power point determined from 

maximum power point tracking (MPPT) algorithm [92]. 

9.2 Mathematical model of the system 

In the stationary frame, the grid-connected inverter, illustrated in Figure 119, is 

modeled by the following equation, neglecting the effect of inductor resistor: 

   (133) 

where il is the inductor current, Vo and Vg are the inverter output voltage and grid voltage 

respectively, Ls is grid side filter inductance. The inverter output voltage can be 

expressed in terms of a tri-state function and the dc-link voltage: 

 dco VtV ×= )(ψ   (134) 

where )(tψ  is composed from the individual switching functions: 

 )()()()()( 3241 tStStStSt −=ψ   (135) 

By using the Euler forward method, the derivative in (133) can be approximated as 

 
S

lll

T
kiki

dt
tdi )()1()( −+≈   (136) 

where Ts is the sampling period and k is discretized t. From (133)-(136), the discrete-

time model of the inverter, now taking into consideration the series resistance of the 

inductor is given by 
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)())()()(()1( kiRkikVkV
L
Tki gLggo

s

s
g +⋅−−=+   (137) 

In order to control the output reactive power of the single-phase grid-connected 

inverter, orthogonal signal generation (OSG) sub-systems are used to create two 

orthogonal reference signals for each of the grid voltage and grid current. As such, the 

two voltage signals are orthogonal to each other, as are the two current signals, but there 

is no constrained relationship of the current to voltage yet. From these reference signals, 

the grid reactive power values are calculated as 

   (138) 

   (139) 

where Vg-α and Vg-β  are the output signals of the OSG module with Vg input,  Ig-α  and Ig-β  

are the output signals of the OSG module with Ig input. 

9.3 Model predictive decoupled power control 

9.3.1 Controller design 

Control of real and reactive power using MPC is the objective for this paper. The 

instantaneous real and reactive power are defined as 
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where )(tig

−
 is the complex conjugate of )(tig . The reactive power can be predicted using 

the OSG reference signals 
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  (141) 

where α and β are the orthogonal signals and represent the real and imaginary 

components of the associated voltage and current. The value of vg(k+1) can be 

approximated to be vg(k) because the line voltage varies at low frequency compared to 

the switching frequency and thus is approximately constant from switch event to switch 

event.  

The cost function g, which is to be minimized, is formulated from active and 

reactive power terms: 

)1()1(1)1()1(1)1( +−+++−+=+ kQkQ
Q

kPkP
P

kg outref
rated

outref
rated

λ  (142) 

where λ is the weighting factor of reactive power . Weighting factor is the only 

parameter in the cost function of the MPC that needs to be selected. 
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Figure 120: Block diagram of MPC for grid-tied inverter. 
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Figure 121: Structure of MPC controller for grid-tied inverter. 
 

The block diagram of MPC for grid-tied inverter is illustrated in Figure 120. The 

summary of control algorithm is illustrated in Figure 121 and can be described as: 

• Detect grid current and voltage. 

• Use discrete-time model of the system to predict the grid current and voltage of the 

next sampling in horizon of time. 

• Based on predicted grid current and voltage values, calculate the predicted real and 

reactive power for each possible switching state using equation (142). 
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• Determine cost function g for each possible switching state. 

• Determine the switching state that minimize the cost function g, and apply the 

optimal switching state to the inverter. 

9.3.2 Results and discussion 

The proposed controller is modeled in MATLAB-Simulink; the parameters of the 

system are given in the Table 11. The performance of the proposed controller is 

compared to the conventional PLL-based method for three different case studies: ideal 

grid voltage without distortion, distorted grid voltage, and pulsating dc-link voltage. In 

addition, the effect of system model parameter variation on the current THD and power 

ripple is studied.  

Table 11. System parameters. 
 

Parameters Value 
Vdc 400 V 
Ls 11mH 
RL 0.5 ohm 
Vg 300 V 
fg 60 Hz 
TS 15 µs 

 

For the first case study, the simulation results of conventional PLL-based method 

and proposed MPC-based method are presented in Figure 122 and Figure 123 

respectively. In order to study the dynamic performance, at time 0.15 s, the reference 

active and reactive power changed from 0 VAR to 200 VAR and from 800 W to 500 W 

respectively. The results demonstrate, however both controller techniques have almost 

similar dynamic behavior, but the proposed predictive controller has much better steady 

state performance with smaller power ripple and tracking error. 
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(a) Grid-side voltage and current 
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(b) Real power 
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(c) Reactive power 

 
Figure 122: Conventional PLL controller for ideal grid voltage (case study 1). 

 



 

180 

 

0.05 0.1 0.15 0.2 0.25 0.3
-200

0

200

Time (s)

G
ri

d 
V

ol
ta

ge
 (V

)

0.05 0.1 0.15 0.2 0.25 0.3
-20

0

20

G
ri

d 
C

ur
re

nt
 (A

)

)(kig)(kVg

 
(a) Grid-side voltage and current 
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(b) Real power 
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(c) Reactive power 

 
Figure 123: MPC for ideal grid voltage (case study 1). 
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The second case study is to investigate the performance of proposed controller 

and PLL-based controller when the grid side voltage is distorted. The simulation results 

are presented in Figure 124 and Figure 125. The grid voltage is initially ideal without 

any distortion, then at time 0.5 s to 0.6 s, the ideal grid is combined with 4% 3rd, 4% 5th, 

3% 7th and 3% 11th order harmonics. At time 0.6 s the grid resumes to the ideal condition 

without these harmonic components. The simulation result of this case study presents 

that the grid current is highly distorted with PLL technique and the power tracking error 

is high compared to the proposed predictive controller.  
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(a) Grid-side voltage and current 
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Figure 124: Conventional PLL controller for distorted grid voltage (case study 2). 
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Figure 125: MPC for distorted grid voltage (case study 2). 
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The third case study is to determine the proposed MPC performance for the 

pulsating dc-link voltage. The dc-link voltage in this case is not pure constant and has 

some variation as presented in Figure 128. The simulation results of dynamic 

performance and steady state are presented in  

Figure 129. A step change is applied to the reference values of active and 

reactive power at time 0.15 s. The reactive power reference value is changed from 200 

VAR to 400 VAR and real power reference value is changed from 600 W to 0 W. 

However in this case, the steady state error of the control variables is larger than the 

ideal case, but still both the dynamic and steady state performance are comparable to the 

ideal case.  

One of the main drawbacks of MPC is the effect of model parameters error on 

the performance of the system. In this paper, the effect of uncertainty in the filter 

inductance value Ls and its resistance value RL are studied. The effect of inductor 

resistance value on the grid side current THD and power ripple is illustrated in Figure 

130. The RL of 100% means that there is no error in RL value and as a result the THD 

and power ripple had the minimum possible value. Then THD and power ripple for RL of 

50% to 150% of its nominal value (100%) are evaluated and presented in Fig. 13. 
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Figure 128: Case study 3: pulsating dc-link voltage 
 

Fig. 14 presents the inductance parameter uncertainty effect on THD and power 

ripple, similarly the 100% inductance means there is no error or variation in this 

parameter. At this point the power ripple is minimum only, but the THD is not 

minimum. This is due to the fact that higher inductance value will result in smoother 

grid current. The THD and power ripple of 50% to 150% of inductance nominal value 

(100%) are investigated and presented in Fig. 14. The results demonstrate the model 

parameter error may decrease the performance of the proposed MPC technique, but the 

grid side current THD is still within the IEEE-519 standards [120]. 
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(a) Grid-side voltage and current 
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(c) Reactive power 

 
Figure 129: MPC for pulsating dc-link voltage (case study 3). 
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Figure 132: Steady state performance of grid-side voltage, current and the dc-link 
voltage and current for pulsating dc-link voltage. 

 

The simulation results are validated experimentally by real-time implementation 

of the control strategy with DS1007 platform of dSPACE.  Figure 133 demonstrates the 

system performance in steady state condition for pulsating dc-link voltage. Fig. 16 

illustrates the dynamic performance of the proposed MPC decoupled control when 

applying a step change to reference value of active power from 500 W to 0 W and to 

reference value of reactive power from 0 VAR (unity power factor) to -200 VAR. The 

FFT analysis of grid side current is illustrated in Fig. 17. 
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Figure 133: Dynamic performance of grid-side voltage, current and the dc-link 
voltage and current for pulsating dc-link voltage. 

 



 

191 

 

 
 

Figure 134: FFT analysis of grid side current. 
 

9.4 Harmonics constraint minimum energy decoupled power control 

This section presents a predictive controller to minimize the energy loss per 

switching event for decoupled power control of grid-tied inverter. The proposed 
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predictive controller is in a form of cost function subject to minimization with an 

adaptive weight factor. Total harmonic distortions (THD) of grid side current are the 

constraint of the proposed control technique for reducing the pack of energy loss per 

switching event. The goal of proposed dynamic reduction in the switching event by 

MPC is to optimize the controller objectives priority at each sampling period by the 

commanded constaints. The proposed controller demonstrates that the inverter have a 

stable performance under pulsating dc-link voltage, which allows a smaller dc-link 

capacitor connected in the system. The results demonstrate that an engineering tradeoff 

should be done between the current THD and switching frequency to optimize the cost 

function weight factor in steady state.  

9.4.1 Controller design 

The control effectiveness for power converters can be evaluated by the switching 

frequency, the energy losses per switching event, and the voltage and current harmonics 

[177]. The MPC technique has this ability to include all of these control efforts into a 

single cost function subject to minimization. Due to variable switching frequency 

scheme of MPC technique [178], the high switching frequecny may be obtained during 

some sampling periods. This problem is unwanted in application dealing with switching 

losses, therefore in many power convrter applications, it is important to minimize the 

energy loss per switching event to improve the efficiency due to switching losses. 

However the main draw back of reducing the switching event is increase in distortion of 

current. The goal of proposed dynamic reduction in the switching event by MPC is to 

optimize the controller objectives priority at each sampling period by the commanded 
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constaints.  The optimized weight factor of the cost function gives more priority to 

decoupled power control during the transient process due to large absolute error in 

power tracking. In steady state when the absolute error in power tracking is sufficiently 

small enough, the minimization of switching event is taken into account with more 

weight in the cost function. 

In the proposed technique, instead of using a PWM module, each switching state 

change should be predicted in order to obtain a minimum number of switch change 

event. An adaptive cost function subject to minimization is designed to have fast 

dynamic response for active and reactive power tracking and minimizing the pack of 

energy loss per switching event in steady state. 

Using the previously defined formulation (141), the sub-cost function for this 

objective can be formulated as 

|)1()1(||)1()1(|)1( +−+++−+=+′ kQkQkPkPkg outrefoutref  (143) 

As illustrated in Figure 135, the total number of switching events required to 

move from one state to other through possible switching paths is fixed, a look-up table 

(LUT) is constructed to store these information. Thus the number of switching events 

from current sampling time to next sampling time can be directly presented as 

 ),( 1 kkc nnSg −=′′   (144) 

The implementation of predictive control is highly dependent on required 

computation time; it is always desired to reduce the computational time of MPC process 

[178].  A state elimination is considered in this section in order to minimize the 

computational time of control algorithm. There are two possible switching states with 
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zero voltage, S3 and S4. By eliminating one of these states in each half cycle, the 

computation time can be reduced. 

Figure 135: Switching changes between states. 

The final cost function can be presented as 

),(|)1()(|1|)1()(|1)1( 11 kkcoutref
rating

outref
rating

nnSkQkQ
Q

kPkP
P

kg −⋅++−++−=+ λ  (145) 

In the transient process, the main goal of the controller is set to track the 

commanded power with fast dynamic response by using the dynamic behavior of the 

cost function weight factor. When in the steady-state, the power control tracking errors 

are within determined constraints, the energy loss per switching event minimization can 

be considered into account. The summary of this process is illustrated in Figure 136, 

which uses the absolute error in power tracking as a measurement tool as well as the 

contour plots of the system performance versus weight factor which is discussed in the 

next section.  The step by step procedure for adaptive minimization of the cost function 

is as follow: 
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• Detect the present value of Pr, which represents the power ripple limitation value

set by user or system organizer.

• Calculate the instantaneous real and reactive power values and power ripple value.

• Compare the detected power ripple value with its limitation value Pr. If it is higher

than Pr, set weighting factor to 0. Otherwise, set it with value based on trading-off

between the desired performance and analysis of contour plots of xxxx.

0=λ
rPQorP >ΔΔ ||||

rP

λ

Figure 136: Flowchart of dynamic selection of weight factor (λ). 

9.4.2 Results and discussion 

The system in Figure 120 is modeled in Simulink-MATLAB. As a case study, 

the initial commanded real and reactive power is set to be 500 W and 0 VAR 

respectively, the steady state performance is illustrated in  Figure 137 (a), the tracking 
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error is sufficiently small. The dynamic performance of proposed system is evaluated. 

At time 0.15 s, the reference values of real and reactive power changed to 0 W and -200 

VAR. Finally at time 0.3 s, the reference value for real and reactive power changed to 

-200 W and 200 VA. These step changes are selected to evaluate the proposed system 

with the flexible decoupled power control ability and bidirectional power flow 

capability. The dynamic response to these step changes in reference active and reactive 

power is illustrated in Figure 137 (b).  

(a) Steady state performance (real power reference of 500 W and unity power factor) 

(b) Step response of real and reactive power (The command of real and reactive power is 
shown by blue dotted line and the response in read) 

Figure 137: Steady state and dynamic performance of the proposed controller 
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The system performance under distorted grid condition with harmonics is 

evaluated. In this case study, the ideal grid is combined with 4% 3th, 4% 5th, 3% 7th and 

3% 11th order harmonics beginning at time 0.08 s, then at time 0.15 s the grid resumes 

to the ideal condition without these harmonic components. The grid side voltage and 

current as well as active and reactive power of this case study is illustrated in Figure 138. 

The THD of grid side current is 3.89% under the distorted case study by using the 

proposed adaptive predictive direct power control with minimum switching event. The 

tracking error of real and reactive power during this period is higher. This is due to the 

proposed harmonics constrained controller which tries to reduce the grid side current 

harmonics, thus in the multi-objective controller less prioritization is given to real and 

reactive power control. 

 

   Figure 138: Controller performance with distorted grid from 0.08s to 0.15s. 
 

The effect of pulsating dc-link voltage on the system performance is investigated. 

In this case study, the voltage source of the inverter is a single-phase diode rectifier with 
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a dc-link capacitor. Figure 139 demonstrates the simulation results with a 120 µF dc-link 

capacitor. The steady state control performance is comparable with the case study results 

shown in Figure 137 (a) where an ideal input dc source is used as the input source to the 

grid-tied inverter. A step change is applied to the real and reactive power reference at 

time 0.15 s to evaluate the dynamic performance with the pulsating dc-link voltage. 

 

Figure 139: Controller performance with a small dc-link capacitor (120 uf), the 
figure shows two things: first only real power is commanded, then only reactive 

power is commanded, command (reference) is shown in dotted blue and response in 
read line 

 

The final evaluation is the effectiveness of minimizing the energy loss per 

switching state change. Effect of reduction in pack of energy per switching state change 

is illustrated in the contour plots of Figure 140. The results of Figure 140 (a) 

demonstrate that the relation between the weight factor, switching frequency, and 

absolute error in apparent power tracking is not linear, however the relation of the THD 

versus weight factor is more trivial as illustrated in Figure 140 (b). An engineering trade-
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state. These visualizations demonstrate that the proposed approach to minimize the 

energy controller, by optimization of the switching events, results in reduction of 

average switching frequency. The adaptive selection of the weight factor in the 

formulated cost function leads to set of optimal solutions in form of “pareto frontier” 

illustrated in Figure 140. A final solution for the weight factor can be determined by 

trading-off between the THD, switching frequency, and apparent power absolute error. 

This weight factor will be used for the algorithm in Figure 136 when it should be non-

zero. 

 

Figure 140: Effect of switching reduction algorithm on performance of system and 
switching frequecny 

 

Using the set of optimal solutions presented in Figure 140 as reference, two 

design scenarios are selected for purpose of evaluating and comparing the performance 

of the proposed controller with conventional multi-loop PI based controller. Table III 

presents the comparison summary between traditional multi-loop PI based power control 

method, MPC based controller with only decoupled power control and the proposed 

MPC based controller with two different design scenarios by trading-off between THD 
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and switching event using Figure 140 as a tool. The steady-state performance is done in 

the case with power reference values as Pr=500 W; Qr=200 VAR. The dynamic 

performance is done in the case with power reference values Pr steps change from 800 

W to 0 W; Qr steps change from 0 VAR to 200 VAR. As demonstrated, the proposed 

method has smaller overshoot/undershoot value in the dynamic process, with faster 

convergence time compared with traditional PI based method. The proposed MPC 

decoupled power minimum energy controller with harmonics constraint results in 

switching frequency reduction when comparing to other two techniques as presented in 

Table 12, this leads to minimizing switching losses per switching event. 

Table 12. Comparison summary of performance. 
 

 Method 1 Method 2 Method 3, case 1 Method 3, case 2 

Real power ripple (%) 1.5% 0.8% 1.0% 1.1% 

Reactive power ripple (%) 5% 1.5% 1.7% 1.8% 

Switching frequency (Hz) 10K 9790 8690 8230 

Grid Current THD 2.5% 1.6% 1.8% 2.2% 

Convergence time(s) 0.20 0.10 0.09 0.09 

Apparent power overshoot 21.2% 6.5% 7.3% 7.5% 

Note: Method 1- Traditional multi-loop PI based power control method; 
Method 2- MPC based controller with only decoupled power control 

Method 3,case 1-Proposed controller with weight factor as 0.02 
Method 4,case 2-Proposed controller with weight factor as 0.04 

 

The proposed control strategy is verified experimentally by real-time 

implementation using DS1007 platform of dSPACE. Figure 141 (a) demonstrates the 
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system performance in steady state condition for 500 W reference real power and 200 

VAR reference reactive power, and Figure 141 (b) demonstrate the steady state 

performance when the reference reactive power is -200 VAR and reference real power is 

500 W. Figure 142 presents the dynamic performance of proposed system for change in 

the real power reference value from 800 W to 500 W. Simultaneously, the reactive 

power reference value changed from 0 VAR to 200 VAR. These results show the 

proposed decoupled power predictive control ability with fast dynamic performance and 

low absolute error at steady state. 
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(a) Pref=500 W ; Qref=200 VAR 
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(b) Pref=500 W; Qref= -200 VAR 
 

Figure 141: Steady-state performance 
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Figure 142: Dynamic performance (Pref: 800 W change to 500 W; Qref:0 VAR 
changed to 200 VAR) 

 

9.5 Conclusion 

This section presents a decoupled power control by MPC for grid-tied inverter 

and a formulation for harmonic constraints decoupled power control with minimizing the 

pack of energy loss per switching state change. The proposed control has adjustable 

capability to change the priority of the control objectives in real time. In order to reduce 

switching loss in inverter system, an adaptive switching frequency reduction algorithm 

with a flexible weighting factor is proposed. The weighting factor of switching 

frequency reduction part is adjusted based on the power tracking error constraints and 

instantaneous power ripple value. Thus, the functionality of switching event reduction 

can be maximized when the power ripple is within the defined limits. The results 
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demonstrate that the grid-tied inverter system can achieve decoupled power control with 

switching frequency reduction by keeping the grid side current harmonics below the 

standards. 
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10. CONCLUSION AND FUTURE WORK 

This dissertation focused on two main aspects of hybrid distribution system of 

future: multi-criteria design and optimization of the hybrid system, model predictive 

control of power electronics interfaces in the hybrid distribution system. A techno-

economic optimization of the proposed hybrid distribution system is studied and energy 

availability as well as energy variability is investigated.  A system structure is proposed 

by using non-planar photovoltaic systems and geographical distribution of photovoltaic 

arrays in community microgrid to mitigate the energy variability of the system. The 

power electronics interfaces considered for model predictive control are: maximum 

power point tracking, droop predictive control for the dc microgrid, MPC of grid 

interaction inverter, and MPC of a capacitor-less VAR compensator based on a matrix 

convert. The main contributions of this dissertation can be listed as following: 

• Techno-economic multi-objective optimization using Prado Front for hybrid power 

and energy system design, 

• Auto tuning methodology for the weight factors in the model predictive control 

(MPC) cost function, 

• MPC technique for maximum power point tracking (MPPT), 

• Reduce sensitivity (improved robustness) of MPC-MPPT to load disturbances, 

• Hysteresis-based mode predictive droop control in dc microgrid, 

• Grid-tied photovoltaic model predictive maximum power point tracking and 

decoupled power control, 

• Harmonics constrained, minimum switching loss controller for grid-tied inverter, 
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• Capacitor-less VAR compensator by MPC techniques for matrix converter. 

The studies in this dissertation opened new challenges that require further 

investigation as future work. These challenges can be listed as: 

• Modifying the proposed MPPT algorithm for partially shaded PV system 

• Proposing integrated distributed model predictive maximum power point tracking 

• Parallel processing and optimization of the proposed auto tuned weight factor for 

model predictive control 

• Adaptive variation of the duty cycle in the proposed model predictive maximum 

power pint tracking 

• Considering the transition states in the proposed harmonics constraint minimum 

energy controller 

• Design of predictive control for power converters with guaranteed performance: 

considering Lyapunov stability concepts, considering design performance in the 

cost function 
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