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ABSTRACT

Renewable energy sources continue to gain popularity. However, two major
limitations exist that prevent widespread adoption: availability and variability of the
electricity generated and the cost of the equipment. The focus of this dissertation is
Model Predictive Control (MPC) for optimal sized photovoltaic (PV), DC Microgrid,
and multi-sourced hybrid energy systems. The main considered applications are:
maximum power point tracking (MPPT) by MPC, droop predictive control of DC
microgrid, MPC of grid-interaction inverter, MPC of a capacitor-less VAR compensator
based on matrix converter (MC).

This dissertation firstly investigates a multi-objective optimization technique for
a hybrid distribution system. The variability of a high-penetration PV scenario is also
studied when incorporated into the microgrid concept. Emerging (PV) technologies have
enabled the creation of contoured and conformal PV surfaces; the effect of using non-
planar PV modules on variability is also analyzed.

The proposed predictive control to achieve maximum power point for isolated
and grid-tied PV systems speeds up the control loop since it predicts error before the
switching signal is applied to the converter. The low conversion efficiency of PV cells
means we want to ensure always operating at maximum possible power point to make
the system economical. Thus the proposed MPPT technique can capture more energy
compared to the conventional MPPT techniques from same amount of installed solar

panel. Because of the MPPT requirement, the output voltage of the converter may vary.

il



Therefore a droop control is needed to feed multiple arrays of photovoltaic systems to a
DC bus in microgrid community. Development of a droop control technique by means of
predictive control is another application of this dissertation.

Reactive power, denoted as Volt Ampere Reactive (VAR), has several
undesirable consequences on AC power system network such as reduction in power
transfer capability and increase in transmission loss if not controlled appropriately.
Inductive loads which operate with lagging power factor consume VARs, thus load
compensation techniques by capacitor bank employment locally supply VARs needed by
the load. Capacitors are highly unreliable components due to their failure modes and
aging inherent. Approximately 60% of power electronic devices failure such as voltage-
source inverter based static synchronous compensator (STATCOM) is due to the use of
aluminum electrolytic DC capacitors. Therefore, a capacitor-less VAR compensation is
desired. This dissertation also investigates a STATCOM capacitor-less reactive power
compensation that uses only inductors combined with predictive controlled matrix

converter.

il



DEDICATION

To

My father; Jalal and My Mother, Shahin

v



ACKNOWLEDGEMENTS

I would like to thank my committee chair, Dr. Balog, my committee co-chair Dr.
Abu Rub, and my committee members, Dr. Enjeti, Dr. Bhattacharyya, and Dr. Gautam,
for their guidance and support throughout the course of this research.

Thanks also go to my friends and colleagues and the department faculty and staff
for making my time at Texas A&M University a great experience. Finally, thanks to my
mother and father for their encouragement.

This dissertation was made possible by NPRP grant # [4- 077-2-028] (Sections 7,
8, and 9) and NPRP-EP grant # [X-033-2-007] (Sections 3, 4, 5, 6) from the Qatar
National Research Fund (a member of Qatar Foundation). The statements made herein

are solely the responsibility of the authors.



TABLE OF CONTENTS

Page

ABSTRACT ...ttt ettt sttt et b e et e s et et e e st e s bt et e entesseenseenee il
DEDICATION ...ttt ettt ettt et e st e e eaeesseenseeseesseenseeneesseensenneens v
ACKNOWLEDGEMENTS ...ttt ettt st st A%
TABLE OF CONTENTS ....oooioieieetete ettt sttt s sse e e s ensesne e vi
LIST OF FIGURES ...ttt ettt ettt et s saeenneas ix
LIST OF TABLES ... .ottt sttt s Xvii
1. INTRODUCTION ... ..oottiiieieeiesit ettt ettt ettt aessaesseestesseesseesaesseenseensesseensesnsenses 1
1.1 Hybrid electrical distribution SYStEMS..........cccvieruierieeiiienieeieeeieeieeeve e eve v 1
1.2 Control of power electronic interface in hybrid electrical distribution systems ......3
1.2.1 Classical control teChNIQUES ..........ccoveeriieiiieriieiieeie et 5
1.2.2 Predictive control teChNIiqUES ..........ceeviieiiiiriiiiieieeee e 7

1.3 DiSSEItatioN OVEIVIEW ...c..eeiiieriieeiieniieeieeniteetee st et e sete et e sibe e bt e sateebeesseesneesaeeenne 12

2. OPTIMIZATION OF HYBRID ELECTRICAL SYSTEMS ......cccooiieiirieieeieeieneae 15
2.1 DC diStribution SYSTEIM.......cevuieuieriieiieieeiierteetesttete et ettt e b ete e e seeeneeseeeneeas 16
2.2 Problem STAteMENL ........couiiiiieeiieiie ettt ettt ettt ettt b e eeee e 21
22,1 08ttt ettt sttt e be et e b 21
2.2.2 Electrical energy availability...........cccoooiiiieiiiiiiiiiiiiiee e 23

2.3 Multi-0bjective OpPtIMIZAtION......cccuieeiiieeiieeeiieeeieeerieeetee e e eaee e eesaeeesaaee e 24
2.3.1 DeSIZN CONSIIAINLS ......eeeueieiiieiieiieeiteeiieeeeestteeteesteesbeeseesbeeteesateebeesneeenseens 24
2.3.2 NSGA-II optimization for the hybrid system............ccceevveeviiinieniiienieeieenens 25

2.4 DeCiSI0N MAKINE......ccciviieiiieeiiieeeieeeeiee et eesiteeseeesteeessteeessseessaeessaeessseeessseeensnes 29
2.4.1 Decision making without UNCertainty...........ccceeeeveerieneeeniienieeieenieereesee e 30
2.4.2 Decision making with UNCertainty..........cccveeviieerieeeiieeeciee e 32

2.5 Mitigating variability..........cccueriieiiiiiiiieiie ettt ees 34
2.5.1 High penetration photovoltaiC SYSTEMS ........cccueeevreeeiieeeiieeeiieeeieeeereeeeree s 34
2.5.2 Non-flat photovoltaic MOdules...........ccceeriieiiiiriieiieeieeeee e 34
2.5.3 Geographical distribution of photovoltaic arrays.........ccccceeeeeveeecieenciveesveenns 39

2.6 CONCIUSION. ...ttt ettt ettt ettt st sbe ettt esbe et s e e saeebeenees 47



3. PRINCIPLE OF MODEL PREDICTIVE CONTROL ........cccccoiiiniiiiiniiiicnieeeene 49

3.1 Model predictive control techniques for power electronics..........ccecveerveeerveennnee. 49
3.1.1 Background and lterature TeVIEW ..........cccceecueeiiienieeiieeniieeieesiee et esiee e e 49
3.1.2 BASIC PIINCIPIE ..veeueiieiiieiiieiieeie ettt ettt staeesbe e s e enseesaaeesbeessneensaens 50

3.2 Controller dESIZN .....cccviieeiieeciie ettt ree e eb e e sre e e seae e e nanee e 53

3.3 CONCIUSION. ...ttt ettt sttt e b e 57

4. MAXIMUM POWER POINT TRACKING BY MODEL PREDICTIVE
CONTROL FOR HIGH GAIN DC-DC CONVERTER.........ccccceviiiiiiiinienieieeieceee 58

4.1 Principle of predictive model-based controller............cccccvveeiiiieiiieiiieieie e, 60

4.2 Analysis of multilevel boOSt CONVETLET..........cc.eevieriieiiieiieeieeeeeie e 62

4.3 Voltage oriented maximum power point tracking by model predictive control ....68

4.4 Results and diSCUSSION........cevuiriirtieriieieniieie ettt ettt s 71

4.5 EffiCIenCy @N@lYSIS ...cccviiieiiiiiieiiiieecite ettt et eeiae e e ae e et e e e e eaneeenaneeeens 79

4.6 CONCIUSION.....cueiiiiiiieieeie ettt ettt st s et et e s b e beeaeesbeenneas 83

5. MAXIMUM POWER POINT TRACKING OF GRID-TIED PHOTOVOLTAIC
SYSTEMS ..ttt st b et sttt et e bt et esaeebe et 84

5.1 Description of COMPIEte SYSTEIM ......cccviieeiieeiiieeiee et e e 85

5.2 Model predictive control of the SYStem.........ceevuveiieriieiiieriieeeeie e 87
5.2.1 Predictive maximum power point traCking ...........ccceeveeevveeriireecneeesieeeevee e 87
5.2.2 Predictive current CONIOL .........couiiiirieriieiiiierieee e 88

5.3 Results and diSCUSSION.........eiecviieiiieeeiieeeiiee et e eteeeieeeeteeesveeesareeeereeeseseeenaseeenens 92

5.4 CONCIUSION. .....iiiiiiieiieieeee ettt ettt sttt e e e 98

6. MAXIMUM POWER POINT TRACKING USING MODEL PREDICTIVE
CONTROL FOR FLYBACK CONVERTER........ccccoitiiiiiiniiieeieseeieee e 99

6.1 Current oriented maximum power point tracking by model predictive control... 100

6.2 Elimination of load model...........cccoiiiiiiiiiiniiieieeeeee e 107

6.3 Efficiency analysis under dynamic weather condition.............cceceeevcvieerveeeennennn. 119

0.4 CONCIUSION. ......eiiiiiiiiiiiieee ettt ettt st sb et s ees 125

7. DROOP PREDICTIVE CONTROL IN DC MICROGRID SYSTEM...................... 126

7.1 Methods of 10ad Sharing.........cceeviiiiiiiiiiiieecee e 129

7.2 Supply-side: droop predictive CONLIOL........cccvvieeiiieriieeiie e 130

7.3 Load-side: dynamic load interruption ...........cceeeeueeeieeriienieeniienieeiee e esieeeeve e 134
7.3.1 THE P=V CUIVE ..ottt 134

7.4 Results and diSCUSSION.....c..ceuiriiriiiieiieniceeet ettt st 136

7.5 CONCIUSION. ..ottt et ettt et sat e e b et e bt e s abeebeesateenbeesneeens 141

vii



8. CAPACITOR-LESS VAR COMPENSATION BY MODEL PREDICTIVE

CONTROL OF MATRIX CONVERTER ......cccoooiiiiieiieieeceeee e 142
8.1 SyStem dESCTIPLION ....eeeuvieeiieiieriieeieeete et e eaeerteeeteesteeeebeeteesabeeseessseesaessseenseaes 142
8.2 Matrix converter MOdel..........ccoviiiiiiiiiiiiiieece e 146
8.3 Inductive 10ad MOdE]..........cccviieiiiieeiie e 147
8.4 Model predictive control for the matrix CONVEIter.........ccoevveerveecrierieeereeieeenneenn 148
8.5 Current phase reversal PrOPEItY .......cvicccvieeciieeiiie et evee e e e 153
8.6 Results of conventional optimization of the cost function.............ccceeeveerieennnne. 156
8.7 Optimization of cost function by auto tuning of weight factor..................c........ 160
8.8 CONCIUSION. ....eeutiiietieie ettt sttt st sb e et sbe e eaeesaeennea 170

9. HARMONICS CONSTRAINT MINIMUM ENERGY CONTROLLER FOR

GRID-TIED INVERTER BY MEANS OF MODEL PREDICTIVE CONTROL........ 171
0.1 SyStemM dESCIIPLION ...uvviieiiieeiiieeciee ettt et e et e et e e e e e s beeeeareeesaseeesaseeennseeens 172
9.2 Mathematical model of the SYSteM.........cccceevviiiriieiiieiieeie e 174
9.3 Model predictive decoupled power control.............ccecvveeeiiieniieeriee e 175

0.3.1 CoNtroller dESIZN ....cc.vievieeiieiieeiieiie ettt ettt et e e e eaeenseeeenes 175
9.3.2 Results and diSCUSSION........ccevuiieiciiieciieeeiie e et e et et eeeree e sreeesreeesaseeens 178

9.4 Harmonics constraint minimum energy decoupled power control ...................... 191
0.4.1 Controller dESIZN ....cc.eieeiiiiieiie ettt 192
9.4.2 Results and diSCUSSION.......c.eeiirieriiriesiieieeie ettt 195

0.5 CONCIUSION. ....uviieiiiieeiieeeiie et e et e e ete e e s teeetaeeetteesteeesneeessseeessseeessseeessseeensseeans 203
10. CONCLUSION AND FUTURE WORK ......cccoeiiiiiriieiieienieeeeeeee e 205
REFERENCES .......oo ittt ettt sttt et et naeenae s e s e enaeenaenseenne e 207

viii



LIST OF FIGURES

Page

Figure 1: Hybrid distribution system of the future and considered applications in

this dISSEITALION ...c..eiiiiiiiiietie ettt 2
Figure 2: General schematic of different control techniques for power electronics

CONVETLErS ANA ATTVES ....veiiiiieiieiieeite ettt st et 5
Figure 3: Classifications of predictive controllers ...........cccevcvieriiniiinieniieieeieeeee 8
Figure 4: Hysteresis based predictive current control.............ccceeevvieieieencieencie e, 10
Figure 5: Deadbeat based predictive current CONtrol ............occveeevierieriiienieniieieeeieeiens 11
Figure 6: Example of high temporal resolution PV data on a cloudy day ....................... 17
Figure 7: Daily 10ad profile..........ccccooiiiiiiiiiiiiiieieceee et 20
Figure 8: Estimated monthly residential load profiles ..........cccceevevieiciiiniieincieeiee e, 20
Figure 9: MOGA (NSGA-II) optimization algorithm for hybrid system......................... 26
Figure 10: Comprehensive design and optimization procedure of the hybrid system

for smart DC miCrogrid. .......ccoeviiiiiiiiieiieeie ettt 28
Figure 11: Pareto frontier reveals the set of optimal solutions found from the

evaluation of (1)-(15) for the proposed hybrid system. ...........ccccceerveerirennnnnne. 29
Figure 12: Decision model without UnCertainty. .........ccceeeveeerieeeiiieeiieecee e 31
Figure 13: Procedure of optimizing the utility function with uncertainty on solar

insolation, wind speed, and demand data. .............ccceevviiieiiiiniiiiece e 33

Figure 14: Candidate geometries for PV modules: a) traditional flat plat (planar) PV
collection surface b) proposed semi cylinder PV modules............c.ccccveennen. 35

Figure 15: Comparison of flat plate vs. semi-cylinder panels energy harvest. ................ 36

Figure 16: Baseline histogram of power flow for 7 days from Microgrid to main grid
using flat PV modules.........cooviiiiiiiiiiiieieee e 37

Figure 17: Histogram of power flow for 7 days from Microgrid to main grid using
semi-cylinder PV modules with same surface area as flat ...........c..ccccceeenenne. 38

X



Figure 18: Histogram of power flow for 7 days from Microgrid to main grid using
semi-cylinder PV modules with same foot print area as flat..............cccccune.. 38

Figure 19: Distributed photovoltaiC arrays...........cceecverieeiiierieeiieiieeie e eiee e 41

Figure 20: Zoomed-in plot of data of three PV arrays with distance of 100 meters
TMEAT THOOTL. ..envtiutientieeuteetteeuteenaee et e bt e eate e bt e eabe e beesabe e bt e saneeabeesateebeesaeeeaneenareenne 42

Figure 21: Zoomed-in plot of data of three PV arrays near noon. The 100 meter
separation reduces the variability compared to if they were located side-by-
SIAC. ettt et et ettt e et e et e et e et enee 42

Figure 22: Relative variability vs distance between the arrays for N=3 and N=5........... 43

Figure 23: Relative variability vs distance between the arrays for N=5 and different
cloud transient SPEEA........ccueeuieriiiriieiieeiierie ettt et 44

Figure 24: Relative variability vs number of photovoltaic arrays with constant

diStanCe DETWEET AITAYS. .....eeeuvieniieeiieeiieeieeiieeteesiee et eseeeebeeseaeesseesnreesaesnseenne 46
Figure 25: Daily output power of five co-located vs centralized PV arrays. ................... 46
Figure 26: Model Predictive Control (MPC). .......cccooiiiiiiiiiiieeiieieeeee e 52
Figure 27: Voltage vectors of a three-phase two-level converter. ..........c.ccceevevveenveeennnen. 54
Figure 28: MPC general schematic for power electronics converters.........c..cccceevverueenen. 56
Figure 29: Multilevel DC-DC boost converter topology for PV application................... 59

Figure 30: Predictive model-based controller block diagram for maximum power
POINE TTACKING. ..eeeitiieiie ettt et etre e et e e ae e e sareeenneas 61

Figure 31: Multilevel Boost Converter: a) switch is ON b) switch is OFF c) switch is

Figure 32: Effect of Equivalent Series Resistance (ESR) of capacitor, inductor, and
switch turn on resistance (from top to bottom) on efficiency versus output

POWET ..ttt eeitte et te et ee ettt e ettt e sttt e s bt e e sabee e abee e et eesnabeeensteesabaeesabeeesaseeennseesnseas 67
Figure 33: Maximum power point tracking by MPC .............cccooviiiiiiiiiiieeeeceee e, 69
Figure 34: I-V and P-V characteristics of the array. ........c.cccoeoeeeiieiiiniiiniecieeeeeeee 72

Figure 35: PV current Simulation results comparison of the MPC versus INC
method under irradiance level change. ...........ccccooiiiiiiiiiniii 73

X



Figure 36: PV voltage simulation results comparison of the MPC versus INC
method under irradiance level change. ...........ccccoveeviiiiiiiiiicie e, 74

Figure 37: (From top to bottom) PV power by INC-MPPT, PV power, output
voltage of the converter, irradiance level, and duty cycle of the converter

SWItCh bY MPC-MPPT....cc.oiiiiiiiiiiee s 75
Figure 38: Experimental SEtupP.......c..ccccuiiiiiiieiiiiieciie ettt 76
Figure 39: PV current, voltage, and power of MPC-MPPT.........c..cccoviiiiniinininiens 77
Figure 40: Zoomed in plot of PV current, voltage, and power by proposed MPC-

MPPT when the step change in irradiance level at time 1.5 s occur. ............... 77
Figure 41: Output to input voltage ratio using MPC-MPPT.............ccovrviiiiniiiiieeee. 77
Figure 42: PV current, voltage, and power of INC-MPPT. .........ccccociiniiiiniininiincens 78
Figure 43: Zoomed in plot of PV current, voltage, and power by proposed INC-

MPPT when the step change in irradiance level at time 1.5 s occur. ............... 78
Figure 44: Output to input voltage ratio using INC-MPPT. ........ccccoooviiviiiiniiieieeeen. 78

Figure 45: MPC-MPPT control effectiveness, converter efficiency, solar array
simulator power, and converter output power for solar irradiance of 100
W/m2 t0 1000 W/M2. ..c.oiiiiiiiiiiiieieeeeeee et s 80

Figure 46: INC-MPPT control effectiveness, converter efficiency, solar array
simulator power, and converter output power for solar irradiance of 100

W/m2 t0 1000 W/M2. ..cooiiiiiiiiinieeeeee et 80
Figure 47: Comparison of INC and MPC control effectiveness and converter

efficiency for solar irradiance levels of 100 W/m2 to 1000 W/m2. ................. 81
Figure 48: Solar array simulator (SAS) voltage and current ripples for solar

irradiance of 100 W/m2 to 1000 W/m2. .......cccoceeviriiniininiinieieneeeeeeeene 82
Figure 49: Output voltage and current ripples for solar irradiance of 100 W/m2 to

LO0O0 W2, ittt 82
Figure 50: General schematic of the system and proposed model predictive control

for grid connected PV SYSteM........cceeviieiiiieiieiiecieeieeeee et 86
Figure 51: Prediction of PV array side current observation. .........c..cceeceeeveenieenieenieennen. 88
Figure 52: MPC maximum power point tracking procedure. ...........cceceeriercrrerieeeneennens 89

xi



Figure 53: Prediction of grid side current 0bServation. ..........ceeeevveveenieeieneenienieneenens 90

Figure 54: Model predictive control of the multilevel inverter............ccccoccveevcveenieeennnen. 91
Figure 55: I-V and P-V characteristics of the PV array. .......c..ccocoviiiiniiiinininices 93
Figure 56: Simulation results Of MPPT..........cccviiiiiiie e 94
Figure 57: Simulation result of @rid side..........ceeviieiiieriiiiieiieciiee e 96
Figure 58: Experimental validation of the control algorithm by real-time

IMPLEMENTATION ...ttt ettt s e et e ebeesaeseae e 97
Figure 59: Spectrum analysis of grid side current (772) ......cccceeeveeerveeeiieeniieenieeeevee e 98
Figure 60: Flyback converter with snubber Circuit. ..........cccoeeieriiiinieniieiecieeeee 101
Figure 61: MPC procedure to determine reference current using P&O......................... 102
Figure 62: MPC-MPPT Procedure. ............cocieriieiiieniieiieeieeieeeee et 103
Figure 63: Comparison of proposed MPC-MPPT to conventional P&O-MPPT........... 105
Figure 64: PV current, voltage, and power of MPC-MPPT..........ccccccoviininiinincnnne. 106
Figure 65: PV current, voltage, and power response to step change in the irradiance

from 500 W/m? to 750 W/m® when using MPC-MPPT method. ................... 106
Figure 66: MPC-MPPT Procedure. ..........cocvieiiieeiiieeiieeeiee et eiee e veeeeneeesevee e 107
Figure 67: General schematic of the system and proposed model predictive control

fOr flyback CONVETTET.......eieiiieeciie e e e 108
Figure 68: Flyback converter when the switch is ON (S). ....cccceeviiiiiiiniiiiiieiieeiee 109
Figure 69: Flyback converter when the switch is OFF (1-S). ....ccccovviviiieniiiiieeieeee, 109
Figure 70: Prediction of PV array side current and voltage observation. ...................... 111

Figure 71: MPC-MPPT procedure to determine reference voltage, and

determination of switching state using cost function minimization. .............. 113
Figure 72: Solar Irradiance Applied Steps. .....cccveeeiieeiiieeiiieeiee e 114
Figure 73: PV Voltage using MPC-MPPT..........cccoiiiiiiiiiieieeeeece e 114
Figure 74: PV Current using MPC-MPPT. ......ccccooiiiiiieeeeeeeee e 115

Xii



Figure 75: PV Power using MPC-MPPT. .......cccccooiiiiiiiiiiiceceeeee e 115

Figure 76: PV Power step response to irradiance change. ..........ccccceeeeveercieeencieeeeneeenne 115
Figure 77: PV Power ripple at STC. .....oooiiiiiiiieeiieeeeee et 116
Figure 78: PV voltage and current Step reSPONSE. ....eeeeuvreerreeeririeriieeeireeereeeeveeeeereeenens 117
Figure 79: PV voltage and current ripple at 750 W/M...........oovveeveeeeeeeeeeeeeeereeea. 117
Figure 80: The effect of varying transformer leakage inductance value........................ 118
Figure 81: The effect of varying transformer leakage resistor value. .........cccccoceevuenee. 118

Figure 82: A comparison on varying load resistance between MPC with R

dependence and MPC without R dependence. ..........cccooceeeiienienciieniienieenn, 119
Figure 83: Test sequence principle, medium to high solar irradiance level (black

solid line) and low to medium solar irradiance level (blue dashed line). ....... 121
Figure 84: The two components of the EN 50530 standard test. ..........cccccvvevvveennnenee. 122
Figure 85: Duty cycle of the flyback converter under dynamic test. .............ccecueennennne. 122
Figure 86: PV power under dynamic teSt. .......ccueeeriieeiiieeiiieeiieciiee e eevee e 123
Figure 87: PV voltage under dynamic teSt. .........cccueevieriieniieriienieeiieeie e 123
Figure 88: PV current under dynamic test. .........ccovuieeiiieiiiieeiiiecieece e 123
Figure 89: Control effectiveness of the proposed MPC-MPPT under EN 50530

standard test for 183 MINULES.. ......coueriiieiiieiieiiiee e 124
Figure 90: Control effectiveness of the proposed MPC-MPPT. .........ccccooiiriiiniiennnnne. 124
Figure 91: Multiple-sourced DC distribution system with central storage. ................... 127
Figure 92: Droop MPC control of the DC/DC CONVEITETS. ....c..evveruerieriienieeienieenieeneenn 131

Figure 93: Illustration of supply current-sharing using droop-control. The droop
characteristic of the output convertor regulates the current supplied into
the bus. If all supplies are identical, with the same supply capability, then
current is evenly shared. Adjusting the droop characteristic can allows
current to be shared automatically in arbitrary proportion, as in the case of
unequal supply capabilities. .........cceeviiiiiiiiieiiieie e 133

Xiii



Figure 94: P-V curve showing operating points as the system impedance increases
and loads are INtEITUPLEd.........cccveeeeeieeeie e 135

Figure 95: Ideal bus voltage and load power as system impedance increases and
loads are interrupted to prevent voltage collapse. ........cccceevveeeciveenciieencieeennnen. 136

Figure 96: Response of DC bus voltage to step changes in the power drained by
LOA. .ttt 137

Figure 97: Response of DC bus voltage and output power to imbalanced input PV
SOUTCES. .veeutteenutteenutteeriteeeautee ettt eebtee ettt e e baee e bt e esabeeesabeeesabeeeeabeeesabeeeanteeennees 138

Figure 98: Response validation of DC bus voltage to step changes in the power

drained by 10ad. ......c.ooeeiiiiiiiece e e 139
Figure 99: Response validation of DC bus voltage and output power to imbalanced

INPUL PV SOUICES. ..eviieeiiieeciie ettt et e e e e e e 139
Figure 100: Response of DC bus voltage and output power to the input PV sources

OF FIGUIC 03t et e e e e eabeeeaneas 140
Figure 101: Proposed capacitor-less VAR compensator employing a matrix

converter for the lagging load. ...........ccooveeiiiieiiieccieeeee e, 145
Figure 102: VAR compensator predictive control block diagram. .........ccc.cccevvenennnne. 149
Figure 103: Procedure for weight factor (L) selection. .........ccceeeeuveeecieenciieenciieeeieeenee, 151
Figure 104: Model predictive control algorithm of the matrix converter. ..................... 152
Figure 105: Prediction ODSETVALION. .....c..eeeviieiiieeeiieeeiee et e 153
Figure 106: SIMulation reSUlLS. .........cccuieiiiiiiiiiiieiieeeee e 157
Figure 107: Experimental result of the system in Fig. 1, phase 1 of utility voltage

and load current. The inductive load current lags the voltage........................ 158
Figure 108: Experimental result of output voltages of matrix converter. ...................... 159

Figure 109: Experimental result showing the utility voltage and current. The utility
current is in-phase with the voltage due to the VAR compensation of
MPC-MALLIX CONVETLET. ....eeuveiiiiieiieeiieeiie et esite et eeite et e saeeebeesiaeebeesaeeebeasaees 159

Figure 110: (a) Spectrum analysis of phase 1 of utility side current (i;), (b) Spectrum
analysis of phase 1 of matrix converter output current (ip;) ....oceeeveerveereeenenne 160

X1v



Figure 111: Model predictive control algorithm of the matrix converter for VAR
compensation with dynamic weight factor selection..........c.ccecveeecvveeeveeenneen. 164

Figure 112: Simulation results of the conventional fixed weight factor for MPC
cost function for VAR compensation by matrix converter..............ccccveennee. 165

Figure 113: Simulation results of the proposed auto tuning approach of weight
factor for MPC cost function for VAR compensation by matrix converter. .. 166

Figure 114: Phase 1 of grid side voltage and current and output voltage of matrix
converter with fixed cost function weight factor under inductance
VATTALIONL. .evtiiiieieeite ettt ettt ettt sb et e e sbt et et esbeenbe et e sbeenbeas 167

Figure 115: Phase 1 of grid side voltage and current and output current of matrix
converter with auto-tuned cost function weight factor under inductance
VATTATIONL. ..ttt ettt ettt ettt ettt et e b e et e bt eeab e e bt e sabe e bt e sabeenbeesabeenbeaeaees 168

Figure 116: Phase 1 of grid side voltage, load current, and output voltage of matrix
converter with auto-tuned cost function weight factor under inductance
VATTALIOML. .entiiiteieete ettt ettt sttt et sb et e st sbt et et e sbe e beestesbeenbeas 168

Figure 117: Spectrum analysis of phase 1 of utility side current (i;), before change
in inductance at time 60 MS. .........ccceeiieeiiieniieiie et eve e re e 169

Figure 118: Spectrum analysis of phase 1 of utility side current (i;), after change

in inductance at time 60 MS. ..........oveeriirieriiniiieceee et 169
Figure 119: H-bridge grid-tied inverter configuration. ............ccceeeveeeciieenceeeeeciee e, 173
Figure 120: Block diagram of MPC for grid-tied inverter. ..........ccocoeveveeneeiieneenennnne 176
Figure 121: Structure of MPC controller for grid-tied inverter. ..........cccccocuveeeveeenneenns 177
Figure 122: Conventional PLL controller for ideal grid voltage (case study 1). ........... 179
Figure 123: MPC for ideal grid voltage (case study 1)......cccccocvrieiieeiciieniieeeiieeeiee e 180

Figure 124: Conventional PLL controller for distorted grid voltage (case study 2)......182
Figure 125: MPC for distorted grid voltage (case study 2)......ccccecveereieerireeencieeenieeenne 183

Figure 126: Spectral analysis of grid side current for distorted grid-side voltage
(CASE STUAY 2) 1.uviiiiieiieeiie ettt ettt ettt ettt e et e s b e e beessbeeseesebeenbeessneennaens 184

Figure 127: Spectral analysis of grid side current at low frequency for distorted
grid-side voltage (case StUAY 2). ....cccieeiieiieiiieiieeie et 184

XV



Figure 128: Case study 3: pulsating dc-link voltage ...........ccoccieviiiiieniiinieiieiee, 186

Figure 129: MPC for pulsating dc-link voltage (case study 3). ....cccceeeveevcreeeecieeenieeenne, 187
Figure 130: Error effect of inductor resistance (Ry) value on the THD and power

19100 PSSR 188
Figure 131: Error effect of inductance value on the THD and power ripple. ................ 188

Figure 132: Steady state performance of grid-side voltage, current and the dc-link
voltage and current for pulsating dc-link voltage. .........coceeveeiiinieniniiencnnens 189

Figure 133: Dynamic performance of grid-side voltage, current and the dc-link

voltage and current for pulsating dc-link voltage. .........ccoceeveeiiinieninienennnens 190
Figure 134: FFT analysis of grid side Current. ..........ccccveeeieeeeiieeciieeie e 191
Figure 135: Switching changes between States. ...........eccvevieeriieriieriienieeee e 194
Figure 136: Flowchart of dynamic selection of weight factor (A)........cccoeevvevcveeennennne. 195
Figure 137: Steady state and dynamic performance of the proposed controller............ 196
Figure 138: Controller performance with distorted grid from 0.08s to 0.15s. ............... 197

Figure 139: Controller performance with a small dc-link capacitor (120 uf), the
figure shows two things: first only real power is commanded, then only
reactive power is commanded, command (reference) is shown in dotted
blue and response in read [INe..........ccceeeeiiieiiiieniie e 198

Figure 140: Effect of switching reduction algorithm on performance of system and
SWILChING fT@QUECTIY ...eeiiiieeiie ettt e e e 199

Figure 141: Steady-state performance............cocevveriirienienieiienieeeeseee e 202

Figure 142: Dynamic performance (Pref: 800 W change to 500 W; Qref:0 VAR
changed t0 200 VAR) ....oooiiiiiieieceee ettt 203

Xvi



LIST OF TABLES

Page

Table 1. Summary of apartment compleX eNergy USAZE ........ceeruveerueerveerieenreeieenreeenens 19
Table 2. Numerical value of hybrid system parameters............ccccceeevveeeiieeriieenireeeeieene 24
Table 3. Constraints numerical data...........ccoceviiriiiiiniiiiiieeeee e 25
Table 4. Optimized hybrid system design variables for two scenarios without

UNCETEAINLY .oeuvveeiiieeiiietteeiteeiteete et e s teesteestteesbeesabeenbeessteenseessseenseessseenseenssesnsaens 32
Table 5. Optimized hybrid system design variables for two scenarios with

UNCETEAINLY .oeuvveeiiieeiiieieeeteeiteeteeteeeeeesteestteesbeessbeenseessteenseessseenseessseenseessseensaens 33
Table 6. INC-MPPT versus MPC-MPPT comparison of step change dynamic

performance (750 W/m2 to 1000 W/m2) and steady state perfomance

(1000 W/M2) ...ttt ettt e e e saeenseeneeeas 83
Table 7: Summary of output voltage levels as function of switching states. ................... 87
Table 8. Current sharing under droop-control as the number of source converters

QECTEASES. ..euvteutieiieitete ettt ettt et et b ettt sae et et e sae et 133
Table 9. Parameters for the system in Figure 101.........ccccooeeiiiiiiiiieiiieeeeee e, 156
Table 10. Switching states of the grid-tied InVerter. ...........ccoceveeveriinienenienceee, 173
Table 11. SyStem ParameEters. .......ccceeevueeeiiieeiiieeeiieeeieeeeteeeseeeeaeeeteeeereeeereeeesaeeenaseas 178
Table 12. Comparison summary of performance.............oocceecveerveriienieniieenieeieeee e 200

xvii



1. INTRODUCTION

1.1 Hybrid electrical distribution systems

With the depletion of fossil fuels and skyrocketing levels of CO, in the
atmosphere, renewable energy sources continue to gain popularity as a long-term
sustainable energy source. However, two major limitations exist that prevent widespread
adoption: availability and variability of the electricity generated and the cost of the
equipment. Figure 1 illustrates the future of hybrid distribution system which
demonstrates the integration of renewable energy sources into DC microgrid and current
AC distribution system.

DC electrical systems are gaining popularity due in part to high efficiency, high
reliability and ease of interconnection of the renewable sources compared to alternating
current (AC) systems [1, 2]. DC microgrids have been proposed to improve point-of-
load energy availability and to integrate disparate renewable energy sources with energy
storage [3]. Various renewable energy sources such as photovoltaic (PV) systems have
natural DC couplings; therefore it is more efficient to connect these sources directly to
DC microgrid by using DC/DC converters.

A DC microgrid system with distributed PV and wind generation and employing
centralized battery storage, illustrated in Figure 1, is an attractive technology solution for
communities to "go-green” while simultaneously ensures reliable electricity. DC
distributed generation (DG), grid-tied PV-wind systems with centralized battery back-
up, illustrated in Figure 1, have been proposed for community-scale microgrids such as

the Pecan Street project in Austin Texas [4] and other communities [5]. The US
1



Department of Defense is pursuing similar concepts to improve energy surety and
increase renewable energy penetration for military installation. It turns out that in
addition to improving reliable energy to the loads in the microgrid, this concept also
mitigates the variability of the microgrid as seen by the utility, existing AC distribution
system, at the point of common coupling (PCC). An example of the power electronic
interface between the DC microgrid and current AC distribution system bus is the solid
state transformer [6, 7] being developed by the FREEDM Center at NC State, Figure 1.
The control and management of the islanded PV-wind and storage systems have been

proposed in [8-11].
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Figure 1: Hybrid distribution system of the future and considered applications in
this dissertation



The focus of this dissertation is Model Predictive Control (MPC) for optimal
sized photovoltaic (PV), DC Microgrid, and multi-sourced hybrid energy systems. The
main considered applications are:

1. Maximum Power Point Tracking (MPPT) by MPC

2. Droop predictive control of DC Microgrid

3. MPC of grid-interaction inverter

4. MPC of a capacitor-less VAR compensator based on a matrix converter (MC)

The considered applications have direct impact on efficiency and performance of
renewable energy systems. This dissertation firstly investigates an optimization
technique base on a Multi-Objective Genetic Algorithm for the hybrid distribution
system illustrated in Figure 1. The proposed methodology employs a techno-economic
approach to determine the system design optimized by considering multiple criteria
including size, cost, and energy availability. The variability of a high-penetration PV
scenario also studied when incorporated into the microgrid concept. Emerging (PV)
technologies have enabled the creation of contoured and conformal PV surfaces, the
effect of using non-planar PV modules on variability also analyzed.

1.2 Control of power electronic interface in hybrid electrical distribution systems

The use of power electronics converters are increasing for wide range of
applications such the applications illustrated in hybrid electrical distribution system in
Figure 1. Literature investigated numerous control techniques for power converters and
drives; Figure 2 demonstrates several control schemes that have been investigated in

literature for power electronics converters. Among these, non-linear controllers based on



hysteresis and linear controller, using pulse width modulation, techniques are mostly
used and developed in literature [12-14]. These techniques go back to the investigation
of controllers by analog hardware. Digital control platforms such as DSPs and dSpaces
are widely accepted by the industry standards for digital implementations of controllers.
Digital control platforms based on floating point processor are commonly accepted by
academic world; however platforms based on fixed-point processor because of low cost
and adequate computation power are accepted by industry world [14, 15].

These classical controllers are commonly associated with dynamic performance
and stability of the system needs. By increasing the industry demand for technical
specifications, constraints, regulations, and codes trend has driven the investigation of
more advanced control techniques. The design of power electronic interfaces for the
hybrid distribution system in Figure 1 can be define as an optimization problem where
multiple objectives must be achieved simultaneously while considering specific
constraints.

In last couple of decade, development of powerful microprocessor made possible
implementation of more complex control techniques for power electronics converters
and drives. Some of these new control techniques are sliding mode, predictive, and
artificial intelligence as illustrated in Figure 2. Slide mode controllers such as current
and voltage mode controller are considering the switching nature of the converter, they
demonstrate robust controllers. Artificial intelligence controllers such as fuzzy logic are
appropriate for applications with unknown system parameters. Predictive control

techniques are easy to understand, they can be applied to wide range of applications.
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One of the main advantages of predictive control is that several constraints and
nonlinearities can be easily included and implemented. The main drawback of predictive
controller is requirement for high number of calculation which necessitates using fast

microprocessors for implementation of this group of controllers.
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Figure 2: General schematic of different control techniques for power electronics
converters and drives
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1.2.1 Classical control techniques

Linear controllers using pulse width modulation (PWM) as well as hysteresis
controllers are the most common traditional control techniques for power converters
[16].  Hysteresis control techniques are commonly implemented using analog

electronics, the switching states is determined by comparing the measured control



variable to its commanded value while considering a given hysteresis width for the error.
The nature of this type of controller demonstrates that they have variable switching
frequency characteristics. This characteristic may cause undesired resonance issues in
some applications, thus bulky filters are required in some applications. Hysteresis
control techniques can be applied for several applications as an example current control,
direct power control (DPC) [17], and direct torque control (DTC) [18] as illustrated in
Figure 2 [15]. In order to implement hysteresis current control by digital platform, very
small sampling time is required.

Proportional Integral (PI) controller with a modulation stage is one of the most
common linear controller techniques for the power converters, Figure 2. A common
linear controller for grid-tied converters is voltage oriented control (VOC) for the current
[19]. Field oriented control (FOC) is one of the well-known linear controller technique
for drives [18, 20]. Linear controllers for power electronics converters commonly
required some coordinate transformations. In order to implement linear controller by
digital control platforms, sampled data process is required which is an approximation of
the continuous-time behavior of the system control variables. All these require further
design steps and consideration in linear controller in order to achieve an appropriate
controller.

These design steps and considerations are sometimes challenging for some power
converters applications such as matrix converters. In addition, if constraints are desired
to be included in the control algorithm, it is not straight forward to include directly

constraints into linear controller design. The constraints such as switching frequency,



total harmonic distortion, maximum switching happening, and etc are commonly desired
in control of power converters. Thus by taken into consideration the increase in demand
of high performance and efficiency controller for power converter, the investigation of
new control techniques should be consider that are simple to implement and have high
performance for wide range of applications.

1.2.2 Predictive control techniques

Literature has investigated predictive control applications in power electronics as
early as the 1980’s for high-power systems with low switching frequency [21]. The use
of higher switching frequencies was not possible at that time due to the large calculation
time required for the control algorithm. During last couple of decades by improvement
of high speed and powerful microprocessors, interests in predictive control in power
electronics considerably increased [22-25].

Power electronics converters are nonlinear system with finite number of
switching devices. Characteristics of power converters and drives such as nonlinear
behavior, finite number of switching states, and constraints lead to the application of
model predictive controls. In addition, predictive control techniques are coincident by
the characteristics of present day control platforms such as discrete-time implementation
and model knowledge based.

Predictive controllers can be divided into four main methods, these classification
of predictive controllers are illustrated in Figure 3. The main difference between these
methods of control is that the model predictive control and deadbeat control with

continuous control set are working with a modulator, thus they have fixed switching



frequency. However the hysteresis based and trajectory based predictive controller
generating the switching signals directly and therefore they have variable switching
frequency. The main focus of this dissertation is model predictive control as highlighted
in Figure 3. The main characteristics of all of the predictive controllers are to use the
system (power converter) model to predict the future behavior of the controlled
variables. This information is utilized by the controller algorithm to determine the

optimal actuation by predefined optimization criteria.
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o Online optimization
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e Modulator needed
o Constraints can be included
o Fixed switching frequency

Figure 3: Classifications of predictive controllers

Predictive controllers eliminate the need of cascaded structure which is common
in linear control techniques, thus very fast transient response can be achieved. This
characteristic is observed and verified through the applications considered in this
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dissertation. Nonlinearities can be included in the system thus linearizing the model can
be eliminated. All of these advantages can be simply implemented in predictive
controllers such as model predictive controls.

In hysteresis based predictive controller, the optimal actuation is determined by
keeping the desired control variable within certain boundaries known as hysteresis area
or space [26, 27]. This principle is also known as bang-bang controller in literature,
however commonly they are not called predictive controller, but they have
characteristics of predictive controller. The predictive current controller by hysteresis
principle proposed in [27] is an improved form of conventional bang-bang controller. As
an example for hysteresis based predictive current control the optimal switching state is
determined by suitable error boundaries as illustrated in Figure 4. This figure

demonstrates a circular form boundary, where its location is determined by the reference
current ;  as shown in Figure 4 by dotted line. The next switching state is determined

by optimization once the predicted current vector, i , hits the boundary line [28].
Trajectory based predictive control the control variables are subject to follow a
predefined trajectory [29]. This method force system control variables to pre-calculated
trajectories. Several control strategies according to this method is proposed within
literature such as direct self-control (DSC) [30], direct mean torque control (DMTC)
[31], and direct speed control (DSPC) [29]. DSPC algorithm is a good example that
shows the main principle of trajectory based predictive control, where the optimal
switching state is determined by the pre-known of the drive system. A brief explanation

of DSPC is presented in [28].
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Figure 4: Hysteresis based predictive current control

The optimal actuation in deadbeat predictive control is the one that make the
error merge to zero in the next sampling in horizon of time. Then the value of the control
variable that makes the error zero is applied using a modulator. This predictive control
strategy is widely applied for applications such as current control in inverters [32], active
filters [33], rectifiers [33], uninterruptible power supplies [34], dc-dc converters [35],
and etc. The general principle of operation of deadbeat predictive current control is
illustrated in Figure 5. The existence present error between the current, i, and its
reference, i , is used for calculation of reference voltage v'; this voltage is applied to the
load at next sampling time £+1. In ideal case of operation, the error between the current

and its reference should be zero at time k+1.
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Figure 5: Deadbeat based predictive current control

The model predictive control (MPC) which is the main focus of this dissertation
has more flexible criterion, where a cost function is defined subject to minimization. The
optimal actuation is the one that minimized the predefined cost function. This class of
predictive controller is also known as receding horizon control which is the one of the
advanced control techniques compared to the others that usually understood as more
advanced than PID controller. MPC has been highly considered successfully for wide
range of application in last couple of decades [14, 15, 36-40]. MPC can simply take into
consideration constrained nonlinear systems with multiple inputs and outputs. The detail

formulation and analysis of MPC will be presented in Section 3 of this dissertation.
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1.3 Dissertation overview

This dissertation deals with the multi-criteria design and control of hybrid
electrical distribution systems. The thesis can be divided into two main aspects: (1)
Techno-Economic multi-objective optimization of hybrid power and energy system; (2)
Model predictive control techniques for hybrid electrical distribution systems. In order to
conduct the stated research goals, the remainder of this dissertation is organized as
follows.

In section 2, a techno-economic multi-objective optimization tool is developed
using Prato Front for hybrid power and energy system design. A decision making
procedure is proposed to determine a single solution based on user preferences.
Variability of high penetration PV scenario is analyzed using flat and non-flat PV
modules. The effect of geographical distribution of PV arrays on variability of high-
penetration PV scenario in community microgrid is analyzed.

In section 3, the model predictive control state of art for power electronics
application is presented. A comprehensive framework and strategy is presented in this
section that is used as the basis for designing of MPC in this disseretation.

In section 4, a high effective and rapid Maximum Power Point Tracking of PV
systems by means of model predictive control techniques is presented for multilevel
boost converter topology. The high control effectiveness in steady state with small
oscillation around maximum power point and fast dynamic response to change in solar
irradiance are the main outcomes of this section. The proposed technique is compared to

conventional Incremental Conductance technique.
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In section 5, a high efficient maximum power point tracking using model
predictive control for grid-tied PV application is presented. A two-step model predictive
control is developed for multilevel DC-DC boost converter cascaded with multilevel
DC-AC converter to feed the PV power to grid. The performance of the proposed
method compared to conventional Incremental Conductance.

In section 6, a current oriented model predictive based maximum power point
tracking is proposed for flyback converter. The load model is eliminated in this section
to reduce the sensitivity of MPC to load disturbances. The dynamic EN-50530 standard
test is used to analyze the performance of the proposed method under rapidly changing
weather condition.

In section 7, a droop predictive control is presented for multiple PV arrays
connected to a single DC distribution bus in community microgrid. The maximum power
extracted from PV arrays using the method presented in section 6, and then they are
connected in parallel to a DC bus. Back-to-back DC-DC converters control both the
input current from the PV module, known as maximum power point tracking, and the
droop characteristics of the output current injected into the distribution bus.

In section 8, a reactive power compensation technique is presented using model
predictive control of a direct matrix converter. The objective of this section is to develop
a capacitor less reactive power compensator by using only inductors and matrix
converter controlled by MPC. A novel online optimization of cost function by auto-

tuning of weight factor in the cost function of MPC is presented in this section.
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In section 9, a decoupled direct real and reactive power predictive control for
grid-tied single phase inverter is presented. The proposed decouple direct power
predictive control is further developed in this section by modifying the MPC cost
function to minimize the switching losses by minimizing the switching events with

harmonics constraints.
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2. OPTIMIZATION OF HYBRID ELECTRICAL SYSTEMS®

Renewable energy sources continues to gain popularity. However, two major
limitations exist that prevent widespread adoption: availability of the electricity
generated and the cost of the equipment. Distributed generation, (DG) grid-tied
photovoltaic-wind hybrid systems with centralized battery back-up, can help mitigate the
variability of the renewable energy resource. The downside, however, is the cost of the
equipment needed to create such a system. Thus, optimization of generation and storage
in light of capital cost and variability mitigation is imperative to the financial feasibility
of DC microgrid systems.

PV and wind generation are both time dependent and variable but are highly
correlated, which make them ideal for a dual-sourced hybrid system. This section
presents an optimization technique base on a Multi-Objective Genetic Algorithm
(MOGA) which uses high temporal resolution insolation data taken at 10 seconds data
rate instead of more commonly used hourly data rate. The proposed methodology
employs a techno-economic approach to determine the system design optimized by
considering multiple criteria including size, cost, and availability. The result is the

baseline system cost necessary to meet the load requirements and which can also be used

*Part of this section is reprinted with permission from M. B. Shadmand and R. S. Balog, “Multi-
Objective Optimization of Photovoltaic-Wind hybrid System for Community Smart DC
Microgrid,” IEEE Transactions on Smart Grid, September, 2014, © 2014 IEEE and M. B.
Shadmand, R. S. Balog, and M. D. Johnson, “Predicting Variability of High-Penetration
Photovoltaic Systems in a Community Microgrid by Analyzing High-Temporal Rate Data,”
IEEE Transactions on Sustainable Energy, October, 2014, © 2014 IEEE and M. B. Shadmand
and R. S. Balog, “Mitigating Variability of High Penetration Photovoltaic Systems in a
Community Smart Microgrid using Non-flat Photovoltaic Modules,” Energy Conversion
Congress and Exposition (ECCE), September, 2013, © 2013 IEEE.
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to monetize ancillary services that the smart DC microgrid can provide to the utility at
the point of common coupling (PCC) such as voltage regulation. The hybrid smart DC
microgrid community system optimized using high-temporal resolution data is compared
to a system optimized using lower-rate temporal date to examine the effect of the
temporal sampling of the renewable energy resource.

2.1 DC distribution system

DC distribution systems are ideal for integrating distribute renewable energy
sources and energy storage into point-of-use energy systems [1, 41, 42]. Renewable
energy adoption has increased with 60% annual growth in the installed capacity of
photovoltaic (PV) systems from 2004 to 2009, and a growth factor of 68% from 2010 to
2013 [43]. However, two major fundamental limitation exists that prevent truly
widespread adoption: availability of electricity generated and cost of equipment. At the
same time, DC systems have been gaining popularity because of the high efficiency,
high reliability and easy interconnection of renewable sources compared to AC systems
[1, 5]. A DC microgrid system with distributed PV and wind generation and employing
centralized battery storage, illustrated in Figure 1, is an attractive technology solution for
communities to "go-green” while simultaneously ensures reliable electricity.

To mitigate fluctuations in the generation portion of the hybrid system, a battery
bank is used for energy storage. This will absorb the surplus power and supply deficit
power under different operating conditions. The proposed methodology has been
previously used for assessing standalone distributed photovoltaic systems and has been

experimentally verified through long-term field testing [44].
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DC distributed generation (DG), grid-tied PV-wind systems with centralized
battery back-up, illustrated in Figure 1, have been proposed for community-scale
microgrids such as the Pecan Street project in Austin Texas [4] and other communities
[5]. An example of the power electronic interface between the utility-power grid and the
community distribution bus is the solid state transformer [6, 7] being developed by the
FREEDM Center at NC State, Figure 1. The control and management of the islanded
PV-wind and storage systems have been proposed in [8-11].

Due to the stochastic behavior of wind and solar energy, one of the most vital
factors in optimal sizing of the hybrid systems is the temporal resolution of collected
data to provide sufficient resolution [45], particularly on cloudy days, Figure 6.
Optimization techniques such as Multi-Objective Genetic Algorithm (MOGA) [46-48]
are able to take advantage of high temporal resolution data for renewable resources
instead of relying only on mathematical probabilistic models. The main contribution of
this paper is to employ an energy availability technical assessment in conjunction with
economic assessment to optimize the sizing of the PV panel, wind turbine, battery
storage, and the power imported from grid in order to determine the system that would

guarantee a reliable energy supply with the lowest investment.

6000

Hour

Figure 6: Example of high temporal resolution PV data on a cloudy day
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The objective of this section is to simultaneously maximize the power
availability and minimize the cost which will optimize system size with highest
availability. The problem is firstly visualized based on MOGA technique and Pareto
Front for purpose of engineering trade off when analyzing high temporal resolution data.
Then a utility function will be determined in order to do a decision making for the multi-
objective problem. Uncertainty analysis is added because of the stochastic behavior of
the insolation and wind speed data.

The “average month” technique [49, 50] is not used in this paper because the
system designed in this way may not be able to satisfy the load during some periods of
real-work operation. On the other hand, the calculation of each subsystem (wind,
photovoltaic, storage, and ratio of power imported from grid) separately for the worst
month in each resource makes the total system oversized. The optimized hybrid system,
based on accurate and enhanced 10 seconds insolation data rate of photovoltaic system,
is compared to conventional PV-Wind optimized systems based on hourly insolation
data. Using MOGA as the optimization technique when analyzing high temporal
resolution insolation data shows that the system availability is maximized for lowest
possible cost comparing to conventional hybrid system sizing [51-53].

Due to the different operating life of various components, reliability analysis is
critical [54, 55]. In this paper, though no reliability analysis details will be discussed, the
results of the extra cost overhead to the owner due to maintenance and repairs will be

included. In addition, the mathematical modeling of the system considers the economic
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aspects such as inflation, interest, and escalation rates which makes the model more
realistic.

The case study is a grid-tied community living environment in College Station,
Texas. The case study uses high temporal resolution data collected from a 27.6 kW PV
system installed on Texas A&M University campus [56]. The system, configured as five
independent residential-scale arrays, has the PV generation (ac output) data sampled

every 10 seconds, Figure 6. Details of the hybrid system and selected site are:

The apartment complex consists of 70 units with 28 two story buildings, the

load schedule is shown in Table 1

e The monthly average load requirement for the apartment complex is
approximately equal to 82,920 kWh

e There is 5.27 kWh/m® of available incident solar energy

e The site has class-1 wind [57], and Wind Finder [58] is used to gather wind

resource data

Table 1. Summary of apartment complex energy usage

Summary of Apartment Units
peortnin | Nowortmin | "yt
Efficiency 2 830
Ibed Ibath 20 940
2bed Ibath 10 1150
2bed 1.5bath 32 1330
2bed 2bath 6 1410
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Figure 8: Estimated monthly residential load profiles

The hourly demand of the case study is illustrated in Figure 7. The load profile of
each apartment is estimated over an entire year as it is illustrated in Figure 8. A center of
mass approach is utilized to estimate the load profiles for apartment units which lie
between energy profiles. For example the unit with 1150 kWh which is between 1000

kWh and 1500 kWh, we get 1000P + 1500(1-P) = 1150, where P=70%. Therefore 1150
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kWh has 70% resemblance to 1000 kWh load pattern and 30% to 1500 load pattern. By
using this methodology and base on the information provided in Table 1, the monthly
average load requirement for the apartment complex is determined to be approximately
82,920 kWh.
2.2 Problem statement

In this section, the objectives of the system will be mathematically formulated for
optimization. These objectives are to simultaneously maximize the power availability
and minimize the cost which minimizes the system size with highest possible
availability. The output power of PV and wind generators has the highest priority to feed
the DC bus, and if the power generated is inadequate, the battery bank can be discharged
to a certain amount to feed the bus. If there is still insufficient power, a certain amount of
power can be purchased from grid to feed the load. Thus the power imported from grid
has the lowest priority.
2.2.1 Cost

Major component of the system cost consists of the price of PV panels, Wind
turbines, and Battery bank. The total system cost ($/year) includes initial cost and

Operational & Maintenance cost (O&M), this can be formulated as

Z(Ii+OMi)

i=PV Wind ,Batt ( 1 )

Cost =Cgiq + N

where /; and OM,; indicate the initial cost and Operation & Maintenance (O&M) cost of

each individual components respectively. N and Cg,4 are the life cycle of the system and
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cost of power imported from grid respectively. So the first objective can be formulated

as

Minimize

Cost (APV > AWlnd > PCapBatt > \P) (2)

where Apy, Awina, Pcappan and ¥ are the design parameters in this project.

For the photovoltaic, the initial and O&M cost can be formulated as
Loy = Apy X Apy 3)

OMPV - OM}earh X APV x Z(i : 1;,] (4)

For the wind turbine, the initial and O&M cost can be similarly formulated as

X Awind (5 )

wind — “*wind

1+v
O mnd OMyear/v X Awmd X;£1 + }/j (6)

For the battery bank, the initial cost and O&M cost can be formulated as

Batt = ﬂBatt Cap _ Batt (7)

1+
For the battery bank, since their life cycle is less than the life cycle of PVs and Wind

(140 (i=D)N o
OMBatt = OM_Vearly—Batt X Pyearl—Batt X Z( J (8)

turbines, they should be replaced several times during the project life span. This
replacement cost taken into consideration as O&M costs in (8).

The cost of importing power from the grid can be formulated as

C Z grldt Grld (9)
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2.2.2 Electrical energy availability

Availability, the fraction of the time when energy is available, is a key figure of
merit for the proposed system. It is important to make a clear distinction between
availability and reliability. Reliability is the ability of the system to operate without
failure; availability is the ability of the system to supply power to the load. As an
example, a highly reliable photovoltaic energy system, where the components are not
prone to failure, can have low availability if there is insufficient energy storage to
support the load’s power requirements during the night or during an overcast day.

A specified level of availability can be achieved with many configuration of a

system. The availability can be formulated for duration under consideration 7 as

DNM
A=1-=1= (10)

The DNM can be formulated as
; [Pﬁzif(t)_P o (D) (11)
(Poy (£) + By (1) + Py (£) = P (£))Xu(2)

where u(1) is a step function which is zero if the supply power is greater or equal demand

DNM =

t=1

and one if the demand is not met.

The imported power from grid is:

Foria = \PX(PD(O = Ppy () — Bying (l)—PBan(f)) (12)
where

Byina = B X Awing X Mwina (13)

Ppy, = Insolation X Apy X1 py, (14)

The second objective can be formulated as:

Maximize

A (APV’AWind ’PCapBatt’lP) (15)
The hybrid system parameters values are given in
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Table 2.

Table 2. Numerical value of hybrid system parameters

Parameters Values

Life cycle of the project N 20 years

Battery life cycle Npg, 5 years
Inflation rate ,B 8%
Interest rate )/ 12%
Escalation rate U 12%

2.3 Multi-objective optimization
2.3.1 Design constraints
A physical constraint which must be added to the optimization algorithm is the

available area for PV panels and wind generators installation:

A,y < A, <A, (16)
A%ﬂd < Aping < AVI:/l['nd (17)

Obviously the lower bounds can be zero, but in order to make the system more
reliable for the purpose of uncertain analysis, the lower bound for wind turbines is
decided to be about 100 m”. For the selected apartment complex the upper bound was
determined to be approximately 12% of the available area, which was approximately
4,221 m’,

The imported power from the grid should be within a certain range:

Foria < Foria < Foria (18)
Min Max
0<¥<l1

The fraction of the power ¥ to be imported from grid can vary from zero to one,

this can be seen from (12).
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Finally, the total generated power should not exceed the demand in order to

avoid oversizing the system and adding excessive cost. This constraint is formulated as:

Ppy (8) + Bying () + Ppay (1) + Fgi () < Pp (2) (19)

The numerical values of design constraints are given in Table 3 for the presented

case study.

Table 3. Constraints numerical data

Parameters Values
A PV 0m’
Min
Apy 4221 m?
Max
Aping 100 m’
Min
AW{;@ 4221 m’

2.3.2 NSGA-II optimization for the hybrid system

Multi Objective Genetic Algorithm (MOGA) which is commonly called Non-
dominated Sorting Genetic Algorithm-II (NSGA-II) [48, 59] is used as an optimization
algorithm or search method to find a set of equally good solutions for the objectives
mentioned in section III as a form of a Pareto frontier. However other optimization
techniques can be used, but this method has been one of the most popular heuristic
search methods for multi-objective optimization [48]. Genetic Algorithm is a well-
known non-gradient-based search method which mimics the natural evolution process.

The key distinction between single-objective and multi-objective optimization is
that in the case of multi-objective optimization, there may be multiple feasible solutions

that satisfy the optimization criterion. Further, may not be possible to identify one
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solution as being better than another if neither is dominated by the other in some sense.
In other words, in multi-objective optimization, there could exist a set of equally-good
solutions rather that a single solution as we expect in single-objective optimization
problems. The results of multi-objective optimization can be also be described as a set of

non-dominated solutions, the so called Pareto frontier.

START

Generate an initial population

v

Create a new population mixing parent and
offspring populations. In first iteration only
use the initial population

v

Find non-dominated subpopulations using
non-dominated sorting

v

Calculate crowding distance

v

Select new parent population using
domination ranks and crowding distance

v

Crossover

v

Mutation

A

Termination
condition met?

Figure 9: MOGA (NSGA-II) optimization algorithm for hybrid system.
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MOGA uses Genetic Algorithm (GA) as its core with two important new
concepts in order to achieve good multi-objective optimization. These two concepts are
non-dominated sorting and crowding distance as described in [46, 48]. By using these
two concepts and GA principle, MOGA algorithm can be formed which is called Non-
dominated Sorting Genetic Algorithm-II (NSGA-II) [48]. This algorithm is briefly
explained in this section.

A sorting process is then performed by selecting solutions with the lowest rank
and then solutions with the next lowest rank and so on. This process continues until the
number of solutions in the parent population exceeds N. Then, for the latest sorted
subpopulation included in the parent population, only the solutions with a larger
crowding distance are selected until parent population has exactly N solutions. Crossover
and mutation operators are then performed to find the next offspring population. Figure
9 illustrates the flowchart of NSGA-II algorithm used in this section for optimizing the
hybrid system.

The comprehensive design procedure of the hybrid system for DC smart
microgrid is illustrated in Figure 10. Without loss of generality, the models of the
various components, including the wind generator, solar cells, and power electronics
interfaces can be made arbitrarily complex to improve the fidelity of the model. In a PV-
wind hybrid energy harvesting system, there are many factors which contribute to the
overall conversion efficiency. One of the most important conditions is the geographical
location where the system is deployed which determines the latitude and the

meteorological conditions. Therefore the first step in the design procedure is to specify
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the geographical location. Based on the location, conditions such as available wind and
solar resources and weather data are used to determine the ratings for the PV array and
wind generator. Usable roof area, desired availability of power (loss of load probability),
desired lifetime, and limits on maximum imported grid power are considered as design
constraints for the objective functions. Finally, by using the optimization tool illustrated
in Figure 9, a set of equally good solutions, the Pareto Frontier, is found that maximize

the availability and minimize the cost of the hybrid system.

Generators

Panel
Technology
Solar
Insolation

Possible max
ower from grid

Available Area
Minimize
Desired oz C_OSt (APV > AWind ’PCapBatt’ \P)
Availability aximize
A (APV ’ AWind > PCapBatt > \F)

v

Optimal System
Design

Figure 10: Comprehensive design and optimization procedure of the hybrid system
for smart DC microgrid.

Design Constraints Design Constraints

Figure 11 illustrates a set of optimal design solution for the hybrid system. The
PV panel cost (Apy), wind turbine cost (Awind), battery bank cost (Aga), and price of grid

power (Agria) are assumed 450 $/m”, 100 $/m’, 100 $/kWh, and 0.10 $/kWh respectively.
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Figure 11 illustrates the trade-off between cost and availability. This is due primarily
from the need to supply the peak load during as determined by the system energy
availability. Thus the Pareto Frontier is a tool that enables engineering tradeoff analysis
to choose the unique design from the set of feasible designs based on particular
preferences.

Due to stochastic behavior of the solar and wind, in this paper the decision
making is done for two scenarios: without uncertainty and with uncertainty. A more
detail discussion on uncertainty analysis is presented in the next section.

Pareto front
0.931

0.941

0.951

g woan s ®

0.96

0.97r

Availability

0.981 %

«
0.99¢ oaa gy

* « x

1 11 12 13 1.4 15 16 1.7 18 16'.9
Cost ($) x 10

Figure 11: Pareto frontier reveals the set of optimal solutions found from the
evaluation of (1)-(15) for the proposed hybrid system.

2.4 Decision making
The set of optimal solution given by the Pareto Frontier is illustrated in Fig. 7 can
be used to visualize the optimal solutions and perform engineering tradeoff studies. In

this paper the utility theory [60, 61] is used to decide the optimal solution based on the
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preferences for the smart DC microgrid. Therefore a function need to be defined to
clearly rank-order the alternatives for decision making, this function is commonly called
the utility or value function [61]. Usually the term “value function” denotes the decision
under certainty and the term “wutility function” denotes a decision under uncertainty.

Two decision making scenarios are investigated in this paper: with and without
uncertainty in the solar radiation, wind speed, and demand data. Firstly a utility function
will be formulated for decision on system design without uncertainty, then the expected
value of utility function will be used for decision by taking into consideration the
uncertainties.

2.4.1 Decision making without uncertainty

Objectives and attributes are used as tools for modeling the preferences or the
utility function, and then an irrevocable allocation of resources will be done. An
attribute, or figure of merit (FOM), is the measure of progress toward an objective. The
attributes in this paper are the availability and cost. So a function needs to be defined
that relates every point in an n-dimensional attribute space to a scalar value or utility as

follow

u ZM(Z) (20)
z= [Cost A]

which allow the designer to rank order the alternatives. The next step is to convert all
attributes to same scale, frequently called “pricing out”. The summary of the decision
modeling without uncertainty is illustrated in Figure 12. By using the procedure
illustrated in Figure 12, the general form of value function for the hybrid system
optimization is given by
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Cost —(Min(Cost)) A—(Min(A4))

u(Cost,A)= 1 -1

' Max(Cost)— Min(Cost) ° Max(A)— Min(A)

where 4 and 4, are the weighing factors that can be defined by the designer. If 4 =4,, it

means the designer are indifferent between the availability and cost of the hybrid system
for the DC distribution systems. Consequently, the proposed value function provides the
designer the ability to perform the engineering trade study. Finally by minimizing u

(Cost, A) using GA optimization toolbox in MATLAB, the irrevocable decision on the

design variables can be obtained.

Identifying
alternatives

21)

Figure 12: Decision model without uncertainty.

The optimized design variables of the hybrid system for two scenarios are given in Table
4. In the first design scenario, A; is assumed to be equal to A, which means an
indifference to cost and availability. For the second design scenario, more weight is
given to the availability than cost (A;=0.3, A,=0.7) in the u(Cost, A) function. As

expected, inspection of the Pareto Front of the optimal solutions of the system (Figure

A 4

Event outcomes

Behavioral
simulation, f{.,.)

v

Attributes, z

v

Utility model,
u(.,.)

v

Optimizer

v

Irrevocable
solution

11), reveals that the cost of the system increased significantly.
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Table 4. Optimized hybrid system design variables for two scenarios without

uncertainty
Design Apy Awind Pcap Bt
Scenario | (m?) m) | awn | ¥ A Cost
1 2102.61 | 376.74 | 248.78 | 13% | 98.5% [ $1,164,523
2 2911.95 | 662.8 | 39531 | 17% | 99.3% | $1,526,928

2.4.2 Decision making with uncertainty
A normal probability distribution is assumed over the attribute vectors. The solar
insolation, wind speed, and demand have the following normal distribution:

Epy>Eping ~ N(0,0.2) (22)
gDemand ~ N(094O) (23)

Now their corresponding parameter in system modeling should be modified as:

PWind = (PWTG + gWimi )>< AWind X ”Wiﬂd (24)
P., =(Insolationt €,,)X Ap, X1y, (25)
PDemzmd = (Demand+ gDemand) (26)

In order to optimize the utility function (21) under uncertainty, the expected
value of the utility function must be determined. In this paper Monte Carlo is used for
uncertainty propagation purpose. The proposed methodology is illustrated in Figure 13.
The simulation is performed for 100 iterations; the results are given in Table 5 for the
two design scenarios discussed in the previous section. As shown, the cost of the system
is increased significantly when considering uncertainties. Interestingly, the analysis
revels similar availability comparing to results given in Table 4, but the cost of the

system what is increased substantially.
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It is important to note that an optimization design based on collected data does
not guarantee worst case system availability. A worst case optimized system design
specifying absolute limits on availability such as two days without solar insolation is
possible, but will result in a larger and more costly system. Thus, the main contribution
of this paper is to introduce a step by step optimization design procedure for desired

availability and cost.

Expected of u(Cost, 4) |
X MCS LOOP

Monto Carlo Simulation
Driver
A

Samples of u

A 4

Cost —(Min(Cost)) 2 A—(Min(A))
' Max(Cost) — Min(Cost) ° Max(A)— Min(A4)

u(Cost, A) = A Optimizer

Jo sojdweg

A
Samples of system
attributes

SO[qELIEA UTE})ISdUN

Cost (APV ’ AWind ’PCapBaz‘t ,\P)
A(APV > AWind > PCapBatt > \P)

Design Variables:
APV > AWind’ PCapBattﬂ k4

A

Figure 13: Procedure of optimizing the utility function with uncertainty on solar
insolation, wind speed, and demand data.

Table 5. Optimized hybrid system design variables for two scenarios with

uncertainty
Design Apy Awina | Pcap_Bart
Scenario | m) | @) | awn | ¥ A Cost
1 286533 | 71130 | 371.80 | 21% | 97.8% | 81,477,528
2 336573 | 8712 | 39937 | 27% | 99.1% | $1,788,931
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2.5 Mitigating variability
2.5.1 High penetration photovoltaic systems

The high penetration photovoltaic system variability presents considerable
challenges for maintaining system balance [62-66]. The focus of this section is to
analyze the variability of a high-penetration PV scenario using flat and non-flat PV
modules when incorporated using the microgrid concept illustrated in Figure 1.

Within the literature numerous papers can be found dealing with variability PV
systems [67], single location, PV systems. Most of them demonstrates that analyzing
high-frequency irradiance data, such as 5 minutes, can reduce the variability comparing
to more commonly hourly data [68, 69]. This dissertation proposes a new idea to
mitigate further variability of generated power from the PV system using non-flat
photovoltaic modules as well as geographical distribution of PV arrays in microgrid
concept of Figure 1.

2.5.2 Non-flat photovoltaic modules

Emerging PV cell technologies no longer impose the requirement of a rigid, flat,
planar PV module [70-74] and can be processed on flexible substrates [74-76], screen
printed [77], or embedded into fabric [78] as illustrated in Figure 14 [79] which opens
new applications [80] for energy scavenging from the environment using non-planar PV

surfaces.
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(a) (b)
Figure 14: Candidate geometries for PV modules: a) traditional flat plat (planar)
PV collection surface b) proposed semi cylinder PV modules

The proposed methodology in this section shows that using non-flat PV modules
can mitigate further variability of the power generated when analyzing high-temporal
resolution solar radiation data illustrated in Figure 6. It turns out that in addition to
improving reliable energy supply in the Microgrid, the concept of using non-flat PV
modules, Figure 14, also mitigates the variability of the entire Microgrid as seen by the
utility at the point of common coupling. Thus in addition to optimization of generation
and storage, mitigation of variability is imperative to the financial feasibility and power
quality of such Microgrid systems [81-83].

In a solar energy harvesting system, there are many factors which contribute to
the overall conversion efficiency. One of the most important conditions is the
geographical location where the system is deployed which determines the latitude and
the weather pattern. This factor will be analyzed in the next section. The second factor is
the geometry and alignment of the solar module itself which determines the amount of

sunlight reaching individual cell of the PV module. An earlier paper [70] investigated
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the amount of power and overall energy harvested from different PV geometries. The
geometries in [70] were suitable for different application based on the total energy
harvest requirements. A key design goal in this section of dissertation is to select a
geometry which performs best in the selected location as well as mitigate the variability

of power generated power.
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Figure 15: Comparison of flat plate vs. semi-cylinder panels energy harvest.

One way to compare PV geometries is by considering their two-dimensional
projection (ie, footprint.). Figure 15 compares the power generated by a semi-cylinder to
the generated by a flat panel of the same footprint. The semi-cylinder harvests more
energy (difference in the area under the curves) during early morning and evening hours.
This is advantageous in a stand-alone power system in which energy available to the
load is more important than power generated. Figure 15 is taken during the summer
solstice, when the sun is directly overhead. As such, it is no surprise that at solar noon

both the semi-cylinder and the flat panel generate the same amount of electrical power,
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because the sun “sees’ the same effective footprint. During other days of the year, when
the sun’s apex does not reach as high above the horizon, the total energy generated over
the diurnal cycle of the semi-cylinder compared to the flat plate is even greater than what
is shown in Figure 15.

After optimization of the hybrid system using the method presented in this
section, three candidate geometries of PV modules are evaluated: normal flat PV
module, semi-cylinder PV module with same surface area as flat, and semi-cylinder PV
module with same footprint area as flat. Simulation results in Figure 16-Figure 18 shows
that for a 7 days interval, using the semi-cylinder PV modules with same footprint area
as flat modules predict less power imported from grid than the other two PV modules,

operationally this means the system becomes easier to dispatch and control.
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Figure 16: Baseline histogram of power flow for 7 days from Microgrid to main
grid using flat PV modules
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Figure 17: Histogram of power flow for 7 days from Microgrid to main grid using
semi-cylinder PV modules with same surface area as flat
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Figure 18: Histogram of power flow for 7 days from Microgrid to main grid using
semi-cylinder PV modules with same foot print area as flat
Overlaying the capability of a smart grid communication system, the excess
energy generated, shown as “exporting” can be selectively injected into the utility grid
by adjusting the power point tracking of each solar array [84]. It is interesting to note
that when the semi-cylinder PV modules with same foot print area as flat plate modules

combined with energy storage, the variability is eliminated and net zero importing power
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from the grid can be achieved. Thus the high penetration PV Microgrid can be made to
operate and a nearly constant power load on the main ac power grid.
2.5.3 Geographical distribution of photovoltaic arrays

The focus of this section is to analyze the variability of a high-penetration PV
scenario when incorporated into the microgrid concept of Figure 1. The proposed
approach is to demonstrate that the variability of the PV resource can be quantified and
mitigate by determining the number of PV arrays and their corresponding distance in the
microgrid.

Within the literature some papers can be found dealing with understanding the
variability of centrally located PV systems [67, 85] when analyzing high temporal
resolution irradiance data, such as 5 minutes [68, 69]. Most of the existing literature [86-
89] focuses on the effect of variability on the ac electrical grid and the operational
implications of spinning reserves. This dissertation choses a different perspective.
Instead, we analyses the problem from the perspective of how to mitigate the variability
at the point of common coupling. As such, the PV variability determines the amount of
storage that our local system would need to maintain a PV variation-free node on the
utility perspective. From this perspective, we study the effect of the distance between PV
arrays as one way to mitigate variability and thus lower the amount of energy storage. Of
course, this only works in transient atmospheric conditions, but this is also the scenario
that is hardest to plan for in the utility operations. Our implicit assumption is that a

uniformly cloudy day would be easier to forecast and plan.
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A comprehensive analysis to understand the effect of distributed PV arrays on
variability of system when analyzing high temporal resolution data, such as few seconds,
is missing in the literature. Much of them uses stochastic mathematical models [90, 91].
The main contribution of this section is to experimentally analyze the variability of a
high-penetration point-of-load PV scenario using the microgrid concept illustrated in
Figure 1. The result shows that the variability of high penetration PV is not as large as if
the PV was centrally located, and that only a small amount of community energy storage
is needed to arbitrarily mitigate this variability as well as reduce energy intensity through
demand reduction including peak shaving and demand shifting.

The distributed PV system in this section consists of N identical PV arrays
equally spaced, D, as illustrated in Figure 19. If D is small, less than five meters for
example, the system behaves more like a centralized PV generation than distributed
generation. A detail plot of the three PV arrays with distance D of approximately 100
meters, near noon, is illustrated in Figure 20, which reveals an interesting observation —
the physical distribution of the arrays results in a time shift; a delay in the effect of the
cloud transient. Figure 21 compares the total generated power from the three distributed
PV arrays with the generated power if they were centrally located; the variability of
output power is significantly reduced when the PV arrays are co-located.

Variability can be defined as PV output power changes over a selected time
interval under study. The variability of the PV system can be determined by calculating
the standard deviation of the system over specified period of time as

oz (27)
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where N is number of arrays and 7 is period under consideration, and by definition

N
oL =

! Va{ﬁw} (28)

n=1

where Pp., is the installed peak power of the PV arrays and AF'is the time series of

n

changes in power at the »” PV installation in time interval T. More specifically 47 can
be defined as:

(29)

In this section a relative variability is defined to do the variability analysis. A relative
variability is the ratio of the variability of N co-located PV arrays to the variability of
centralized PV system with same number of arrays, ranges from O to 1 and can be

defined as:

>N
Relative variability = ki (30)
o

1
T

> [
A~

Figure 19: Distributed photovoltaic arrays.
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Figure 20: Zoomed-in plot of data of three PV arrays with distance of 100 meters
near noon.
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Figure 21: Zoomed-in plot of data of three PV arrays near noon. The 100 meter
separation reduces the variability compared to if they were located side-by-side.
As illustrated in Figure 21, the variability of output power of three PV arrays
when geographically distributed is significantly reduced comparing to the centralized
arrays. It is interesting to see the change in relative variability by varying the distance D

and number of arrays in the system N. In this analysis the cloud transit speed assumed
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constant. Figure 22 illustrates the behavior of the relative variability of a system with 3
and 5 PV arrays when varying the distance D between them, the cloud transient speed is
assumed to be constant “x”.

As it can be seen in Figure 22, the relative variability doesn’t have a pure convex
shape, but for D more than 150 meters we can see slightly increase in the relative
variability which is undesirable. Therefore the optimal distance between the five PV
arrays system is 150 meters. Theoretically the optimal point can be achieved when the
cloud disturbance affecting one PV array in exactly one time interval, 7, for the selected
case study this optimal distance is approximately 150 meters based on experimental
measurements. A more clear observation of this phenomenon can be seen in Figure 23,
when the cloud transient speed is varying. Assuming the cloud transient speed, V, of the

actual measured data of Figure 22 is known to be “V=x".
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Figure 22: Relative variability vs distance between the arrays for N=3 and N=5.
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Figure 23: Relative variability vs distance between the arrays for V=5 and different
cloud transient speed.
If the irradiance level of the PV array 1 is /, at time ¢, then the irradiance

level at the adjacent PV array with distance D will be:

D _
=1 31)

where the #; is:

D
L=t+—
14

(32)

This formulation can be extended for the five adjacent PV arrays case study
presented in this paper. Now by knowing the distance between the arrays and their
corresponding irradiance levels with cloud transient speed of x (based on actual
measured data), the irradiance level of each PV array can be determined for any other
cloud transient speed than cloud transient speed of x. By using this phenomenon the
results illustrated in Figure 23 is determined. Two assumptions are made for this

phenomenon: a) the cloud transient vector is assumed to be in the direction of the PV
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arrays location; b) the cloud area and its density are approximately unchanged while
moving above the PV arrays.

It can be seen that when the cloud transient speed is 16 times more comparing to
its speed in Figure 22, the relative variability is much lower as depicted in Figure 23.
The worst case scenario in co-locating PV arrays happens when the distance between
them are less than a certain value, this cause two or more partially shaded PV array in
one time interval which diminish the effectiveness of the proposed model.

The tail of the plots in Figure 23 suggests that the relative variability increases
once the distance exceeds a minimizing length. Since the system of interest in this paper
is a microgrid, which by its very nature is a small-scale system, points to the right of the
minimizing distance are not practical. In a community neighborhood, or a military base,
we are interested in how closely together we can group the PV and the required
minimum distance to achieve the lowest energy storage in the system.

It should be noted that maximizing distance D for fixed number of PV arrays
doesn’t minimize the relative variability, while this may add additional wiring and
communicating cost of the system. Similarly as illustrated in Figure 24, adding more PV
arrays within a crowded region doesn’t decrease the relative variability.

As shown in Figure 24, by assuming constant amount of installed power and
distance D, the relative variability reduced significantly by increasing the number of co-
located PV arrays and then saturated. It is interesting to see the effect of co-locating

more PV arrays on the variability of system. Figure 25 illustrates the daily output power
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of five co-located versus centralized PV arrays, as it is shown the variability

substantially decreased when the PV arrays distributed geographically.
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Figure 24: Relative variability vs number of photovoltaic arrays with constant
distance between arrays.
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Figure 25: Daily output power of five co-located vs centralized PV arrays.

It should be noted that the proposed model and experimental analysis done for a

uni-dimensional PV system installation.
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2.6 Conclusion

An important contribution of this section is a sizing model that considers desired
availability and cost simultaneously. The proposed methodology avoids oversizing the
system for high percentage of availability by using accurate and enhanced high-temporal
resolution data. The main objective of this section is to provide a general model that
quantifies the availability and cost of hybrid renewable energy systems for smart DC
microgrid.

In this paper high temporal resolution data for PV system is used to optimize the
hybrid system based on Multi-Objective Genetic Algorithm (MOGA). MOGA is used to
plot the Pareto Front in order to visualize the problem for engineering tradeoff. A utility
function based on availability and cost formulated to find the final optimal solution. The
optimization is done for two scenarios: with certainty and uncertainty on available
resource. The proposed methodology guarantees a reliable energy supply with lowest
investment.

In addition this section investigates how to address the inherent variability of
solar energy. A general model that quantifies the wvariability of different PV
configuration systems by analyzing high-temporal resolution solar radiation data is
investigated. It is always important from utility point of view to obtain a better
understanding of the impact of the PV system variability on utility systems operation.

This section investigates experimentally the parameters that affect the system
variability such as number of PV arrays, geometry of PV panels, and distance between

adjacent PV arrays. The proposed analysis in this section is based on an optimally sized
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hybrid system as a realistic model framework. When storage is considered, results from
analyzing High-temporal resolution data show that the variability of the hybrid system
can significantly decreased if the PV arrays in the proposed microgrid system co-located
instead of more commonly centrally located PV arrays. The centralized PV system can

be viewed as closely spaced PV arrays.
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3. PRINCIPLE OF MODEL PREDICTIVE CONTROL
3.1 Model predictive control techniques for power electronics
3.1.1 Background and literature review

Application of model predictive control (MPC) in power electronics with low
switching frequency goes back to the 1980’s for high power applications [15, 21]. Since
high switching frequencies for the MPC algorithm required long calculation time,
widespread adoption was not feasible at that time. Though the theory of MPC was
developed in 1970s, in the past decade, with the improvement of high speed
microprocessors, interest in the application of MPC in power electronics with high
switching frequency has increased considerably [22, 24, 92-95].

The main characteristic of MPC is predicting the future behavior of the desired
control variables [15, 22] until a specific time in the horizon. The predicted control
variables are used to obtain the optimal switching state by minimizing a cost function.

One of the major advantages of predictive controllers is that the concept is simple
and straight forward to implement as an example finite control set MPC for two-level
converters. When considering continuous control set MPC, the implementation of MPC
for some application is more complex. Considering little time available due to small
sampling time for calculation of MPC algorithm and optimization of MPC algorithm, it
is common to do most of calculations offline using the system parameters and model.
This technique is known as explicit MPC where the resulting optimal actuations are in

form of look-up table. This look-up table is containing optimal solution as a function of
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the state of the system. Explicit MPC is applied for wide range of power electronics
converter in literature [96-98].

In explicit MPC method, the model of power electronic converter is
approximated in form of a linear system by a modulator to eliminate the need of online
optimization. The main drawback of this method is that the discrete characteristics of
power electronics converters are not taken into account. The online implementation and
optimization problem can be considered when including the discrete characteristics of
power converters and finite number of switching states. More flexibility of
implementation and desired constraints for controller can be achieved when considering
online optimization of cost function in MPC method. In the following section more
detail will be discussed about this technique which is the main focus of this dissertation.
3.1.2 Basic principle

The MPC for power electronics converters can be designed using the following
steps [22]:

e Modeling of the power converter identifying all possible switching states and its
relation to the input or output voltages or currents.

e Defining a cost function that represents the desired behavior of the system.

e Obtaining discrete-time models that allow one to predict the future behavior of the

variables to be controlled.

The designed controller should consider the following tasks:
e Predict the behavior of the controlled variables for all possible switching states.

e Evaluate the cost function for each prediction.
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e Select the switching state that minimizes the cost function.

The model used for prediction is a discrete-time model which can be presented as

state space model as follow [15]:

x(k +1) = Ax(k)+ Bu(k) (33)

y(k)=Cx(k)+ Du(k) (34)

Then a cost function that takes into consideration the future states, references and

future actuations can be defined:
g = fx(k)ulk) ulk+N)) (35)

The defined cost function g should be minimized for a predefined horizon in time N; the

result is a sequence of N optimal actuations:

u(k)y=[l 0 -~ 0larg min g (36)

Despite the fact that u(k) contains feasible plants inputs over the entire horizon of
time only the first element is used in conventional MPC. At next sampling time (k+1),
the system states are calculated using the system model, the horizon is shifted by one
step, and another optimization is applied. As demonstrated in Figure 26 for a horizon
length N=3, the horizon taken into consideration in the minimization of g slides forward
as k increases. Therefore, MPC amounts to an open-loop-optimal feedback control
methodology.

At each sampling time the optimization problem is solved again by using new set
of measured data to obtain a new sequence of optimal actuation. The MPC principle of

51



A u(k)

u(k)

k k+1 k+2 k+3 k+4 k+5
A u(k+1)

ukt)y |
k k+1 k2 k+3 kt+4 k+5
A

u(k+2)

u(k+2)

k k+1 k+2 k+3 k+4 k+5

(a) Moving in

horizon of time principle (N=3)

A

Past events

Reference

u(k - 1)

u(k=2)]

Predicted behavior

) ) )
k-1 k T P k+N

Time

(b)

Principle of working

Figure 26: Model Predictive Control (MPC).
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working is illustrated graphically in Figure 26. As it is shown by using the measured
information and system model until time £, the future value of the system state is
predicted until time (k + N) in horizon. Then the optimal actuation is calculated by
optimizing the cost function (35).
3.2 Controller design

In designing stage and modeling of the MPC for a power converter, the basic
element is the power switch. Considering ideal operation of power switches such IGBT,
they have only two states “ON” and “OFF”. Thus number of different combination of
switching states minus the impossible states is the total number of switching states.
These impossible switching states are the ones that may cause for example short-circuit.

Generally, the number of switching states NSS is determined as following
NSS = x™ (37)

where Y is the number of possible states of each phase or leg of the power converter and

the number of phases or legs is presented by NP. As an example, a three phase, three
level converter has 3°=27 switching states.

In design of MPC for power converters another factor that should be considered
is the switching states relation with voltage vectors and voltage levels in multi-phase
converters and single phase converters respectively. Similarly if current source converter
is the application, the relation of switching states to current vectors should be
considered. Figure 27 illustrates the relation between the individual voltage vectors and

their corresponding switching state of a typical three-phase, two level converter.
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Figure 27: Voltage vectors of a three-phase two-level converter.

As mentioned in previous section, discrete-time model of the control variables
should be considered in order to determine their predicted values in future sample time.
Several discretization methods exist to determine the discrete-time model of the system.
As an example, for first order systems, Euler forward method can be used to

approximate the derivatives:

dx _ x(k+1)—x(k) (38)
dt T
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where 7 is the sampling time. For higher order system, Euler forward method does not
have accurate approximation and the error is higher for these systems. Thus an exact
discretization should be used.

As mentioned earlier in this section, the control requirement such as torque,
current, power, and etc control can be included in a single cost function, g, subject to
minimization. One of the main advantages of MPC is that characteristics where several
control variables with different nature and units can be included into single cost
function. Each term in the cost function is multiplied by a weight factor to deal with
units and magnitudes of the control variables.

Weight factors in the cost function in addition to accommodation of different
units and scales, enable prioritization of specific control variables. However, selection of
these weight factors is not straight forward [15]. Several empirical approaches to
determine a fix weight factor using trial and error have been investigated in the literature
[99]. However, a fixed weight factor is not robust to parameter variation and other
uncertainties of the system. One of the main contributions of this dissertation is the
introduction of a technique to select optimal values for the weight factors in the MPC
cost function for each sampling time.

The general scheme of MPC for power electronics converters is illustrated in

Figure 28 [22]. In this scheme measured variables, X(K), are used in the model to

calculate predictions, x(k+1), of the controlled variables for each one of the N possible

actuations, that is, switching states, voltages, or currents. Then these predictions are

evaluated using a cost function which considers the reference values, x*(x +1), design
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constraints, and the optimal actuation, S, is selected and applied to the converter. The
general form of the cost function, g, subject to minimization can be formulated as
g:[)},(K+1)—X,"(K+1)}+21[5(2(K+1)—X;(K+1)} (39)
+...+/1,,[5(,,(1(+1)—Xj(1<+1)}
where A is the weighting factor for each objective. To select the switching state which
minimizes the cost function g, all possible states are evaluated and the optimal value is
stored to be applied next. The power converter can be from any topology and number of
phases, while the generic load shown in Figure 28 can represent an electrical machine,

the grid, or any other active or passive load.

X' (K +1) ——>

Minimization S
of the cost »| Converter »| Load
function
' g
~
Measurements:
Predictive Model X(K)

; X,(K+1) :
; Plant 1 |« :
: X, (K+1 :
: K+ Plant2 |« :
; . X(K) |
; : ]
; : :
: X, (K+1) '
! Plant n |« '

Figure 28: MPC general schematic for power electronics converters.
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3.3 Conclusion
The general principle of MPC for power electronics converters is presented in
this section and will be considered for all of the applications in the following sections of

this dissertation.
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4. MAXIMUM POWER POINT TRACKING BY MODEL PREDICTIVE
CONTROL FOR HIGH GAIN DC-DC CONVERTER"

This section demonstrates a high effective and rapid Maximum Power Point
Tracking (MPPT) of Photovoltaic (PV) systems by means of Model Predictive Control
(MPC) techniques. The high variability and stochastic nature of solar energy necessitates
MPPT control technique of PV arrays to continuously operate at true maximum power
point. The PV array can feed power to the load through a DC/DC converter boosting the
output voltage. Extracting the maximum power from PV systems has been widely
investigated within the literature. The main contribution of this paper is to increase the
effectiveness of the Incremental Conductance (INC) method through a fixed step
predictive control under measured fast solar radiation variation. Consequently, the
efficiency of the overall PV system is increased. The proposed control to achieve
Maximum Power Point (MPP) speeds up the control loop since it predicts error before
the switching signal is applied to the selected high gain multilevel DC-DC converter.
Comparing the developed technique to the conventional INC method shows substantial
improvement in MPPT effectiveness and PV system performance. Experimental
validation is presented using the dSpace DS1103 to implement the proposed MPC-

MPPT.

*Part of this section is reprinted with permission from M. B. Shadmand, M. Mosa, R. S. Balog,
and H. Abu Rub, “An improved MPPT Technique of High Gain DC-DC Converter by Model
Predictive Control for Photovoltaic Applications,” Applied Power Electronics Conference &
Exposition (APEC), March, 2014, © 2014 IEEE.
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Many MPPT techniques have been suggested over the past few decades [100-
104]; the relative merits of these various approaches are discussed in [105]. The critical
operating regime is at low solar irradiance. Capturing all of the available solar power
during low solar irradiance periods can substantially improve system performance and
minimize the power loss. An effective MPPT controller and converter can use available
energy to significantly reduce the amount of installed PV.

Considering the MPPT techniques listed in [105], candidate techniques include
Incremental Conductance (INC) [106], Perturb-and-Observe (P&QO) [101], fractional
Open-Circuit Voltage (Voc) [107], and Best Fixed Voltage (BFV) [108]. Each approach
has certain advantages and disadvantages for the present application. INC is a well-
known technique with relatively good performance; however, INC method cannot

always converge to the true maximum power point.

Load

Irv I Inductor D1

Switch

Figure 29: Multilevel DC-DC boost converter topology for PV application.
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Also, INC is relatively slow, which limits its ability to track transient insolation
conditions [105, 106]. The main contribution of this paper is to improve the INC method
performance by predicting the error one step in horizon of time through model predictive
control technique for the proposed multilevel boost converter, Figure 29. The proposed
method has faster dynamic response than conventional INC method and solves some of
the effectiveness limitation of the conventional INC approach under rapidly changing
atmospheric conditions such as Figure 6. The efficiency analysis of the proposed
predictive control based MPPT approach shows that it has rapid dynamic response and
high tracking efficiency at steady state.

4.1 Principle of predictive model-based controller
The general form of the cost function, g, subject to minimization can be

formulated as

g: = AP (K +1)- X (K +1)+ 4,

X2 (K + 1)—)?2’:2(1( + 1)‘ (40)

ref

+...+4,

X5 (K +1)= X (K +1)

where A is the value or weight factor for each control objective (X”), a corresponds to the

different control variables, and & corresponds to the switching states.

In this paper we use a predictive controller to not just determine switch actuation
of the converter, but also to find the maximum power operating point of the PV. This is
similar in concept to ripple correlation control technique (RCC) [109], but the difference
is in the formulation of the predicted control variables.

The scheme of predictive model-based controller for this application is illustrated

in Figure 30. In this block diagram measured variables (PV voltage and current in this
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application), x“(), are used in the model to estimate predictions, /\;;Z(K+1), of the

controlled variables for all of the & possible switching state. Then based on these

predictions the reference value of voltage or current to achieve maximum power point
operation will be determined. Then the predicted control variable will be evaluated based
on the calculated reference control variable in form of a cost function subject to
minimization. Finally the optimal actuation is selected and applied to the converter.

The schematic of Figure 30 without loss of generality can be applied to any
power converter topology and the generic load illustrated in Figure 30 can represent the
grid or any other active/passive load. In this section the multilevel boost converter
(MLBC) topology illustrated in Figure 29 has been selected for the proposed MPPT
technique, the detail analysis of this converter topology and its advantages for the

application in this section are presented in the next section.
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Figure 30: Predictive model-based controller block diagram for maximum power
point tracking.
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4.2 Analysis of multilevel boost converter

The multilevel boost converter (MLBC) topology for MPPT is illustrated in
Figure 29 [110, 111]; the output voltage of the converter is proportional to the number of
levels, which can be increased by adding two additional capacitors and diodes. Since
only one switch is used in the selected MLBC topology, the control procedure is simpler
than other topologies such as switched capacitor converter with a boost stage [112].

In this paper MLBC with two levels is used for MPPT. Figure 31 illustrates the
graphical analysis of the converter when the switch is “ON” and “OFF.” As shown in
Figure 31 (a) when the switch is turned ON, the inductor conducts and capacitor C;
keeps charging capacitor C; through diode D, while voltage of C; is smaller than voltage
of C;. Simultaneously capacitors C; and C, supply the load. When the switch is turned
OFF, the diode D; starts conducting, and the inductor keeps charging capacitor C; till its
voltage is equal to the summation of the PV module and inductor voltages, Figure 31 (b).
Then diode D; turns on and the capacitors C; and C, start charging while the voltage
across C;+C; is equal to the summation of PV module, inductor, and capacitor C;
voltages, Figure 31 (c).

The small-ripple approximation, the inductor volt-second balance principle, and
capacitor charge balance principle are used to find the steady-state output voltage and
inductor current of the MLBC. When the switch is ON in the first subinterval, Figure 31

(a), the inductor’s voltage and capacitor’s current are given by

di dv,
LZ =Vpy —I,R, - ROnsw|:IL +C, d:} :| (41)
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v, V. +V,+V, dv, dv,
Cl G ¢ d G + C? Cs + Ronﬂ'w (IL + C3 Cs ) (42)
dt R. T odt R dt

C, C,
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v, -V, 4
C,— =S4 =5 (43)
dt R, dt
C dVC3 — I/C1 - Vd - VC3 - ILRon—sw - IoRC (44)

ot 2R. +R

on—sw

For the next subinterval when switch is OFF, Figure 31 (b) and (c), the inductor’s

voltage and capacitor’s current are

di dve,
LE:VPV_ILRL_Vd_Rclcl dtc (45)
dv,
C,—S=1,-1, (46)
dt
dv, V. =V dav,
C,—=-6 "G, c—°¢ (47)
dt R, dt
ar, _ Ve, = Ve, I, (48)

Ydt 2R, 2

During the first subinterval, V7, is equal to the dc input voltage. Since, in steady-
state, the total volt-seconds applied over one switching period must be zero, negative
volt-seconds must be applied during the second subinterval. Therefore, the inductor
voltage during the second subinterval must be negative. The volt-seconds and charge

balance applied to the inductor and capacitor over one switching period are given by

2D-1)+2R (1- D)
2R, +R,, (49)

_ RSM’D{‘M_IORC} -V, (1 _ D)+ I,R,

j R
L%:vm —1,><A+v{ o
t

2R, +R,

where A is
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2R R

A=R +——=» LR (1-D) (50)
2R.+R_,
v, _ Vn
“dt  (1-D) (51)
2R, 2R, 4R,RD
. (1-D) (1-D) (-D)(2R,+R,,)
’ DR

i Dr ok ) KO- D) D)1 R (1+2D)

ﬂ = VPV .
Yat (1-D) (52)
R.(3+D) 2R, 4R R.D
+

(1-D)  (1-D)y ' (1-D)*(2R, +R,,)
2R (1-D)+R,, [ 4(1-D)R, +2(1+D)R, R, +(2-D)R, ]
(R, +R,,) D(1-DY D(-D)

where C is the value of the capacitors, R, is parasitic dc resistance of the capacitor, Rj,, is
the ON resistance of the switch, V; is the forward voltage of any diodes, R; is the dc
resistance of the inductor.

The dc component of the inductor current is derived by using of the principle of
capacitor charge balance. During the first subinterval, the capacitors supply the load
current and it is partially discharged. During the second subinterval, the inductor current

supplies the load and recharges the capacitors. The output voltage is given by

)
V, =V TV, =¢_Vd
(1-D) (53)
R [ 54D ]+ 4R, 8R,,R.D
\(-p)) (1-D) (1-D)’(2R, +R,)
DR

N+ m (R,301-D)-1)+R,, (1+2D))

2R,(1-D)+R,,(41-D)R +2(1+D)R,, R, +(2-D)R,
(2R +R,,) D(-D) D(I-D)

The theoretical analysis in this paper is based on non-ideal components; therefore

it is interesting to see the effect of the Equivalent Series Resistance (ESR) and switch
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turn on resistance on the efficiency against the output power. As it is illustrated in Figure
32, at high power, efficiency is highly dependent on the capacitor, inductor, and the
switch turn on ESRs. As shown, the ESR of the inductor has the highest effect on the
efficiency because the input current is high due to high gain of the converter which is
passing through the inductor. This means that the efficiency is more effective by the

inductor ESR.
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4.3 Voltage oriented maximum power point tracking by model predictive control

The main characteristic of model predictive control is predicting the future
behavior of the desired control variables [22]. The predicted variables will be used to
obtain the optimal switching state. The proposed MPPT algorithm is illustrated in Figure
33. The inputs to the algorithm are the PV system voltage and inductor current.

The inductor current and PV voltage when the switch is ON (£ =0) are given by

dl, (t)

= — 54
L=2= =V (0= 1, (OR, (54)
dVPV(t): _ 55
C—= =1y (0= 1,() (55)

and when the switch is OFF (£ =1) are given by

L%zVPV(Z)_IL(t)RL_Va(Z) (56)
WO _p )-1,0) (57)
dt

By using the Euler forward method, the derivatives in (54)-(57) can be approximated as

dy(t) _yplk+)-p(k) (58)
dt T,

where ¥ is the parameter for discretization, 7 is the sampling period and £ is discretized

L.

By the deriving discrete time set of equations, the behavior of control variable
can be predicted at next sampling time K. By using (54)-(57) and (58), the discrete time

model of the converter is given by (59)-(62), when the switch is ON (£ =0):
IL(K+1):1L(K){1—RLxTLS}+VPV(K)><]£ (59)
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Figure 33: Maximum power point tracking by MPC

Vo (K 1) =y (K) 1 ()= 1, (K2 (60)
and when the switch is turned OFF (&£=1):
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IL(K+1)=IL(K){1—RL xﬂ+V,,V(K)x§—Vd(K) (61)

Vo (K1) =V (K4 1, ()= 1,(K) < (62)

It can be seen from (59)-(62) that there are four inputs I;, V), I,, and V¢;. In
order to reduce the number of required sensors we can rearrange these equations by
decreasing the number of input variables. Therefore (60), (61), and (62) can be

represented as following

Vey (K+1) =2V, (K) =V, (K —1) (63)
I, (K+D)=1,(K) (64)

The derived equations can be expressed in matrix form by (65) and (66) when the

switch is ON and OFF (¢ = {0,1}) respectively
7—; TS
{1L<K+1)}:[1_RLXL LH 1K) H 0 }XVW(K_D(@)
Vpr (K +1) 0 2 Ve (K)] | -1

{VIL(KH)}:{I O}X{IL(K)}+{O}<VPV(K_D 66)
K+ |10 2] [V (K) | | -1

The detail of proposed maximum power point tracking methodology using model
predictive control is illustrated in Figure 33. The present switching state ({) is added as
an input to the algorithm to determine the inductor current (/;(k+1)) if the switch is ON
or OFF and then using this value for determination of reference current/voltage to be

tracked. The MPPT algorithm is based on the fact that the slope of the PV array power

curve is zero at the predicted MPP, positive on the left and negative on the right of the
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predicted MPP. Therefore the voltage and current at MPP can be determined by
comparing the predicted incremental and instantaneous conductance as illustrated in
Figure 33, the increment of the PV system voltage at each sampling time is presented by
(o) in Figure 33. This calculated current is the reference current for the cost function

subject to minimization. The cost function subject minimization is given by

gefo} = ‘TL (k+ 1)5:{0,1} =1, (k+ 1)‘ (67)

The final switching state is the state that minimizes (67); the complete procedure of the
controller is summarized in Figure 33.
4.4 Results and discussion

In this section the model predictive control for MPPT is compared to the
commonly used incremental conductance method with fixed variation of the duty cycle
of the converter. Directly comparing two control algorithms is challenging to create a
fair comparison. However in this section, not only the proposed predictive controller
technique has faster dynamic response to step change in solar irradiance level, but also it
has smaller steady-state ripple power. The detail performance comparison of both
controllers is presented in the following section.

The I-V and P-V characteristic of the PV systems for different irradiance levels
are illustrated in Figure 34. The SUNPOWER SPR-305-WHT is used as PV module
type. The PV module characteristics under standard test condition (STC: solar irradiance
= 1 kW/m?, cell temperature = 25 deg. C) are:

e Open circuit voltage (Voc) =64.2 V

e  Short-circuit current (Isc) = 5.96 A
71



e Voltage at MPP (Vyp) =54.7V

e Current at MPP (/) =5.58 A

The control algorithm is implemented in Matlab/Simulink; the sampling time 7
is 10 us. The detail descriptive results are illustrated in Figure 35-Figure 37. By
considering continuous operation of the PV systems over the year, the extra amount of
energy captured by the proposed MPPT technique is significant, particularly under the
cloudy sky condition such as solar irradiance level of Figure 6. Combination of the
proposed MPPT technique with high efficient inverters can enhance the total efficiency

of grid connected PV systems.

1 kW%mz
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< 0] Co7sKkm?
- |
] 0.5 kW/m?
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,,,,,,,, S
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Power (W)
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Figure 34: I-V and P-V characteristics of the array.
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Figure 35: PV current Simulation results comparison of the MPC versus INC
method under irradiance level change.

Figure 35 and Figure 36 illustrate the simulation results of the proposed MPC
and INC method. The MPPT is enabled at t=0.4 s, the system is tested under three
irradiance levels changes. The irradiance level of the case study is illustrated in Figure
37. The irradiance was initially 1000 W/m? until time 0.7 s, then the irradiance decreases

gradually at time 0.7 s from 1000 W/m? to 750 W/m?, and finally there is a step change
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Figure 36: PV voltage simulation results comparison of the MPC versus INC
method under irradiance level change.
in irradiance level at time 1.5 s from 750 W/m” to 1000 W/m”. As shown in Figure 35
the dynamic performance of the MPC method is better than the conventional INC
method. More specifically by applying a step change in the irradiance level from 750
W/m? to 1000 W/m? at time 1.5 s, when using the proposed MPC method the MPP is
achieved 0.05 s after the step change. Conversely it is about 0.15 s for conventional INC
method, which shows the proposed MPPT technique by MPC is much faster and more
efficient than the conventional INC method. The PV power of MPC and INC method are
presented in Figure 37, it demonstrate that for approximately similar steady state power
value the convergence time to MPP of the proposed MPC method is much smaller

comparing to the conventional INC method.
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Agilent E4360A solar array simulator (SAS), Matlab/Simulink, and dSpace
DS1103 are used for the experimental results. The control algorithm implemented in
Matlab/Simulink and applied to the hardware prototype by using dSpace DS1103
platform. The experimental prototype is illustrated in Figure 38. GeneSiC
Semiconductor GA35XCP12-247 used as a switch for the experimental setup. The
capacitor and inductor of 470 uF and 1 mH are used respectively. The experimental
implementation of the MPC-MPPT and INC-MPPT are illustrated in Figure 39-Figure
41and Figure 42-Figure 44 respectively to validate the simulation results. As it is shown,

they confirm the simulation results.

Figure 38: Experimental Setup.
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Figure 39: PV current, voltage, and power of MPC-MPPT.
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Figure 40: Zoomed in plot of PV current, voltage, and power by proposed MPC-
MPPT when the step change in irradiance level at time 1.5 s occur.
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Figure 43: Zoomed in plot of PV current, voltage, and power by proposed INC-
MPPT when the step change in irradiance level at time 1.5 s occur.
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Figure 44: Output to input voltage ratio using INC-MPPT.
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4.5 Efficiency analysis

The output power of the Agilent E4360A solar array simulator (converter input
power) and the converter output power for solar irradiance levels of 100 W/m? to 1000
W/m* are measured using YOKOGAWA WT1600 digital power meter. The expected
power from the solar array simulator at maximum power point is determined using its P-
V characteristics curve; these P-V curves for four irradiance levels are illustrated in
Figure 34. By using these information, the control effectiveness and converter
efficiency of the proposed MPC-MPPT procedure is investigate for solar irradiance
levels of 100 W/m* to 1000 W/m?, the results are illustrated in Figure 45. The MPPT
control effectiveness is calculated by dividing the measured output power of the solar
array simulator by the expected power at MPP from solar array simulator at each solar
irradiance level. The converter efficiency is calculated by dividing the measured output
power of the converter by the measured output power of the solar array simulator. The
results demonstrate that the true maximum power point has been tracked with high
efficacy, the worst case scenarios are for the solar irradiance levels of less than 400
W/m® which have control effectiveness of 93%-94%. The output power level of solar
array simulator and converter at the corresponding solar irradiance level are also plotted
in Figure 45.

Similarly, the efficiency and control effectiveness analysis are done for INC-
MPPT method, Figure 46. By comparing the effectiveness of MPC-MPPT to INC-

MPPT, it can be observed that the proposed method based on predictive controller is
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Figure 45: MPC-MPPT control effectiveness, converter efficiency, solar array
simulator power, and converter output power for solar irradiance of 100 W/m2 to

1000 W/m2.
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Figure 46: INC-MPPT control effectiveness, converter efficiency, solar array
simulator power, and converter output power for solar irradiance of 100 W/m2 to
1000 W/m2.
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Figure 47: Comparison of INC and MPC control effectiveness and converter
efficiency for solar irradiance levels of 100 W/m2 to 1000 W/m2.
more effective especially at low solar irradiance levels, and the tracked power is closer
to true maximum power point as illustrated in Figure 47. The solar array simulator side
voltage and current ripple at MPP is illustrated in Figure 48, this demonstrates that the
oscillation around the maximum power point is very small; as a result high effective
MPPT is achieved. Also, the converter output voltage and current ripple for solar
irradiance levels of 100 W/m® to 1000 W/m? are illustrated in Figure 49, the results
demonstrate that the ripple are small. Table 6 presents the comparison summary MPC-
MPPT and INC-MPPT, as it is demonstrated the proposed method has smaller maximum
percentage of overshoot/undershoot, smaller power oscillation around maximum power

point, with faster convergence time, and higher control effectiveness.
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Figure 48: Solar array simulator (SAS) voltage and current ripples for solar
irradiance of 100 W/m2 to 1000 W/m?2.
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Table 6. INC-MPPT versus MPC-MPPT comparison of step change dynamic
performance (750 W/m2 to 1000 W/m?2) and steady state perfomance (1000 W/m2)

Characteristics INC-MPPT MPC-MPPT
% of voltage ripple 0.79% 0.63%

% of current ripple 1.06% 0.72%
Steady state power 609.40 W 609.45 W
PV current o o

overshoot/undershoot 11.07% 9.7%
PV voltage o o
overshoot/undershoot 3:31% 4.78%
Convergence time 0.15s 0.05s
Control effectiveness 99.60% 99.65%

4.6 Conclusion

This paper presents a high effective MPPT technique based on MPC by

predicting the error at next sampling time before applying the switching signal. The

proposed predictive MPPT technique is compared to commonly used INC method to

show the benefits and improvements in the speed and efficiency of the MPPT. By

predicting the future behavior of the PV system, the proposed MPC method in an

elegant, embedded controller that has faster response than the conventional INC

technique under rapidly changing atmospheric condition without requiring expensive

sensing and communication equipment and networks to directly measure the changing

solar radiation. The dSpace DS1103 is used for implementing the control technique

experimentally. The effectiveness and efficiency of the proposed MPPT controller at

different solar irradiance levels are presented.
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5. MAXIMUM POWER POINT TRACKING OF GRID-TIED
PHOTOVOLTAIC SYSTEMS®

This section presents a maximum power point tracking (MPPT) technique using
model predictive control (MPC) for single phase grid connected photovoltaic (PV)
systems. The technique exhibits fast convergence, which is ideal for rapidly varying
environmental conditions such as changing temperature or insolation or changes in
morphology of the PV array itself. The maximum power of PV system is tracked by a
high gain DC-DC converter and feeds to the grid through a seven-level inverter.
Considering the stochastic behavior of the solar energy resources and the low conversion
efficiency of PV cells, operation at the maximum possible power point is necessary to
make the system economical.

The main contribution of this section is the development of incremental
conductance (INC) method using two-step model predictive control. The multilevel
inverter controller is based on fixed step current predictive control with small ripples and
low total harmonic distortion (THD). The proposed MPC method for the grid connected
PV system speeds up the control loop by sampling and predicting the error two steps
before the switching signal is applied. As a result, more energy will be captured from the
PV system and injected into grid particularly during partially cloudy sky. A comparison

of the developed MPPT technique to the conventional INC method shows significant

*Part of this section is reprinted with permission from M. B. Shadmand, M. Mosa, R. S. Balog,
and H. Abu Rub, “Maximum Power Point Tracking of Grid Connected Photovoltaic System
Employing Model Predictive Control,” Applied Power Electronics Conference & Exposition
(APEC), March, 2015, © 2015 IEEE.
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improvement in dynamic performance of the PV system. Implementation of the
proposed predictive control is presented using the dSPACE DS1103.
5.1 Description of complete system

The PV array can feed power to the grid through a DC/DC converter boosting the
output voltage and a grid connected inverter [81, 113-119]. The main contribution of this
section is the development of the INC method using a two-step model predictive control
for a multilevel boost DC-DC converter. The boost converter output power is fed to the
ac grid through a seven level inverter controlled by model based current predictive
method. By predicting the future behavior of the PV system, the proposed MPC method
in an elegant, embedded controller that has faster response than the conventional INC
technique under rapidly changing atmospheric conditions without requiring expensive
sensing and communications equipment and networks to directly measure the changing
solar insolation.

Figure 50 illustrates the general schematic of the complete grid connected
photovoltaic system controlled by predictive methods. As it is shown, the system
contains a multilevel DC-DC boost converter to extract the maximum power from the
PV arrays and to feed it into the grid through a seven level inverter. Since only one
switch is used in the selected multilevel boost DC-DC converter topology, the control
procedure is simpler than other topologies such as the switched capacitor converter with
a boost stage [112]. The output voltage of the DC-DC converter is proportional to the
number of levels, which can be increased by adding two additional capacitors and

diodes.
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The DC-DC converter in this section has three levels. At the dc-link stage of the
system, if the average voltage across the capacitor C; is V., then the average voltage
across capacitors C, and C; together will be 2Vy.. The detail mode of operation of this
DC-DC converter with two levels is presented in [92], this concept can be extended for
the three levels topology presented in this paper.

The seven level inverter topology used to feed power to the grid can be divided
into two parts: multilevel module and H-bridge inverter. The multilevel module is
cascaded with an H-Bridge inverter operating at low frequency to reduce the switching
losses. Table 7 demonstrates the summary of the output voltage levels as a function of
switching states. The state of the switches can be represented by 0 and 1, where state 0

means the switch is OFF, and state 1 means the switch is ON.

DC-DC Multilevel H-Bridge
Converter Module Inverter
Ve

x™ =

Cs=F P
XD,
CsF
K ? DI
>
s =
)
< ¥ Q1
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e
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EV]’)V Model Predictive Control signal E i signals | |-
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Figure 50: General schematic of the system and proposed model predictive control
for grid connected PV system.
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Table 7: Summary of output voltage levels as function of switching states.

Output Multilevel Inverter Switches States
Vg}taf;’e Q2 [ Q3 [ Qa| Qs | Qs | Q7| Qs | Qo[ Qo
out
+3 Ve 1 0 0 0 1 1 0 0 1
+2Vy. 1 0 1 1 0 1 0 0 1
+Vye 0 1 1 0 1 1 0 0 1
0 0 1 0 1 0 1 0 0 1
-Ve 0 1 1 0 1 0 1 1 0
-2V 1 0 1 1 0 0 1 1 0
-3Vge 1 0 0 0 1 0 1 1 0

5.2 Model predictive control of the system
5.2.1 Predictive maximum power point tracking
The discrete time model of the DC-DC converter is used to determine predicted

control variables:

1L1(1<+n+1)=1“(1<+n){1—ql xﬂwPV(K)st—(1—S)><VC(1<+n) (68)

1 1

Vo (K +n+1)=V,, (K)+[1,, (K +n)—1,,(K + n)]x% (69)

where n+1 is the number of steps in the future being predicted at the current K™ step; S
is 1 when the switch is ON and 0 when the switch is OFF; and T is the sampling time.
In this paper the control variables predicted two steps in horizon. Equations (68) and
(69) have four inputs Iri, Vpy, Ipy, and Ve. In order to reduce the number of sensors,
these equations can be rearranged by decreasing the number of input variables. Thus

(69) can be represented as
Vpy (K+2) =2V, (K +1) =V, (K) (70)

In order to calculate the value of control variables at time K+2, the estimated
value of the current of the inductor, L;, and PV voltage at time K+1 are used. Thus at
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sampling time K+2, four values for control variables are predicted and the optimum
value will be selected as illustrated graphically in Figure 51. The derived equations can

be expressed in matrix form by (71) and (72) when the switch is ON and OFF

respectively

I, T,
{[LI(KJJ)}:P—”UXL A X{I“(KH)}{O}XVW(K) (71)
Vo (K +2) o 5| Wm&+D] [~
{ILI(K+2)}:[1 O}X{I“(KH)}+{O}<VPV(K) (72)
Vo, (K+2)| |0 2|7V, (K+1)| |1

The summary of the proposed MPPT algorithm is illustrated in Figure 52.

< Time

Sampling time ~ Sampling time
interval 1 interval 2

I ?} 4 Lu(k+2),

t=k t=k+1

Optimal value at

Predicted current at first step; second step

these values are used to predict
current for second step

Figure 51: Prediction of PV array side current observation.

5.2.2 Predictive current control

The next step is the current predictive control of the multilevel inverter. The load

current in continuous form can be determined using the following expression
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Inputs : [, (k),V,, (k)

v

1,(K+2)= 1L,(1<+1){1 -, xﬂ+ VP,,(K)X%—(I—S)><V(;(K+1)
1 1
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Vg k+2)=V,, (k)-« Vi (k+2) =V, (k)+a
[ ° |

v
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VPV (k)= VPV (k+2)

Figure 52: MPC maximum power point tracking procedure.

y

A

di .
Vour = Ly ;;2 T 1l T Ve (73)
By using the Euler forward method, the derivative in (73) can be approximately

discretize as

L2 dcilm = iLZ(K +1)_iL2(K) (74)
t T

s
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where T is the sampling period. Based on (73) and (74) the load side current can be

predicted for # steps in horizon of time by using

i, (K+n) :{1— 712l }'Lz K+n=D)45 0, (Kn-T)—vg (K+n-1)) (75
L, L,
where i;,(K+n) is the predicted value of the grid side current at time K+n. In this section,

ir> 1s predicted two steps, n=2, into the horizon of time as illustrated in Figure 53. The

reference current to be tracked and the cost function, g, is given by

i (K +n)= %\EIPV(K +n)XV,, (K +n) (76)
g =iy (K+n)=i,,(K +n) (77)
iLZ

) \ Time
—

Sampling time  Sampling time
interval 1 interval 2

e ;LZ (k+2),

) Optimal value at
Predicted currents at first step second step

and selecting the optimal value

Figure 53: Prediction of grid side current observation.
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The cost function needs to be minimized by evaluating all of the possible switching
states presented in Table 7 for each step. The summary of optimal switching state

selection procedure is illustrated in Figure 54.

Inputs : i (K),vg,.(K), v(K )Ly (K).V (K)

sz(K+n>=[1—"L;TS jiLz(K+n—1>+f‘(vm,f(K+n—1)—v6,.,-4(1<+n—1»

2 2

iy (K +n) =L1PV(K+n)xV,,V(K+n)

2202

v

i (K +m) =iy, (K +)|

v

Optimizer

g=

Apply optimal
switching states

End

Figure 54: Model predictive control of the multilevel inverter.
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5.3 Results and discussion
The proposed controller for the PV system is modeled in MATLAB-Simulink,

and implemented in dSPACE DS1103. The I-V and P-V characteristics of the PV system
for different irradiance levels are illustrated in Figure 55. The SUNPOWER SPR-305-
WHT is used as PV module type. The PV module characteristics under standard test
condition (STC: solar irradiance = 1 kW/m2, cell temperature = 25 deg. C) are:

*  Open circuit voltage (Voc) = 64.2 V

»  Short-circuit current (Isc) =5.96 A

* Voltage at MPP (VMP) =54.7 V

* Current at MPP (IMP) =5.58 A

The sampling time, Ts, is 10 ps. In this paper the MPC for MPPT is compared to
the commonly used incremental conductance method. Figure 56 illustrates the
simulation results of the proposed MPC and INC method. As it is shown the MPPT is
enabled at time 0.1 s, the irradiance decreases gradually at time 0.3 s from 1250 W/m2 to
1000 W/m2, and finally there is a step change in irradiance level at time 0.6 s from 1000
W/m2 to 1250 W/m2. By comparing Figure 56 (d) and (g) to (i) and (h) respectively, it
can be noticed that the maximum power is tracked much faster when using two steps in
MPC-MPPT than the conventional INC-MPPT method. The maximum power point
when using two steps MPC-MPPT is achieved 1 ms after the step change in solar
irradiance occurred. Conversely it is about 4 ms for conventional INC-MPPT. By

considering continuous operation of the PV systems over the year, the extra amount of

92



energy captured by the proposed MPPT technique is significant, particularly under the
cloudy sky condition such as solar irradiance level of Figure 6.

The simulation results of the grid side voltage and current, using MPC for the
multilevel inverter, is illustrated in Figure 57. Figure 57 (a) and (c) show that the unity
power factor is achieved and that the controller response to the step change in solar
irradiance level at time 0.6 s is very fast.

The simulation results are validated experimentally by real-time implementation
of the control strategy with dSPACE DS1103. Figure 58 (a) illustrates the PV side
voltage and current, the step change response at time 0.6 s is zoomed in. Figure 58 (b)
demonstrates the output voltage of the 7 level grid connected inverter. The grid side
voltage and current are illustrated in Figure 58 (c) when the step change occurs in solar
irradiance at time 0.6 s. As it is illustrated the injected current to the grid has fast
dynamic response. The THD of the grid side current is about 1.8% which is within the

IEEE-519 standard [120].

.
sk 125 KW/m2

T | st
0 10 20 30 40 50 60 70
Voltage (V)

Figure 55: I-V and P-V characteristics of the PV array.
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Figure 56: Simulation results of MPPT
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(c) Zoomed in plot of the injected current to the grid by using MPC-MPPT and
predictive control of 7 level inverter at time 0.6 s

Figure 57: Simulation result of grid side
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Figure 58: Experimental validation of the control algorithm by real-time
implementation
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Figure 59: Spectrum analysis of grid side current (iz,)
5.4 Conclusion

This paper presents an improved MPPT technique using MPC for grid connected
photovoltaic systems by predicting the error at the next sampling time before applying
the switching signal. The proposed two steps predictive MPPT technique is compared to
the commonly used INC method to show improvement in the dynamic performance and
efficiency of the MPPT. The technique exhibits fast convergence, which is ideal for
rapidly varying environmental conditions such as changing temperature or insolation or
changes in morphology of the PV array itself. As a result, more energy will be captured
from the PV system and injected into grid particularly during partially cloudy sky
without requiring expensive sensing and communications equipment and networks to
directly measure the changing solar insolation.

The maximized captured energy is fed to the grid though a 7 level inverter
controlled by means of predictive control. High quality current, with low THD and in-
phase with the grid voltage, is achieved and injected into the grid by using the proposed
predictive controller. The dSPACE DS1103 is used for implementing the control

technique experimentally.
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6. MAXIMUM POWER POINT TRACKING USING MODEL PREDICTIVE
CONTROL FOR FLYBACK CONVERTER’

This section presents a digital model predictive control technique to employ the
MPPT for flyback converter for photovoltaic applications. The main contribution of this
section is improvement of the Perturb and Observe (P&O) method through a fixed step
predictive control under measured fast solar radiation variation. A characteristic of MPC
is the use of system models for selecting optimal actuations, thus evaluating the effect of
model parameter mismatch on control effectiveness is of interest. In this section the load
model is eliminated from the proposed MPC formulation by using an observer based
technique. The sensitivity analysis results indicate a more robust controller to
uncertainty and disturbances in the resistive load.

Many standards are developed to ensure the safe and efficient power generation
particularly under dynamic weather conditions. The performance of the proposed less
sensitive model based MPPT is evaluated on the basis of European Efficiency Test, EN
50530 which evaluates the performance of PV systems under dynamic environment
conditions. The proposed MPC-MPPT technique for a flyback converter is implemented

using the dSPACE DS1007.

*Part of this section is reprinted with permission from M. B. Shadmand, R. S. Balog, and H. Abu
Rub, “Model Predictive Control of PV Sources in a Smart DC Distribution System: Maximum
Power Point Tracking and Droop Control,” IEEE Transactions on Energy Conversion,
November, 2014, © 2014 IEEE and M. B. Shadmand, R. S. Balog, and H. Abu Rub, “Maximum
Power Point Tracking using Model Predictive Control of a Flyback Converter for Photovoltaic
Applications,” Power & Energy Conference at Illinois (PECI), February, 2014, © 2014 IEEE
and M. Metry, M. B. Shadmand, R. S. Balog, and H. Abu Rub, “High Efficiency MPPT by
Model Predictive Control Considering Load Disturbances for Photovoltaic Applications Under
Dynamic Weather Condition,” Industrial Electronics Conference (IECON), November, 2015, ©
2015 IEEE.
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6.1 Current oriented maximum power point tracking by model predictive control

P&O is a well-known technique with relatively good performance; however,
P&O method cannot always converge to the true maximum power point. Also, the
performance of P&O technique under dynamic weather condition may not be
satisfactory. These weather conditions are very common in most part of the world such
as the selected geographical location presented in Figure 6. A large variability in the
instantaneous PV generation can be seen in Figure 6; in few seconds the power
generated dropped almost in half due to transients of cloud coverage. The overall
efficiency of PV systems depends on three main factors: the conversion efficiency of the
PV module, the efficiency of the dc/dc conversion stage, and the control effectiveness of
the MPPT technique. This section presents a highly efficient MPPT technique by using
Model Predictive Control (MPC) with low sensitivity to load disturbances. The
performance of the proposed controller is validated by considering the European
Efficiency test, EN 50530.

A flyback converter is chosen as a DC/DC converter, Figure 60. P&O determines
the reference current for the MPC which determines the next switching state as
illustrated in Figure 61. This technique predicts the error of the next sampling time and
based on optimization of the cost function g, illustrated in Figure 62, the switching state
will be determined. The inputs to the predictive controller are the PV system current and
voltage, and the reference current.

By using the discrete time set of equations, the behavior of control variable can

be predicted at the next sampling time £+1. The proposed methodology is based on the
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fact that the slope of the PV array power curve is zero at the predicted MPP, positive on
the left and negative on the right of the predicted MPP. In continuous conduction mode,
the discrete time set of equations of the flyback converter shown in Figure 60 is given by

(78) and (79) when switch is “ON” and (80) and (81) when switch is “OFF” [121]:

Ipy (k+1) :%VPV(k)'i'iPV(k) (78)
ve(k+1)= (1 —;zjvc (k) (79)
iy (k1) =iy () =2y, () (80)
L.n
T, T,
15 _ts 81
velk D) == Lipy (k) +(1 chvc(k) (81)

Snubber Transformer

Irv Circuit Is
e - Bt—>
) L +
. : r
: : CT= VeS8
. ; Q
2 P g:
- [ '
=
S : :
= ; ;
> : :
A~ S
Switch ':
Switching
Signal
va_) Model
Predictive »| P&O
Ipv ) Control

Figure 60: Flyback converter with snubber circuit.
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The PV current i, (k+1) is determined from (78), (80) and the reference current, 7.
found using the procedure illustrated in Figure 61. The cost function for the MPC

algorithm is

8s-01 = iPVS:m (k+1)- iref (32)

The switching state for the MPPT controller is determined by minimizing the cost

function g using the procedure in Figure 62.

Ai =ipy (k) =ipy (k1)
Av=vp, (k)=vpy (k—1)

YES

Ly =1py (k) —02 Iy =lpy (k) +a Loy =Ipy (k)

w/ / Return ;\

Figure 61: MPC procedure to determine reference current using P&O.
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Start

vpy (k), ipy (k), irEf

v

Calculate:
ipy s=01(k+1)

v

8s=01 = ‘iPV,szo,l(k +1) =i,

YES
8s=0 <gs:1 s=0
NO
s=1

;

Figure 62: MPC-MPPT procedure.

However in this section we consider MPC-MPPT for one step in the horizon.
Generalizing the concept, the discrete time equation can be extended to n-step in the

horizon as following
. . T, T
iy (k+n+1)=i,, (k+n)—S=2v,, (k)+(1=8)=v.(k+n) (83)
L Ln
ve(k+n+1)=$ 1—T5jv ) +1=8)L0 (k+n) (34)
¢ RC) € cn ™

where S is the switching state and 7 is the sampling time. By increasing the number of
steps to two or three, the computation time will be increased but better control

performance will be achieved.
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The I-V and P-V characteristic of the PV systems used in this paper for different
irradiance levels are illustrated in Figure 55. In this section the model predictive control
for MPPT is compared to the commonly used perturb and observed method. The
sampling time 7, is 10 us. Figure 63 illustrate the simulation results of the proposed
MPC and conventional P&O method. The system is tested under three irradiance level
changes, the irradiance level is initially 750 W/m” then decreases gradually at time 0.7 s
to 500 W/m®, and finally there is a step change in irradiance level at time 1.5 s from 500
W/m® to 750 W/m®. As illustrated in Figure 63 the dynamic performance of the MPC
method is better than the conventional P&O method. More specifically by applying a
step change in the irradiance at time 1.5 s, when using the proposed MPC method the
MPP is tracked at time 1.52 s, conversely when using the P&O method the MPP is
tracked at time 1.60 s. The detail descriptive plots are illustrated in Figure 63.
Matlab/Simulink and dSPACE DS1103 is used for the experimental implementation.

Figure 64 and Figure 65 illustrate the implementation of the MPC-MPPT and
Figure 66 demonstrates the implementation of conventional P&O-MPPT method. As it

is shown, they confirm the simulation results.
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Figure 64: PV current, voltage, and power of MPC-MPPT.
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Figure 65: PV current, voltage, and power response to step change in the irradiance
from 500 W/m’ to 750 W/m? when using MPC-MPPT method.
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Figure 66: MPC-MPPT procedure.

6.2 Elimination of load model

Figure 67 illustrates the general diagram of the proposed MPC technique for
MPPT of PV system. The Flyback converter, as a DC/DC boosting stage converter, is
controlled using 2-step MPC-MPPT. In the proposed technique, the measured PV
voltage and current as well as capacitor voltage are used to estimate the voltage and
current of PV at sampling time £+2. Plant 1 and 2 in Figure 67 demonstrate the model of
the converter when the switch (S) is ON and OFF respectively. Then the outputs of the
predictive model of the converter are the input for MPPT algorithm. This algorithm uses
this predicted information to determine the reference current to track. This reference
current with predicted parameters are the input to a cost function subject to minimization
that determines the switching action for the converter switch. A more detail procedure of

the proposed technique is presented in Figure 71 and will be explained in this section.
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From Figure 68 and Figure 69, model equations are derived as (85) when the switch is

closed, and (86) when the switch is open.

di -
L, ey, cBe Ve (85)
dt , dt R
di,, :—VC Cﬂ:DIPV _& (86)
"odt n dt n R

s

The discrete time model for the topology can be obtained by using the Euler

approximation technique in (3).

di, _ L~ L AV Vg " Vey (87)
dt T dt T

s s

Snubber  Transformer
ooy

Ipy Circuit { 1:n 3 I
> s =% 3 Pt-—>
e -
§ C=R W
2 % i
=4 {‘ ) ° -
g S S—
= Vv
>
A
L
Switch B

T\

Switching signal

Optimization of
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Figure 67: General schematic of the system and proposed model predictive control
for flyback converter.
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By deriving the discrete time set of equations, the behavior of control variable
can be predicted at next sampling time k+/. The proposed methodology is based on the
fact that the slope of the PV array power curve is zero at the predicted MPP, positive on
the left and negative on the right of the predicted MPP. Applying the approximations in
(87) to relations in (85) and (86) yields: (88) and (89) when the switch is closed, and

(90) and (91) when the switch is open.

IPV(k+1)=%VPV(k)+1PV(k) (88)

_ T 1-D 89

VPV(k+1)—{VP,,(k) (RCJV (k)}( DJ (89)
T

Ly, (k+1)=1,,(k)- SV(k) (90)

DT, Iy 1-D 91

Yy (k1) = [ S V(k)wpy(k)}( Dj 1)
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While model-based relations offer greater robustness, a drawback of such system, in
general, is its dependence on the model variables. Load resistance is highly variable and
sudden perturbation in the load can render the full system unstable. Hence, a simple, yet
effective solution is to provide better monitoring on the load using an observer based
approach that uses the already existing sensors in the flyback converter model. Relations
for the resistor value can be inferred using the same flyback converter models (Figure 68
and Figure 69).

The relation between input and output current is given by:

- IPV(QJL (92)

D )n
The load resistance relation can then be estimated as:

=R == % 2
‘ py(k)( jn

Therefore, using the already existing input current and output voltage sensors,
equation (93) for load resistance provides an accurate estimation of the load wihout
directly sensing it. In which case y, an observer based estimator for the load, can be
applied to equations (88)-(91) to determine the predicted value for Vpy(k+1) and

Ipi(k+1) which then summarize to (94) and (95).

]PV(k+1)=IPV(k)+[TL Vi (R)]S — [ V()1 -5) (94)

me(k+1)={vpy(k> (;]V O+ (910 - S)}(l D] (©5)

where S is the status of the switch.
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Figure 70: Prediction of PV array side current and voltage observation.

While, the model-based relations add great perfomance improvements as
discussed in [122-124], previous work has suggested the addition of a second stage of
predictive control for even better system perfomance and model accuracy [125]. In order
to predict the control variables at time k+2, the estimated value of the PV current, PV

voltage and output voltage at time k+1 are used. Thus at sampling time k+2, four
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values for control variables are predicted and the optimum value is selected as
illustrated graphically in Figure 70. Equations (94), (95) are adjusted to get (96), (97)

for two-stage MPC.

Ly (k+2)=1,, (k+1)+ [% v, (k+1)]S - [%S V. (k+D)]1-S) (96)
n

_ NES DIy _o =2 (97)
pr(k+2)—[m<k+1) ( }CJVc(k+1)+[nC 1, (k10 S)}( nD]

The model used for prediction is a discrete-time model, which can be presented as state

space model:

1S 13- .
{IW U‘”ﬂ{ 1 L Ln j]{{/;,ygkﬂﬂ ©8)

V,, (k+2) DQ(l—S)(l—Dj (1—1)] i(l—D
nC nD nD )C \ nD Velk+D)

After determination of the reference voltage using the procedure shown in Figure 71, the

cost function subject to minimization can be obtained as in (99).
8s-01= ‘VPVSZOJ (k+2)- Vn»/" (99)

This model can then be generalized to m-stage MPC as formulated in (100).

{IW (k+m+ 1)} L Ln Vp, (k +m)

Vo (k+m+1) |~ Dt(l—s>[1—Dj (1—1)) ;n(l—D
nC nD nD »C \nD Velk+m)

1 s 1A-5) } TP,,(mm)} (100)

me0,1,2,..N

The system is implemented using SUNPOWER SPR-305-WHT as PV module
type. The PV module characteristics under standard test condition (STC: solar irradiance
= 1 kW/m2, cell temperature = 25 deg. C) are: Open circuit voltage (Voc) = 64.2 V,
Short-circuit current (Isc) = 5.96 A, Voltage at MPP (Vyp) = 54.7 V, and Current at

MPP (Imp) = 5.58 A.
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Figure 71: MPC-MPPT procedure to determine reference voltage, and
determination of switching state using cost function minimization.
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Two modules are connected in parallel with the I-V and P-V characteristic of the
string illustrated in Figure 55. Voltage, current and power outputs in response to steps in
the characteristics of Figure 72 are plotted in Figure 73, Figure 74, and Figure 75
respectively. Step response of PV power when irradiance is changed from 500 to 750
W/m? is shown in Figure 76. And finally power ripple at STC (1000 W/m?) is 0.082%

and is shown in Figure 77.
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Figure 72: Solar Irradiance Applied Steps.
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Figure 73: PV Voltage using MPC-MPPT.
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Figure 74: PV Current using MPC-MPPT.
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Figure 76: PV Power step response to irradiance change.
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Power Ripple at STC (IR=1000 W/m*2) with MPC-MPPT
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Figure 77: PV Power ripple at STC.

The proposed controller is implemented in real time experimentally by using
dSPACE DS1007 plat form; the step change response and the current and voltage ripple
at 750 W/m® of the proposed MPPT technique in real time are illustrated in Figure 78
and Figure 79 respectively.

To further illustrate the capabilities of 2-steps MPC-MPPT without the R model,
some parameters were varied in the circuit and the system performance is evaluated.
Figure 80 shows the response to uncertainty in transformer leakage inductance value on
the error in voltage and current at MPP. The inductance value is underestimate and
overestimated 50%. Figure 81 shows the response to uncertainty in transformer leakage
resistance value for 50% underestimate and overestimate.

Then to illustrate the operation of the surrogate to the R model in MPC, a
comparison was made for the error percentage comparing the conventional MPC with
the R model and the MPC with the observer based estimation of the R model. As
presented in Figure 82, the proposed MPC with observer based estimation of R model is

much less sensitive to disturbances in the resistive load.
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Figure 79: PV voltage and current ripple at 750 W/m?.
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Figure 82: A comparison on varying load resistance between MPC with R
dependence and MPC without R dependence.

Thus in this section a two-step MPC was studied and generalized for m-stage
MPC. Then an observer based estimation of the resistive load is derived to eliminate the
R model from the MPC and reduce the sensitivity of the controller to disturbances in the
load. Effect of model parameter mismatch on the performance of the controller is
presented. The simulation results indicate that the sensitivity of modified formulation of
MPC is reduced to disturbances and uncertainty in load.
6.3 Efficiency analysis under dynamic weather condition

Performance evaluation of MPPT techniques depends largely on the test being
conducted. Different literature suggests different test types like step changes. While,
such tests may prove the effectiveness of the system during such test, they fail to follow
a standardized acceptance [126]. Therefore, using a globally accepted test for MPPT is

essential to evaluate a system’s performance.
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To overcome the inconsistency in performance tests, an international working
group was set up in late 2006 to develop a standardized test that takes into account both
MPPT accuracy and conversion efficiency [126]. The test was accepted as a standard in
the European union by the end of 2009 and published as The Standard EN 50530 Test
[126].

The dynamic EN 50530 standard tests are run under rapidly changing weather
conditions. It combines rising and falling ramp profiles with different slopes to represent
insolation levels [126]. The principle of test sequence is illustrated in Fig. 7
parametrically. The slope of each ramp is named {, which is incrementally increasing by
a factor of ¢, this sequence is repeated n times during the period under the test. The test
is made of three components as in Fig. 8: (A) Low to medium insolation (150-
500W/m?), (B) medium to high insolation (300-1000W/m?) and (C) startup and
shutdown insolation (2-100W/m?). Slopes for (A) vary from 0.5 W/m?*/s to 50 W/m?/s,
while slopes for (B) vary from 10 W/m*/s to 100 W/m?/s.

According to the standard, the test looks into both MPPT accuracy and
conversion efficiency of grid connected PV systems [126]. Since the target of this
efficiency test is the control effectiveness of the MPPT technique not the conversion
stage, inverter, of PV system, this test is also valid for the MPPT accuracy of the off-grid
PV system [127]. In this paper this test is applied to the proposed MPC technique to
validate its performance. By which case the inverter efficiency calculation is not made

and segment (C) of the test is disregarded [127].
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To assess the dynamic performance of the MPPT accuracy, the output power
calculated from the measured voltage and measured current is compare to the ideal

maximum power point. Then the control effectiveness is determined.

7 repeating sequence

1000

500

300
150

Solar Irradiance Level (W/m”2)

Time (s)

Figure 83: Test sequence principle, medium to high solar irradiance level (black
solid line) and low to medium solar irradiance level (blue dashed line).

The EN 50530 test is run on the system and performance results for duty cycle,
power, voltage and current are as shown in Figs. 10-13. The sampling time of the
controller is 1us, the switching frequency is 5 kHz, and the sampling time for recording
the data is 1 ms. Due to highly effective MPPT, the real expected power from the PV is
not added to the curve since they are overlapping and it is not clear how much the error
is at each test segment. Thus the control effectiveness is determined for the duration
under the test and plotted in Fig. 13 and 14. Fig. 14 demonstrates the control

effectiveness of the proposed MPC-MPPT during 183 minutes of the test run. The
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control effectiveness versus the power at the MPP for different value of  during the test

run is plotted in Fig. 9. As it is illustrated in these two plots, the lowest control

effectiveness during the run test is 97%. The average of the control effectiveness is

98.8% percent for different power and  values. However it can be seen that in most of

the time the proposed MPPT technique gives control effectiveness of more than 99.5%

which demonstrate the accuracy and fast convergence of the proposed technique.
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Figure 85: Duty cycle of the flyback converter under dynamic test.
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6.4 Conclusion

This section presented a performance evaluation on an efficient MPPT technique
that predicts the error at next sampling time before applying the switching signal using
MPC. A two-step MPC was studied and generalized for m-stage MPC. Then an observer
based estimation of the resistive load is derived to eliminate the R model from the MPC
and reduce the sensitivity of the controller to disturbances in the load. Results of
system’s performance using the EN 50530 test are presented in this paper. Performance
results met and surpassed the requirements for the system and validate such system in a

globally accepted performance evaluation.
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7. DROOP PREDICTIVE CONTROL IN DC MICROGRID SYSTEM"

In a DC distribution system, where multiple power sources supply a common
bus, current sharing is an important issue. When renewable energy resources are
considered, such as photovoltaic (PV), DC/DC converters are needed to decouple the
source voltage, which can vary due to operating conditions and Maximum Power Point
Tracking (MPPT), from the DC bus voltage. Since different sources may have different
power delivery capacities that may vary with time, coordination of the interface to the
bus is of paramount importance to ensure reliable system operation. Further, since these
sources are most likely distributed throughout the system, distributed controls are needed
to ensure a robust and fault tolerant control system. This section presents a Model
Predictive Control-based droop (MPC-DROOP) current regulator to interface PV in
smart DC distribution systems. Back-to-back DC/DC converters control both the input
current from the PV module, known as maximum power point tracking, and the droop
characteristic of the output current injected into the distribution bus. The predictive
controller speeds up both of the control loops since it predicts and corrects error before
the switching signal is applied to the respective converter.

Direct current (DC) electrical systems are gaining popularity due in part to high
efficiency, high reliability and ease of interconnection of the renewable sources

compared to alternating current (AC) systems [1, 2]. DC microgrids have been proposed

*Part of this section is reprinted with permission from M. B. Shadmand, R. S. Balog, and H. Abu
Rub, “Model Predictive Control of PV Sources in a Smart DC Distribution System: Maximum
Power Point Tracking and Droop Control,” IEEE Transactions on Energy Conversion,
November, 2014, © 2014 IEEE.
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to improve point-of-load energy availability and to integrate disparate renewable energy

sources with energy storage [3]. Various renewable energy sources such as PV systems

have natural dc couplings; therefore it is more efficient to connect these sources directly

to DC microgrid by using DC/DC converters.
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Figure 91: Multiple-sourced DC distribution system with central storage.

A DC microgrid system with distributed PV and centralized battery storage,

illustrated in Figure 91 as part of hybrid distribution system of Figure 1, is an attractive

technology solution for communities to "go-green” while simultaneously ensures

reliable electricity. The PV arrays can delivery power to the system through a DC/DC

converter boosting the output voltage. A maximum power point tracking (MPPT) control
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technique presented earlier is required for the PV system to operate at the maximum
power point [105, 128, 129] but produces output voltage that is not constant. Thus a
second DC/DC converter is added to control the current and voltage fed into the DC bus
[130]. Although power from the PV is now processed twice, DC/DC converters have
very high efficiency and the back-to-back converters (Figure 91) would have
comparable, if not better efficiency, than ac systems based on a contemporary, best-in-
class inverter of comparable power rating [6, 131, 132].

In a DC microgrid system where multiple PV source converters supply the same
bus, current sharing is an important consideration [1]. Theoretically, identical supply
converters will share the load current equally. However, mismatches in components and
feedback networks as well as different impedances at different locations on the DC bus
can cause imbalance in current sharing. If significant, this imbalance can result in
overload and thermal stresses which could jeopardize system reliability. The reliability
of a single-bus DC system can be improved by using autonomous local controls rather
than a central controller [133]. Droop control is one of such control technique that
controls the output current from the source in response to the sensed bus voltage [134].
Since no communication is needed to coordinate controllers, the system is robust and
cyber-secure [135]. The contribution of this section is to develop the conventional droop
control methodology by means of MPC for smart DC distribution systems. The
developed droop control by MPC proposed in this section enables a stable process
control due to the nature of MPC that is predicting the error before the control signal

applied to the converter.
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Figure 91, as part of hybrid distribution system of Figure 1, illustrates the general
schematic of the proposed smart DC microgrid. Multiple PV arrays using MPC-MPPT to
supply power through a MPC-DROOP converter into the DC distribution bus is
presented. According to the availability of power from PV sources, the MPC-DROOP
adjusts the droop characteristics of the DC/DC converter. In practice, the MPC-MPPT
and MPC-DROOP would be integrated into a single system component, delineated by
the dotted line in Figure 91.

7.1 Methods of load sharing

Whenever sources are operated in parallel, for fault-tolerant design or higher
output power, current sharing is an important consideration. The methods for load
sharing reported in the literature fall into two groups: active sharing and droop control
[136, 137]. Droop control uses the sensed bus voltage at the output of each source to
automatically share current. The focus of this section is droop control by using model
predictive control principles because it is form of autonomous local control. The
reliability of a single-bus dc microgrid system, such as the system illustrated in Figure 1,
can be improved by using autonomous local controls for both supply-side and load-side
management.

Active current-sharing techniques involve a control structure and a method of
programming individual converters with a reference current. One implementation is to
use a master/slave configuration such that one dc source is designated as the master and

is used to control the bus voltage.
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The remaining dc sources, designated as slaves, operate as current sources. This
strategy produces a stiff bus voltage and controlled load dispatch at each source. There
are two main limitations of this technique: high-speed communication is required and a
single point failure can disable the entire system [138]. In practice, active current sharing
techniques are best suited for physically small systems, such as paralleled voltage
regulator module (VRM) applications. If the topology were fixed and known a priori,
more sophisticated controls such as interleaving can be used to reduce ripple [139].

7.2 Supply-side: droop predictive control

In droop control, the output voltage of the source drops as current increases. This
is a form of local control since converters autonomously share load current by sensing
the local bus voltage. Droop control can be as simple as a series resistance or a more
efficient closed-loop controller such as a phase-angle controller in a rectifier source
converter. This scheme has been proposed for use in large-scale distributed systems
[140] with dynamically changing topologies since it supports plug-and-play
reconfiguration and system scaling, and is robust to component failures.

In this section MPC is used for the droop control. MPC can forecast the error
using the model of the system behavior, thus speed up stabilization process. In the
proposed control scheme by using the predicted parameters and locally measured
reference voltage, the reference current for each parallel converters is determined.
Consequently no communication between converters is required; as a result the
reliability of the system increases. Then the determined reference current is used as an

input to a hysteresis current controller [141] for tracking the reference current and
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generating the switching signal. The complete control procedure is illustrated in Figure
92. Since the second DC/DC converter for droop control is flyback converter, the
discrete time model derived in previous section for MPPT can be used here.

The predicted variables [, and Vg, are the current and voltage at the output
terminals of the converter at next sampling time. The voltage at the output, the bus
voltage, is low-pass filtered and used to close a feedback loop. The droop gain K
converts the voltage error into a current command for the source converter; it is included
in the compensator block in Figure 92. Assuming the converter current perfectly tracks

the reference current, the steady state droop relationship is

1

ref = K(I/ref _VBuS) ( 1 O 1)
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Figure 92: Droop MPC control of the DC/DC converters.
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The proposed distributed system controlled by droop MPC is inherently robust
because droop control automatically shares current among the available converters
without the need for a central controller to redispatch the source converters. If a
converter turns off or fails, the remaining converters sense a decrease in bus voltage and
increase their respective output current to compensate for the lost source.

Consider a system (Figure 93) comprised of five PV arrays on a common dc bus
supplying 1500 W of total load. Each PV source converter has a load-line that describes
the v-i terminal characteristics (Figure 93). Assuming negligible bus impedance, the
solution to the base case (where all converters are operational) results in the bus voltage
Vop; with each converter supplying Ipp; current. The analytical solution for the operating
point is found by solving the load-flow equations for n source converters and m

constant-power loads:

1 P
Voc,n_]nszbus’ Vl/l, Zln =ZVm (102)
n n m | bus

Contingency analysis is shown graphically in Figure 93. As the number of PV
(source) converters decreases, the bus voltage drops. Since the load is now shared by
fewer sources, the current from each remaining source increases. The analytical
solutions for two case contingencies and the base case are presented in Table 8. It is
observed that the droop gain is the slope of the v-i curve and modifies the actual source

impedance. So a simple model for a source converter is

Vs=Voc_%is (103)
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where the droop gain K can be defined in terms of a resistance K=VR,,,

Voc

Vopl

op2

Vop3

I I

Iopl Iop2 Iop3 Imax Iopl Iop2

I 1 1
Iop3 Imax Iopl IopZ Iop3 Imax

Iop] Iop2 Iop3 Imax Iopl IopZ Iop3 Imax

Figure 93: Illustration of supply current-sharing using droop-control. The droop
characteristic of the output convertor regulates the current supplied into the bus. If
all supplies are identical, with the same supply capability, then current is evenly
shared. Adjusting the droop characteristic can allows current to be shared
automatically in arbitrary proportion, as in the case of unequal supply capabilities.

Table 8. Current sharing under droop-control as the number of source converters

decreases.
Number of sources
5 4 2
Vop 48V 4550V 37.50V
Iop 6.25 A 8.24 A 20 A
Tius 31.25A 32.96 A 40 A
Pioag 1,500 W 1,500 W 1,500 W

Although droop control can be as simple as a series resistance, a more energy
efficient choice is a closed-loop controller, such as MPC used in this section. For an

arbitrary source converter, the permissible droop resistance is lower bounded by the

actual source resistance of the converter:

Ry < Rdroop (104)
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In the previous example, the PV converters are assumed to be identical with
identical droop characteristics. Thus the total load current is shared equally. In general,
however, each converter can have an arbitrary droop characteristic representing its

operating parameters, power limits, or preferred dispatch:

Riyoop =1%Rs,whereOS(p<l (105)

Thus, droop controller result in current sharing and directly affect the system
dynamic behavior.

7.3 Load-side: dynamic load interruption

In a power system in steady state, the supply is matched to the load and the
system is stable. However, many dc distribution systems are electrically weak and do not
have the spinning reserves or other stability mechanisms. The bus voltage can sag for a
number of reasons such as partial loss of generation, increase in load, or topological
reconfiguration. Further, tight voltage regulation in dc-dc converters makes them operate
as constant power loads which draw increasing current for decreasing bus voltage,
possibly leading to further voltage sag or even voltage collapse.

Demand-side management is a suite of techniques that control the loads so that
they become integral components in system stability. Interruptible load is one method
that provides curtailment of demand to promote system security. Autonomous local
control is investigated to perform this load-side control and improve system reliability.
7.3.1 The P-V curve

The P-V curve is a useful tool to visualize the operation of a power system.

Figure 94 illustrates a family of the familiar p-v system curve. Maximum power
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transmission (MPT) occurs at the nose were the source impedance and load impedance
are equal. In a dc system, the bus voltage drops as the load increases due to voltage-
divider action of the source impedance and the load impedance.

Vbus

V oc  [TTTTTTTTTTMMRMEMRIMMMMMLTuaaaaa.,

VUVP

MPT

RERET Tliiads
T

P(t;) P(tz)/ P(t1; P:us
Figure 94: P-V curve showing operating points as the system impedance increases
and loads are interrupted.

A system is initially in steady state with voltage V(t;) delivering total load power
of P(t;). The system impedance suddenly increases, perhaps due to a partial loss of
generation or topological reconfiguration, and the operating point moves to a new p-v
curve at time t,. However, the voltage V(ty) is below the undervoltage limit and load is
shed, moving to a new operating point on the same p-v curve at t;3. The time-domain
waveforms in Figure 95 reveal that these changes in operating points do not occur
instantaneously. The trajectories on the two figures, however, are idealized to improve
clarity of the system response and do not include the dynamics associated with the

inductance of the bus, the input filter, and the constant-power dc-dc converters.
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(a) Bus voltage decreases in response to increased system impedance at t1 to reach
the operating point on the new p-v curve at t2. The new bus voltage is below the
UVP limit, so control action cause load to be shed, moving to a new operating
point on the same p-v curve at t3 with a higher bus voltage.

P]oz\d(t I)

Pload(t3)

P load (t6)

t t t3 t ts t6

(b) Load power in the system changes as point-of-load converters are turned-off to
reduce total system load when the bus voltage drops below the UVP.

Figure 95: Ideal bus voltage and load power as system impedance increases and
loads are interrupted to prevent voltage collapse.

7.4 Results and discussion

The smart DC microgrid system illustrated in Figure 91 is implemented in
Matlab/Simulink. The case study is done for three PV array systems. The MPPT of each
array is carried out using the procedure presented in previous section. In this section two
case studies will be presented to show the effectiveness of the proposed droop MPC. The
first case study evaluates the DC bus voltage response to a step change in the power

drained by the load from 340 W to 440 W at time 0.5 s, and then from 440 W to 520 W
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at time 0.7 s. The reference DC bus voltage is assumed 188 V in this paper. The detail
behavior during load variation of DC microgrid bus voltage and supplied power by each
converter is illustrated in Figure 96. The input PV sources are assumed to be in balance
operating point; this means the solar irradiance is assumed to be constant and equal to
750 W/m® for all of the three first stage DC/DC converters in this case study. The bus
voltage regulation has fast dynamic response to the step change in power drained by
load, though the bus voltage dropped to 187.1 V at time 0.55 s and 186.5 at time 0.75 s.

Thus as shown, the bus voltage regulation is perfectly done with 0.80% error.

189

Vbus(V)

Power (W)

Figure 96: Response of DC bus voltage to step changes in the power drained by
load.
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Figure 97: Response of DC bus voltage and output power to imbalanced input PV
sources.

The simulation results of this case study are implemented using dSPACE
DS1103 and verified as shown in Figure 98. These results demonstrate that the proposed
approach is valid for a step change in the power drained by load. The second case study
evaluates the droop MPC under imbalanced input PV sources. The solar irradiance level
for all three input PV sources are 750 W/m? before time 0.5 s, at this time the irradiance
level of PV source 1 and 3 dropped to 400 W/m® and 300 W/m® respectively and the
irradiance level of PV source 2 increased 850 W/m?. Figure 97 illustrates the bus voltage
and the power supplied to the bus for this case study. The implementation of the droop
control is done for this case, as illustrated in Figure 99. Figure 100 illustrates the
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response of DC bus voltage and output power to the input PV sources of Figure 63. The
variation of the power supplied to the bus during the time interval 0.7 s to 1.0 s is due to
the gradually reduction of solar irradiance level from 750 W/m® to 500 W/m®. Also, as
illustrated earlier in Figure 63, a step change in solar irradiance from 500 W/m? to 750

W/m?® occurred at time 1.5 s which is also appeared in Figure 100.
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Figure 98: Response validation of DC bus voltage to step changes in the power
drained by load.
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Figure 99: Response validation of DC bus voltage and output power to imbalanced
input PV sources.
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of Figure 63.
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7.5 Conclusion

In a smart DC distribution system for microgrid community, parallel DC/DC
converters are used to interconnect the sources, load, and storage systems. Equal current
sharing between the parallel DC/DC converters and low voltage regulation is required.
The proposed droop MPC can achieve these two objectives. The proposed droop control
improved the efficiency of the DC distribution system, because of the nature of MPC
which predicts the error one step in horizon before applying the switching signal. The
effectiveness of the proposed MPPT-MPC and droop MPC is verified through detailed
simulation of case studies. Implementation of the MPPT-MPC and droop MPC using

dSPACE DS1103 validates the simulation results.
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8. CAPACITOR-LESS VAR COMPENSATION BY MODEL PREDICTIVE
CONTROL OF MATRIX CONVERTER"

This section presents a reactive power compensation technique using model
predictive control (MPC) of a matrix converter. This technique compensates lagging
power factor loads using inductive energy storage elements instead of electrolytic
capacitors (e-caps). Although ubiquitous in power electronic converters, e-caps have
well-known failure modes and wear-out mechanisms. Therefore, the capacitors used to
store energy in a voltage-sourced inverter (VSI) reactive power compensator require
continuous monitoring and periodic replacement, both of which significantly increase
the cost of the traditional load compensation technique. MPC of the matrix converter
provides reactive power compensation by controlling the input reactive power and the
output current to the inductive storage elements. Thus, compared to VSI techniques, the
proposed reactive power compensation technique is more reliable and has a longer
expected service life that is not limited by failure and wear-out modes of capacitors.

8.1 System description

Reactive power, denoted as volt ampere reactive (VAR) power, brings several

undesirable consequences to an AC power system network such as the reduction of

power transferring capability and increases in transmission line losses if not controlled

*Part of this section is reprinted with permission from M. B. Shadmand, R. S. Balog, and H. Abu
Rub, “Model Predictive Control of a Capacitor-less VAR Compensator Based on a Matrix
Converter,” Industrial Electronics Conference (IECON), November, 2014, © 2014 IEEE and M.
B. Shadmand, R. S. Balog, and H. Abu Rub, “Auto Tuning Approach of Cost Function Weight
Factors in Model Predictive Control for Matrix Converter VAR Compensator Application,”
Energy Conversion Congress and Exposition (ECCE), September, 2015, © 2014 IEEE.
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appropriately [142-144]. VAR compensation is a technique to control reactive power by
supplying or absorbing VARs respectively to or from the AC network.

Within the literature, several compensation techniques have been proposed to
supply or consume VARSs to/from loads and transmission lines. Considering the reactive
power compensation techniques listed in [145], candidate techniques include
mechanically switched capacitors and reactors [145], synchronous condensers [146],
static VAR compensators (SVCs) [143, 147], static synchronous compensators
(STATCOMs) [148], and compensation using thyristor-based cycloconverters [149].
The STATCOM technique is based on a voltage-source inverter which performs as a
controllable AC source in the network. Direct AC-AC cycloconverters [150] can be used
instead of inverters; they can operate in the AC network to draw only reactive power by
using a passive tank at the input side of the converter. However, although the
cycloconverter is a compact solution for VAR compensation, one of the main drawbacks
of the cycloconverter is the requirement of a large number of thyristor: 36 switches for a
three-phase converter. The matrix converter (MC) [151, 152] also performs as an AC-
AC converter which consists of an array of bidirectional switches. It is gaining
popularity for different applications due to the following characteristics [152, 153]:

a. Compact and simple structure

b. It does not contain a DC link capacitor

c. High quality voltage and current delivery to load without frequency restriction

d. Regenerative load characteristics: it allows power to flow from source to the load

and vice versa
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e. Operation with unity power factor

As a silicon-intensive converter, the matrix converter also lends itself to
integration, which improves the reliability and reduces cost over discretely built
converter topologies. Thus, MCs are well-suited for power system applications.

Inductive loads which operate with lagging power factor consume VARs. Load
compensation techniques employing capacitor banks locally supply VARs needed by the
load. Capacitors are known to be unreliable components due to their inevitable aging an
associated failure modes of increased leakage currents and electrolytic leakage, open
circuits, short circuits, and open vents [154, 155]. The most frequent failure types are
listed in [156]. Yet due to the high energy density and reasonable voltage rating of DC
electrolytic capacitors, they are widely used in power electronics converters for VAR
compensations. But approximately 60% of power electronic devices failures are due to
the use of aluminum electrolytic DC capacitors [157]. The voltage-source inverter based
STATCOM which uses DC electrolytic capacitors is vulnerable to this high-rate failure
mode. Capacitors need to be replaced periodically and their health monitored [157-159]
which adds additional cost to the system and decreases the reliability of the VAR
compensation technique. Realizing a capacitor-less VAR compensation method is the
chief motivation of the proposed section.

This section presents a STATCOM capacitor-less reactive power compensation
technique that uses only inductors combined with a model predictive controlled matrix
converter (MPC-MC). Inductors are known to be robust and reliable elements, but they

consume reactive power and their operating behavior is opposite of capacitors. The
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proposed technique interfaces a 3%3 direct matrix converter to the inductor bank, which
is controlled by MPC. The general schematic of the proposed system is illustrated in
Figure 101. The matrix converter is appropriately controlled by MPC to enable the input
to output current phase inversion. By using the property of current phase reversal, the
converter absorbs leading currents from the AC network while the inductor absorbs
lagging current at the output side of the converter. As a result, the proposed VAR
compensation by the matrix converter is achieved without using capacitors and provides

a more reliable and robust technique for long service life of the device.
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Figure 101: Proposed capacitor-less VAR compensator employing a matrix
converter for the lagging load.
The system illustrated in Figure 101 consists of the three phase AC power

network, an inductive lagging load, and the proposed reactive power compensator. The
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AC system is assumed to operate at angular frequency w. The line-neutral AC network
voltages are denoted by vs; v, vs2.zn, and vs; zy, while the currents are given by iy, i, and
i3. The currents drawn by the lagging load are denoted by i;;, iz2, and iz;. The reactive
power compensator consists of the inductors Ly, connected to the AC network through a
3%3 matrix converter. The line-neutral input voltages of the matrix converter are denoted
by viin, vizLn, and vz 1y, while the output voltages are given by Vs 11, Vo2,u, and vos s
The currents drawn by the matrix converter from the network are i;;, i;>, and i;3, while the
currents drawn by the choke from the matrix converter are given by i,;, i,2, and ;.
8.2 Matrix converter model

The matrix converter can be modeled as a mathematical transfer function, the
modulation matrix or instantaneous transfer matrix H, which relates the input and

output voltages:

Voi,Lm ViLLN H, H, H,
Voo |=HX| vy, [»Whete H=H" = H, H, H, (106)
Vos,Lm Vis, v H, H, H,

The modulation matrix H is symmetric constructed by three basic functions Hj,

H,, and H;[160]:

H, = ;(1 + 2(” cos(Zat)J

107
H, = ;(1 + Z[I;”j cos(Zwt - 23”]} (107)
v,
v
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The instantaneous powers are equal on the input and output sides because there
are no energy storage elements in the matrix converter, and as a result, we can assume
that there is no power loss in the converter. Consequently, by applying Kirchhoff’s
current law, the relationship between the input and output currents of the MC is given by

1 o1

iy |[=H" x| iy (108)
ii3 i03

where H is the transpose of the modulation matrix H.

The bidirectional switches turn “ON” and “OFF”, operating with a high
switching frequency, to generate a low frequency voltage with adjustable amplitude and
frequency. The comprehensive working principle of MC is available in [152, 153].

Several papers in literature have investigated the model predictive control for
MCs [22, 161-167]. The model predictive control for this MC is simple and based on the
instantaneous relation of the input and output voltages/currents given by (106) and (107).
The state of the switches should never short circuit input lines because this switching
state will create short circuit currents. The output phase also cannot be open circuited.
By keeping in mind these restrictions we can say that the 3x3 MC has 27 possible
switching states to be considered during the prediction of variables and optimization of
the cost function by MPC.

8.3 Inductive load model

A load model needs to be obtained in order to predict the value of the load

current at the next step sampling interval for all 27 possible switching states. The

inductive load at the output side of the MC can be represented as
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WDy (0)-ett) (109)
dt

where Ly is the inductance and e is the electromotive force (emf). By using the Euler

LMC

forward method, the derivative in (109) can be approximated as

di (1) _i,(k+1)—i, (k)
dt T

(110)

where Ty is the sampling period. From (8) and (9) we can obtain:

io(k+1) =i (k)+ LA ., (k) —e(k)) (111)

e
Equation (111) estimates the value of the output current of MC for the next sampling
interval, (k+17), and the corresponding voltage, v, y, which is calculated for the 27
possible switching states of the MC. The value of the emf at the present sampling
interval, e(?), can be estimated to be approximately e(z-7) for sufficiently small sampling
time.

8.4 Model predictive control for the matrix converter

Control of reactive power and the output current are the objectives for the MPC

in this work. The reactive power can be determined by
Q:Im{v,m@).l-,-(t)} (112)
Where i; (¢) is the complex conjugate of i,(f). The current phase reversal property of the

matrix converter indicates that the 7,(f) and i (f) are out of phase, this property will be
proved in next section of this paper. The reactive power can be predicted by using

Ok +1) = Im{v,.LN (k+1).i:(k + 1)} (113)

= Ving (k+1D)i, (k+1)—v,, (k+ l)iiﬁ (k+1)
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where o and B correspond to the real and imaginary components of the associated vector.
The value of viyn(k+1) can be approximated to be v a(k) because the line voltages are

low frequency signals compared to the switching frequency. By keeping in mind the

. it
current phase reversal property of the matrix converter and (10), the 0] can be
calculated.
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Figure 102: VAR compensator predictive control block diagram.

From (5), (10), and (12), the cost function g can be formed as

e( |+

The weight factor A is needed in order to be deal with different units of the

+ (114)

0-0'

. RJ
Loa—1,,

variables in the cost function; it also implies that a higher A gives more priority to the
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reactive power control. A block diagram of the predictive reactive control and current
control strategy is illustrated in Figure 102. Weight factor is the only parameter in the
cost function of the MPC that needs to be adjusted. The auto tuning of the weight factor
is still an open topic for research [15, 168]. In this section the branch and bound
technique is used to reduce the number of simulations and to obtain a suitable solution
for the weight factor design [168]. In this procedure, first we assume a couple of initial
values for A, for example [(0.001,0.5),(1,10)]. Then, two measurements are conducted
for the four values of A to make sure that the controller accomplishes the system
requirement. From the cost function (114) we can see that the current error can be
measured in terms of total harmonic distortion (THD). The instantaneous reactive power
is the second measurement. The two measurements evaluate the system behavior for
each corresponding A. Then these measurements are compared with maximum
acceptable error; the weighting factor can be fitted into two intervals such as (0.001,
0.5). After that the measurements should be compared with a weighting factor equal to
half of the new interval (A=0.25). This procedure can be continued until an appropriate A
is determined. The procedure for determination of A is briefly illustrated in Figure 103.
In the following sections of this section, an auto tuning approach for weight factor will

be presented.
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Figure 103: Procedure for weight factor (1) selection.

The MPC algorithm for the matrix converter is detailed in Figure 104. Inside this
loop we can see, after the determination of the cost function g for all 27 switching states,
that an optimization should be performed to apply the optimal switching state. Figure
105 illustrates the prediction observation of the two control variables. As it is shown for
each control variable, we have 27 different predictions at time (k+/). The distance of
each of these points to the reference value is called the cost function at unity weight
factor. The nearest point to the reference value which minimizes the cost function is the
optimal value. Finally the optimizer will choose the optimal state according to the

summation of the cost function (114) outputs in each round as shown in Figure 104.
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Figure 104: Model predictive control algorithm of the matrix converter.
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Figure 105: Prediction observation.

8.5 Current phase reversal property
Let the AC utility power system voltages be given by (115) which are equal to

input side MC voltages where Vv s 1s the line-neutral rms voltage.
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Vsiv = Vv = V2% Vi oms cos(ar)
Voo =Vaaun =V2XV iy s cos(a)t—27[/3) (115)
Vosn =Visn =V2XV iy s cos(a)t + 27:/3)

By using equation (116) and (117), application of the H matrix to the system in

Figure 101, results in output voltages [160]:

Vor,im = \EX % X VLN,rms COS(a)t)

Vorw =V2X I;U XV x rms COS(a)l‘ - 271'/3)

1

(116)

Vos,w =N2 X % XV N s COS(a)t + 27[/3)

i

The currents drawn by the inductor Ly, from the output of the MC are given by
(117). Similarly by using equation (107) and (108), the input currents drawn by the MC

from the AC network is determined and given by (118).

v
=2x-2 Vo o Lums s cos(ax —/2)
a)LMC

V
— 2 x Loy Lutims s s cos(axt — /2 —27/3) (117)
a)LMC

N
\/Ex LZ ™ x cos(art — /2 +27/3)

v
(V"J LN'”“xcos (ax +7/2)
Vl a) MC
v, 118
(V"] N cos(ax + /2 —27/3) (118)
Vi Ly
V
(V"j LN”'”xcos (ax+7/2+27/3)
Vi Ly
The output current #,; can be expressed as a phasor by
iy = Re{\/gxlo Xef(‘”"”/2)}= Re{\/gxloej“” Xe_jn/2} (119)
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Where I = A XLN 1
WLy

~

Iy =1,£-1/2 (120)

Similarly, the input current i;; can be expressed as a phasor

iy =Refy2 x1; x e/ | Refy2 x 1,07 x0 772

(121)
2
where I = [V"J XM =ql
) ey T
~ V
I, = (7")]047[/2 (122)

The input and output voltages are in-phase from (115)-(116), the input currents of each
phase indeed lead their corresponding phase input voltages by n/2 , thus power factor
reversal from output to input side of MC is achieved. By comparing (119) and (121), it is
obvious that there is a reversal in the sign of the phase angles of the output and input
currents — the current phase reversal property. Comparing the voltage and current
expressions, it can be seen that while the output currents lag the corresponding output
voltages by m/2 radians, the input currents lead the corresponding input voltages by m/2
radians. This demonstrates that while the inductor Ly, draws VARs from the MC, the
MC actually supplies VARs to the AC network — exhibiting the behavior of a capacitor.

The instantaneous input power of the compensator is given by:

R (AR z 123
p(t) = [\E( v J ol X cos(at + 5 )Jx (\Ex Vi ms cos(a)t)) (123)

i

Using trigonometric identities, equation (123) can be re-arranged as:

2
V
[I/(;J (VLN,rmx )2
L—

'MC

p(0) = x (=) sin(2ax) (124)
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The instantaneous input power of the compensator given by (124) indicates that the MC
doesn’t consume any real power, while it supplies required reactive power by the load to
the AC network. The total three phase reactive power supplied by the MC to the AC

network is given by

V 2
S (VLN,rms )2
[VJ (125)

oL,

0=3x

Equation (125) presents that in order to compensate the lagging load with Q reactive
power; an inductance of Ly is required at the output of the MC. Thus considering (125),
the required value of inductance at the output of MC can be determined for reactive
power compensation.
8.6 Results of conventional optimization of the cost function

The system is mathematically modeled and simulated in Simulink-MATLAB.
The MPC algorithm is implemented in an embedded MATLAB function in Simulink.
The sampling time (7s) of the MPC is 60 us, other system parameters are given in Table
9.

Table 9. Parameters for the system in Figure 101.

PARAMETER VALUE
Line-to-neutral grid voltage Viy ms 27713V
Angular frequency of grid voltage @ 21*50 rad/s
Per-phase resistance of 1oad Rioad, per piase 10Q
Per-phase inductance of 1oad L;oad, per phase 30 mH
Total rated real power of load Py 2.2 kW
Power factor at the load side p.f. 0.9
Total maximum load reactive power requirement Qg 2 kVAR
MC output-side inductance Lyc 30 mH
Sampling time (Ty) 60 us
Weight factor A 0.008
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Figure 106: Simulation results.
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By using the procedure of branch and bound explained earlier, the weight factor
A is determined to be 0.008, and the reference reactive power Q" is zero VAR (unity PF).
The lagging load power factor is illustrated in Figure 106 (a). Phase 1-3 of the utility
voltage and load current are illustrated in Figure 106 (b-d) respectively. As it is shown
and required for the VAR compensation they are in-phase. Thus the objective of
capacitor-less VAR compensation is achieved. The current phase reversal property is
illustrated in Figure 106 (e) which shows the input and output current of the matrix
converter. The phase 1 of output voltage of the matrix converter is illustrated in Figure
106 (f). The simulation results are verified experimentally by implementing the control

algorithm using dSPACE DS1006 and matrix converter hardware.

Vsi LN(V)

‘ I100V/di P /
y

{7/ 20 iy Y,

Figure 107: Experimental result of the system in Fig. 1, phase 1 of utility voltage
and load current. The inductive load current lags the voltage.
Figure 107 illustrates the experimental results of phase 1 of the utility power
input voltage and load current. Figure 108 and Figure 109 respectively demonstrate the

experimental verification of output voltage of the 3x3 matrix converter, phase 1 of the
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utility voltage and current. As it is illustrated in Fig. 10 the utility current is in-phase
with utility voltage as a result they verify the MPC VAR compensation technique and

simulation results.

500 V/div
\ 4

Figure 108: Experimental result of output voltages of matrix converter.
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Figure 109: Experimental result showing the utility voltage and current. The utility
current is in-phase with the voltage due to the VAR compensation of MPC-matrix
converter.
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Figure 110: (a) Spectrum analysis of phase 1 of utility side current (i;), (b)

Spectrum analysis of phase 1 of matrix converter output current (i,;)

The spectrum analysis of phase 1 of the utility side current (i;) and output current
of the matrix converter (i,;) are illustrated in Figure 110. These THD analyses are used
to evaluate the performance of the current control. As it is shown, they have THD of
5.52% and 0.48% respectively which indicates good quality waveforms and meets the
IEEE 519 standards [120].

8.7 Optimization of cost function by auto tuning of weight factor
This section presents an auto tuning technique for online selection of the cost

function weight factors in model predictive control (MPC). The weight factors in the
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cost function with multiple control objectives directly affect the performance and
robustness of the MPC. The proposed method in this section determines the optimum
weight factors of the cost function for each sampling time; the optimization of the
weight factors is done based on the prediction of the absolute error of the optimization
objective and the corresponding constraints. Without loss of generality, this technique is
applied to the application considered in this section, a reactive power compensation
technique using MPC of a direct matrix converter. The result demonstrates that the
proposed auto tuning approach of cost function weights makes the control algorithm
robust to parameter variation and other uncertainties such as load variation. The
proposed capacitor-less reactive power compensator based on auto tuned MPC cost
function weight factor is implemented experimentally using dSpace DS1007.

One of the important characteristics of MPC is the use of system models for
optimal selection of switching state at each sampling time. This is one of the drawbacks
of the MPC, because in some systems the parameters may vary and it is difficult to
obtain their exact modeling. This issue reduces the performance of MPC with constant
weight factor procedure. Weight factors in the cost function accommodate different units
and scales as well as enable prioritization of specific control variables. However,
selection of these weight factors is not straight forward [15]. Several empirical
approaches to determine a fix weight factor using trial and error have been investigated
in the literature [99]. However, a fixed weight factor is not robust to parameter variation

and other uncertainties of the system.
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The proposed dynamic weight factor selection of MPC algorithm for the matrix
converter is detailed in Figure 111. The previously defined cost function (114) is divided

into two parts as

.

. JE
loa— loa

j (126)

g,=0-0' (127)

In algorithm of auto selection of weight factor A, indifference strategy between
both objectives g; and g is assumed. Constraint on the acceptable error of each term
within the cost function can be considered in the control loop. The acceptable error in
the tracking of current and reactive power is denoted by ¥; and ¥, respectively as
following

o

+liop—1irg

. K
loa—1,,

js‘}’l (128)

0-0'|< Y, (129)

&=
Inside this loop, after the determination of the cost function g; and g, for all 27
switching states, the minimum value of g, will be selected.

£=ming, (130)

The next step is to evaluate the magnitude of minimum g, with a sufficiently small

number ¢; as following

(<eg=>A=¢, (131)
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The statement (131) is presenting that, if g, is small enough (less than a defined small
number ¢;), then the weight factor A is determined to be equal to a sufficiently small
number &, considering the fact that the g, is within an acceptable error range ‘P».

If the condition in (131) is not satisfied, a larger value for weight factor A should be
selected in order to give higher value to g, for minimization at the next sampling time

k+1. This evaluation of & when its value is more than ¢; is as following

£<2¢ = A=2¢,
£<3e, > A=3¢,

(132)
E<ne = A=ne,

where:ne {1,2,3,...,N}

The statements in (132) quantized the &, which corresponds to the magnitude of g, the
weight factor A is determined based on & magnitude when comparing to » multiples of

¢; till the statement in (132) is satisfied. The corresponding value of A is multiplication
of n by ¢,. This strategy for selecting the weight factor A, based on the absolute error of
g> 1s illustrated in right hand side of Figure 111.

After optimal determination of A, the general form of cost function (114) will be
constructed. Then an optimization should be performed to apply the optimal switching
state. This procedure will be repeated every sampling time, thus during every sampling
period the weight factor will be modified based on the predicted performance of the

system at the next sampling time.
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The system is mathematically modeled and simulated in Simulink-MATLAB.
The sampling time (7s) of the MPC is 60 pus, and other system parameters are given in
Table 9. The proposed dynamic weight factor selection in this section illustrates that the
effectiveness of model parameter errors on performance of the system is significantly
reduced. In order to demonstrate this fact, the matrix converter output-side inductance is
changed from 30 mH to 15 mH, while the nominal value is 30 mH.

The simulation results illustrated in Figure 112 demonstrate the MPC
performance of reactive power compensation of matrix converter with conventional
fixed weight factor selection based on try and error tuning method. The optimum weight
factor based on conventional try and error approach is determined as 0.008 and the
reference reactive power Q  set as zero VAR (unity PF). Figure 112a and 112b
demonstrate the phase 1 of utility side voltage and current which are required to be in-
phase, in addition to the output voltage of matrix converter. At time 60 ms the
inductance at the output side of the matrix converter dropped to 15 mH from its nominal
value (30 mH), as it is shown in Figure 112a and 112b. After this parameter variation,

the current became highly distorted.
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Figure 112: Simulation results of the conventional fixed weight factor for MPC cost
function for VAR compensation by matrix converter.

165



L
N
1=
15

=)

Vsiv )

=) (A)NTISA

N
=1

(b) Phase 1 of utility vo_llage and load current
T T

\ \ | |
l l ‘ ‘
\ \ \
y | gl

i H OO ) N

| |

| |

- 2 -500 ! !
0 0.02 0.04 0.06 008 0.1 0.12 o 002 0.04 0.08 01 012

\
Time (s) ’ Tim'e (s)
(c) Phase 1 current of the matrix converter shows the phase (d) Phase 1 of output voltage of the matrix converter

reversal from input to output
Figure 113: Simulation results of the proposed auto tuning approach of weight
factor for MPC cost function for VAR compensation by matrix converter.

Now by using the proposed auto tuning approach of weight factor of MPC the
distortion can be significantly reduced after inductance variation. The simulation results
in Figure 114 demonstrate this fact. The cost function weight factor is updated
instantaneously at each sampling time. Phase 1 of the utility voltage and load current are
illustrated in Figure 114a, and the lagging load power factor is illustrated in Figure 114b.
As it is shown and required for the VAR compensation the grid side voltage and current
are in-phase with very small distortion after time 60 ms. Thus, a robust MPC with auto
tuned cost function weight factor for the objective of capacitor-less VAR compensation
is achieved. The current phase reversal property is illustrated in Figure 114c which
shows the input and output current of the matrix converter. The phase 1 of output
voltage of the matrix converter is illustrated in Figure 114d.

The simulation results are verified experimentally by real time implementing the

control algorithm using dSPACE DS1007. Figure 115 illustrates the utility side voltage
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and current and output voltage of matrix converter with fixed cost function weight factor
under inductance variation. Figure 115 and Figure 116 demonstrate the utility side
voltage and current, the output current of the matrix converter, the lagging power factor
of the load, and the output voltage of the matrix converter with auto tuned cost function
weight factor under inductance variation. It can be seen that not only with parameter
variation and uncertainty the proposed approach shows better performance, but also
before parameter variation with the proposed method the control objective is achieved
with less absolute error. The spectrum analysis of phase 1 of the utility side current (i;)
before and after inductance change is illustrated in Figure 117 and Figure 118. These
THD analyses are used to evaluate the performance of the current control. However after
the inductance change the THD is increased from 1.67% to 4.37% but it meets the IEEE

519 standards limits [120].
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Figure 114: Phase 1 of grid side voltage and current and output voltage of matrix
converter with fixed cost function weight factor under inductance variation.
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Figure 115: Phase 1 of grid side voltage and current and output current of matrix
converter with auto-tuned cost function weight factor under inductance variation.
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Figure 116: Phase 1 of grid side voltage, load current, and output voltage of matrix
converter with auto-tuned cost function weight factor under inductance variation.
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Figure 117: Spectrum analysis of phase 1 of utility side current (i;), before change
in inductance at time 60 ms.
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Figure 118: Spectrum analysis of phase 1 of utility side current (i;), after change in
inductance at time 60 ms.
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8.8 Conclusion

Reactive power in the AC power system network, while fundamental to the
system, is detrimental to the reliability, efficiency and overall performance of the AC
network. This section presents a capacitor-less VAR compensation technique by using
MPC of a direct matrix converter. Mathematical modeling of the matrix converter and
the principle of MPC is presented. MPC of the matrix converter provides reactive power
compensation by controlling the input reactive power and the output current into the
inductive storage elements. The detailed algorithm of the predictive control for the VAR
compensator matrix converter is proposed. The results show that the VAR compensation
is achieved without using e-caps. The performance of MPC with multiple objectives in
the cost function is directly affected by the weight factors. The proposed method in this
section determines the optimum weight factor of the cost function at each sampling time,
the optimization of weight factor is done based on the prediction of objectives absolute
error and their corresponding constraints. Simulation results are validated experimentally
using dSPACE DS1006 to implement the MPC for the direct matrix converter hardware

to achieve capacitor-less VAR compensation.
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9. HARMONICS CONSTRAINT MINIMUM ENERGY CONTROLLER FOR GRID-
TIED INVERTER BY MEANS OF MODEL PREDICTIVE CONTROL"
Control of ac power in a grid-tied inverter often involves synchronous reference
frame transformation, a process which requires phase-angle information typically
provided by a Phase-Looked Loop (PLL). This section presents a decoupled real and
reactive power control technique, for a single phase grid-tied inverter, using Model
Predictive Control (MPC). The proposed technique does not use a PLL, PWM nor a
synchronization transform, which makes the control algorithm well suited for an all-
digital implementation. This section explores the proposed controller performance under
distorted grid conditions and variations of system parameters. The results show that the
proposed controller keeps good power tracking performance with small error in steady
state and the grid side current Total Harmonic Distortion (THD) is within the IEEE-519
standards limits, which allows a much smaller dc-link capacitor to improve system’s
reliability and power density.

The dynamic performance and steady state stability of the proposed predictive
controller are evaluated in this section. The tracking performance of the proposed
controller is compared to the conventional PLL-based method, the result demonstrate

significant improvement in the steady state power tracking when using the proposed

*Part of this section is reprinted with permission from X. Li, M. B. Shadmand, R. S. Balog, and
H. Abu Rub, “Model Predictive Control for a single-phase Grid-tied Inverter,” Power & Energy
Conference at Illinois, February, 2014, © 2014 IEEE and X. Li, M. B. Shadmand, R. S. Balog,
and H. Abu Rub, “Harmonics Constraint Minimum Energy Controller for Grid-tied Inverter by
Means of Model Predictive Control Technique,” Energy Conversion Congress and Exposition
(ECCE), September, 2015, © 2015 IEEE.
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controller. The simulation result is validated by implementing the control algorithm
experimentally using dSPACE 1007.
9.1 System description

Interest in renewable energy resources like solar energy continues to gain
popularity [5]. However, higher penetration of these systems will likely necessitate the
regulation of the active and reactive power produced to maintain high power quality and
reliable operation of the electrical grid. Many power control strategies for the single-
phase inverter have been proposed over the past few decades [169-172]. In general, the
control process requires the amplitude and phase angle information of the AC mains
voltage captured by the phase-looked loop (PLL) [173]. However, the loop dynamics of
the PLL module, a nonlinear subsystem, may prevent the inverter output current from
adequately tracking the mains voltage [4]. In addition, some other control subsystems
are necessary for PLL-based techniques including a properly tuned synchronous
reference frame (SRF) and proportional-integral (PI) controller, pulse width modulation
(PWM), and dc-link capacitor voltage control. Tuning and designing these modules to
get the desired performance, trading off steady-state and transient performance, is
challenging. Thus a control algorithm that eliminates the need for the PLL and SRF
results in a system that overcomes the limitations of PLL-based methods.

The proposed MPC-based method in this paper is straightforward and completely
eliminates the need for PI controllers and PWM modulation. In this paper, the MPC
concept is applied for decoupled real and reactive power control of single-phase grid-

tied inverter. Active power and reactive power of the inverter are controlled
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independently. In addition, the synchronization function is embedded into the power
control process, thus the PLL is not required.

The conventional H-bridge grid-tied inverter configuration is illustrated in
Figure 119. Without loss of generality the dc bus could be fed by renewable energy
resources such as photovoltaic or wind systems. There are numerous examples in the
literature of inverter topologies capable of feed power produced from renewable sources
to the ac power grid [118, 119, 174-176]. Table 10 provides a list of the output voltage
V, as a function of switching states and the function w(r) which provides the desired
polarity of the output voltage. The state of the switches are represented by 0 and 1,

where state 0 means the switch is OFF, and state 1 means the switch is ON.

+
5 J%} S: 5 R, L,
I/dc +
T Cic SH%} S, =4 |V, é}V;

Figure 119: H-bridge grid-tied inverter configuration.

~
)

Table 10. Switching states of the grid-tied inverter.

Si S, S; Sy L4 Vo
State 1 0 0 1 1 0 0
State 2 1 1 0 0 0 0
State 3 1 0 0 1 1 Ve
State 4 0 1 1 0 -1 Ve

The grid-connected inverter is controlled with MPC method. The reactive power

reference command is typically provided by the grid operator or user. This can be set to
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zero for unity, negative for leading, and positive for the lagging power factor. The active
power reference is determined by the user or related with the instantaneous output power
value feed to the system at the dc-link stage. As an example, for PV system application,
the active power reference should be the maximum power point determined from
maximum power point tracking (MPPT) algorithm [92].
9.2 Mathematical model of the system

In the stationary frame, the grid-connected inverter, illustrated in Figure 119, is

modeled by the following equation, neglecting the effect of inductor resistor:

GHO= 0.0V, (133)
where i; is the inductor current, V, and V, are the inverter output voltage and grid voltage
respectively, L; is grid side filter inductance. The inverter output voltage can be
expressed in terms of a tri-state function and the dc-link voltage:

V. =w(t)xV, (134)

where y(¢) is composed from the individual switching functions:

y () =S8,()S,(1) = 5,()S;(2) (135)

By using the Euler forward method, the derivative in (133) can be approximated as

di (1) - i,(k+1)—i, (k)
dt T

(136)

where Ty is the sampling period and £ is discretized ¢. From (133)-(136), the discrete-
time model of the inverter, now taking into consideration the series resistance of the

inductor is given by
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ig(kﬂ)=%(mk)—vg(k)—igmRL)+ig<k) (137)

s

In order to control the output reactive power of the single-phase grid-connected
inverter, orthogonal signal generation (OSG) sub-systems are used to create two
orthogonal reference signals for each of the grid voltage and grid current. As such, the
two voltage signals are orthogonal to each other, as are the two current signals, but there
is no constrained relationship of the current to voltage yet. From these reference signals,

the grid reactive power values are calculated as

1
Pz WeaX Vg Xl y) (138)

Q:%(Vg,,,ng,a_vg,ang,ﬂ) (139)
where V., and V4 are the output signals of the OSG module with V, input, /., and /.4
are the output signals of the OSG module with /, input.
9.3 Model predictive decoupled power control
9.3.1 Controller design
Control of real and reactive power using MPC is the objective for this paper. The

instantaneous real and reactive power are defined as

P= Re{vg (t)-;g (1)} (140)
0= Im{vg (t)-;g (l)}

where ;g(t) is the complex conjugate of ; (). The reactive power can be predicted using

the OSG reference signals
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f’(k+1):vg_a(k+1)ig_a(k+1)+vg_ﬁ(k+1)ig_ﬁ(k+1)
Ok +1)=v, ,(k+1)i,_, (k+1)=v, , (k+1)i, ,(k+1) (141)

where o and S are the orthogonal signals and represent the real and imaginary
components of the associated voltage and current. The value of vg(k+I) can be
approximated to be ve(k) because the line voltage varies at low frequency compared to
the switching frequency and thus is approximately constant from switch event to switch
event.

The cost function g, which is to be minimized, is formulated from active and

reactive power terms:

glk+)= !

R.ef<k+1>—e,l,,<k+1>\+zg# 0, k-0, k+1|  (142)

rated rated

where A is the weighting factor of reactive power . Weighting factor is the only

parameter in the cost function of the MPC that needs to be selected.

S, S, S, S V,_

*l *2 *3 *4 % Orthogonal
PR Expected states |7 T signal
Optlmlzmgthe - estimation - g8 o generating
cost function > module

: I
! I
! I
! I
! I
[ ‘
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[ -« |
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| Instantaneous Switch change !
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! I
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Figure 120: Block diagram of MPC for grid-tied inverter.

176



Detect i, (k),V,(k),V,. (k)

%

Expected states estimation,
calculate P;(k+1),0;(k+1)

v
g+ =B (k+) =B, (k+D ||+ D, (k+D~0, (k+D|

v

Optimizer

P

YES

Output optimal
switching states

End

Figure 121: Structure of MPC controller for grid-tied inverter.

The block diagram of MPC for grid-tied inverter is illustrated in Figure 120. The
summary of control algorithm is illustrated in Figure 121 and can be described as:
e Detect grid current and voltage.
e Use discrete-time model of the system to predict the grid current and voltage of the
next sampling in horizon of time.
e Based on predicted grid current and voltage values, calculate the predicted real and

reactive power for each possible switching state using equation (142).
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e Determine cost function g for each possible switching state.
e Determine the switching state that minimize the cost function g, and apply the
optimal switching state to the inverter.
9.3.2 Results and discussion
The proposed controller is modeled in MATLAB-Simulink; the parameters of the

system are given in the Table 11. The performance of the proposed controller is
compared to the conventional PLL-based method for three different case studies: ideal
grid voltage without distortion, distorted grid voltage, and pulsating dc-link voltage. In
addition, the effect of system model parameter variation on the current THD and power
ripple is studied.

Table 11. System parameters.

Parameters Value
Vae 400 V
L 11mH
R; 0.5 ohm
v 300V
A 60 Hz
Ts 15 pus

For the first case study, the simulation results of conventional PLL-based method
and proposed MPC-based method are presented in Figure 122 and Figure 123
respectively. In order to study the dynamic performance, at time 0.15 s, the reference
active and reactive power changed from 0 VAR to 200 VAR and from 800 W to 500 W
respectively. The results demonstrate, however both controller techniques have almost
similar dynamic behavior, but the proposed predictive controller has much better steady

state performance with smaller power ripple and tracking error.
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The second case study is to investigate the performance of proposed controller
and PLL-based controller when the grid side voltage is distorted. The simulation results
are presented in Figure 124 and Figure 125. The grid voltage is initially ideal without
any distortion, then at time 0.5 s to 0.6 s, the ideal grid is combined with 4% 3 49, 5™
3% 7" and 3% 11" order harmonics. At time 0.6 s the grid resumes to the ideal condition
without these harmonic components. The simulation result of this case study presents
that the grid current is highly distorted with PLL technique and the power tracking error

is high compared to the proposed predictive controller.
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The spectral analyses of the grid side current for distorted grid voltage are
illustrated in Figure 126 and Figure 127 to evaluate the performance of the current

control. The THD is 1.98% which is within the IEEE-519 standards limits [120].

Fundamental (60Hz) = 5.896 , THD= 1.98%
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Figure 126: Spectral analysis of grid side current for distorted grid-side voltage
(case study 2)
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Figure 127: Spectral analysis of grid side current at low frequency for distorted
grid-side voltage (case study 2).
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The third case study is to determine the proposed MPC performance for the
pulsating dc-link voltage. The dc-link voltage in this case is not pure constant and has
some variation as presented in Figure 128. The simulation results of dynamic
performance and steady state are presented in

Figure 129. A step change is applied to the reference values of active and
reactive power at time 0.15 s. The reactive power reference value is changed from 200
VAR to 400 VAR and real power reference value is changed from 600 W to 0 W.
However in this case, the steady state error of the control variables is larger than the
ideal case, but still both the dynamic and steady state performance are comparable to the
ideal case.

One of the main drawbacks of MPC is the effect of model parameters error on
the performance of the system. In this paper, the effect of uncertainty in the filter
inductance value L; and its resistance value R; are studied. The effect of inductor
resistance value on the grid side current THD and power ripple is illustrated in Figure
130. The R; of 100% means that there is no error in R; value and as a result the THD
and power ripple had the minimum possible value. Then THD and power ripple for R, of

50% to 150% of its nominal value (100%) are evaluated and presented in Fig. 13.
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Figure 128: Case study 3: pulsating dc-link voltage

Fig. 14 presents the inductance parameter uncertainty effect on THD and power
ripple, similarly the 100% inductance means there is no error or variation in this
parameter. At this point the power ripple is minimum only, but the THD is not
minimum. This is due to the fact that higher inductance value will result in smoother
grid current. The THD and power ripple of 50% to 150% of inductance nominal value
(100%) are investigated and presented in Fig. 14. The results demonstrate the model
parameter error may decrease the performance of the proposed MPC technique, but the

grid side current THD is still within the IEEE-519 standards [120].
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Figure 129: MPC for pulsating dc-link voltage (case study 3).
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Figure 130: Error effect of inductor resistance (Ry) value on the THD and power
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Figure 131: Error effect of inductance value on the THD and power ripple.
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The simulation results are validated experimentally by real-time implementation
of the control strategy with DS1007 platform of dSPACE. Figure 133 demonstrates the
system performance in steady state condition for pulsating dc-link voltage. Fig. 16
illustrates the dynamic performance of the proposed MPC decoupled control when
applying a step change to reference value of active power from 500 W to 0 W and to
reference value of reactive power from 0 VAR (unity power factor) to -200 VAR. The

FFT analysis of grid side current is illustrated in Fig. 17.
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Figure 133: Dynamic performance of grid-side voltage, current and the dc-link
voltage and current for pulsating dc-link voltage.
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Figure 134: FFT analysis of grid side current.

9.4 Harmonics constraint minimum energy decoupled power control
This section presents a predictive controller to minimize the energy loss per

switching event for decoupled power control of grid-tied inverter. The proposed
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predictive controller is in a form of cost function subject to minimization with an
adaptive weight factor. Total harmonic distortions (THD) of grid side current are the
constraint of the proposed control technique for reducing the pack of energy loss per
switching event. The goal of proposed dynamic reduction in the switching event by
MPC is to optimize the controller objectives priority at each sampling period by the
commanded constaints. The proposed controller demonstrates that the inverter have a
stable performance under pulsating dc-link voltage, which allows a smaller dc-link
capacitor connected in the system. The results demonstrate that an engineering tradeoff
should be done between the current THD and switching frequency to optimize the cost
function weight factor in steady state.
9.4.1 Controller design

The control effectiveness for power converters can be evaluated by the switching
frequency, the energy losses per switching event, and the voltage and current harmonics
[177]. The MPC technique has this ability to include all of these control efforts into a
single cost function subject to minimization. Due to variable switching frequency
scheme of MPC technique [178], the high switching frequecny may be obtained during
some sampling periods. This problem is unwanted in application dealing with switching
losses, therefore in many power convrter applications, it is important to minimize the
energy loss per switching event to improve the efficiency due to switching losses.
However the main draw back of reducing the switching event is increase in distortion of
current. The goal of proposed dynamic reduction in the switching event by MPC is to

optimize the controller objectives priority at each sampling period by the commanded
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constaints. The optimized weight factor of the cost function gives more priority to
decoupled power control during the transient process due to large absolute error in
power tracking. In steady state when the absolute error in power tracking is sufficiently
small enough, the minimization of switching event is taken into account with more
weight in the cost function.

In the proposed technique, instead of using a PWM module, each switching state
change should be predicted in order to obtain a minimum number of switch change
event. An adaptive cost function subject to minimization is designed to have fast
dynamic response for active and reactive power tracking and minimizing the pack of
energy loss per switching event in steady state.

Using the previously defined formulation (141), the sub-cost function for this
objective can be formulated as

g'k+1)=| P, out

g k+D=P, (k+D|+|0,, (k+1)=0,, (k+1)|  (143)

As illustrated in Figure 135, the total number of switching events required to
move from one state to other through possible switching paths is fixed, a look-up table
(LUT) is constructed to store these information. Thus the number of switching events
from current sampling time to next sampling time can be directly presented as

g’ =8.(n_,,n) (144)

The implementation of predictive control is highly dependent on required
computation time; it is always desired to reduce the computational time of MPC process
[178]. A state climination is considered in this section in order to minimize the

computational time of control algorithm. There are two possible switching states with
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zero voltage, S; and S4. By eliminating one of these states in each half cycle, the

computation time can be reduced.

0(@42 2>State4>0

2
2

State 3
A

Figure 135: Switching changes between states.

The final cost function can be presented as

1

g (k+l)= % | By ()=, (k+1) |+ |0,y () =0, (k+1)|+2-5.(n,_,,n,) (145)

rating rating

In the transient process, the main goal of the controller is set to track the
commanded power with fast dynamic response by using the dynamic behavior of the
cost function weight factor. When in the steady-state, the power control tracking errors
are within determined constraints, the energy loss per switching event minimization can
be considered into account. The summary of this process is illustrated in Figure 136,
which uses the absolute error in power tracking as a measurement tool as well as the
contour plots of the system performance versus weight factor which is discussed in the
next section. The step by step procedure for adaptive minimization of the cost function
is as follow:
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e Detect the present value of P,, which represents the power ripple limitation value
set by user or system organizer.

e C(Calculate the instantaneous real and reactive power values and power ripple value.

e Compare the detected power ripple value with its limitation value P,. If it is higher
than Pr, set weighting factor to 0. Otherwise, set it with value based on trading-off

between the desired performance and analysis of contour plots of xxxx.

Update power ripple
acceptable range value, P,
v
Detect Power

ripple

Select 4 by engineering
trade-off using coutour
plot of Fig.8

end

Figure 136: Flowchart of dynamic selection of weight factor ().

9.4.2 Results and discussion
The system in Figure 120 is modeled in Simulink-MATLAB. As a case study,
the initial commanded real and reactive power is set to be 500 W and 0 VAR

respectively, the steady state performance is illustrated in Figure 137 (a), the tracking
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error is sufficiently small. The dynamic performance of proposed system is evaluated.
At time 0.15 s, the reference values of real and reactive power changed to 0 W and -200
VAR. Finally at time 0.3 s, the reference value for real and reactive power changed to
-200 W and 200 VA. These step changes are selected to evaluate the proposed system
with the flexible decoupled power control ability and bidirectional power flow
capability. The dynamic response to these step changes in reference active and reactive

power is illustrated in Figure 137 (b).

200 77777777777777 - T - - - - 520 - r _ -~~~ r©- - - -~ - - -~ T©- -~ °© - -~ T© -~ T° — ——
S l l l l L l l
o I I I I I I I I
> | | | | | | | |

£ L e -
> l ‘ l l l L l l
S I I I I I I I I I
® I I I I I I I I I
_200 | | | 480 | | 1 | 1 1 |

R 0.12 . 01 011 012 0.13 0.14 0.15 0.16 0.17 0.18
Time (s)

20 T T T T T T T
< l l l l l l l
- I I I I I I I
S I I I I I I I

£ — T T T
: I I I I I I I
2 I I I I I I I
5] I I I I I I I
_20 | | | | 1 1 |

01 011 012 0.13 0.14 0.15 0.16 0.17 0.18
Time (s) Time (s)

(a) Steady state performance (real power reference of 500 W and unity power factor)
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P (W)

Time (s) Time (s)

(b) Step response of real and reactive power (The command of real and reactive power is
shown by blue dotted line and the response in read)

Figure 137: Steady state and dynamic performance of the proposed controller
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The system performance under distorted grid condition with harmonics is
evaluated. In this case study, the ideal grid is combined with 4% 3th, 4% 5th, 3% 7th and
3% 11th order harmonics beginning at time 0.08 s, then at time 0.15 s the grid resumes
to the ideal condition without these harmonic components. The grid side voltage and
current as well as active and reactive power of this case study is illustrated in Figure 138.
The THD of grid side current is 3.89% under the distorted case study by using the
proposed adaptive predictive direct power control with minimum switching event. The
tracking error of real and reactive power during this period is higher. This is due to the
proposed harmonics constrained controller which tries to reduce the grid side current

harmonics, thus in the multi-objective controller less prioritization is given to real and

reactive power control.
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Figure 138: Controller performance with distorted grid from 0.08s to 0.15s.

The effect of pulsating dc-link voltage on the system performance is investigated.

In this case study, the voltage source of the inverter is a single-phase diode rectifier with
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a dc-link capacitor. Figure 139 demonstrates the simulation results with a 120 pF dc-link
capacitor. The steady state control performance is comparable with the case study results
shown in Figure 137 (a) where an ideal input dc source is used as the input source to the
grid-tied inverter. A step change is applied to the real and reactive power reference at

time 0.15 s to evaluate the dynamic performance with the pulsating dc-link voltage.

2
[=]
o

dcHink voltage, Vdc (V)

grid current, Ig (A)

|
|
1
0.05 0.1 0.15 0.2 0.25 0.3
Time (s)

Figure 139: Controller performance with a small dc-link capacitor (120 uf), the
figure shows two things: first only real power is commanded, then only reactive
power is commanded, command (reference) is shown in dotted blue and response in
read line

The final evaluation is the effectiveness of minimizing the energy loss per
switching state change. Effect of reduction in pack of energy per switching state change
is illustrated in the contour plots of Figure 140. The results of Figure 140 (a)
demonstrate that the relation between the weight factor, switching frequency, and
absolute error in apparent power tracking is not linear, however the relation of the THD

versus weight factor is more trivial as illustrated in Figure 140 (b). An engineering trade-

off should be applied to determine the optimum operation point of the system in steady
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state. These visualizations demonstrate that the proposed approach to minimize the
energy controller, by optimization of the switching events, results in reduction of
average switching frequency. The adaptive selection of the weight factor in the
formulated cost function leads to set of optimal solutions in form of “pareto frontier”
illustrated in Figure 140. A final solution for the weight factor can be determined by
trading-off between the THD, switching frequency, and apparent power absolute error.

This weight factor will be used for the algorithm in Figure 136 when it should be non-
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Figure 140: Effect of switching reduction algorithm on performance of system and
switching frequecny

Using the set of optimal solutions presented in Figure 140 as reference, two

design scenarios are selected for purpose of evaluating and comparing the performance

of the proposed controller with conventional multi-loop PI based controller. Table III

presents the comparison summary between traditional multi-loop PI based power control

method, MPC based controller with only decoupled power control and the proposed

MPC based controller with two different design scenarios by trading-off between THD
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and switching event using Figure 140 as a tool. The steady-state performance is done in
the case with power reference values as P,=500 W; Q=200 VAR. The dynamic
performance is done in the case with power reference values Pr steps change from 800
W to 0 W; Qr steps change from 0 VAR to 200 VAR. As demonstrated, the proposed
method has smaller overshoot/undershoot value in the dynamic process, with faster
convergence time compared with traditional PI based method. The proposed MPC
decoupled power minimum energy controller with harmonics constraint results in
switching frequency reduction when comparing to other two techniques as presented in
Table 12, this leads to minimizing switching losses per switching event.

Table 12. Comparison summary of performance.

Method 1 Method 2 Method 3, case 1 | Method 3, case 2
Real power ripple (%) 1.5% 0.8% 1.0% 1.1%
Reactive power ripple (%) 5% 1.5% 1.7% 1.8%
Switching frequency (Hz) 10K 9790 8690 8230
Grid Current THD 2.5% 1.6% 1.8% 2.2%
Convergence time(s) 0.20 0.10 0.09 0.09
Apparent power overshoot 21.2% 6.5% 7.3% 7.5%

Note: Method I- Traditional multi-loop PI based power control method,
Method 2- MPC based controller with only decoupled power control
Method 3,case 1-Proposed controller with weight factor as 0.02
Method 4,case 2-Proposed controller with weight factor as 0.04

The proposed control strategy is verified experimentally by real-time

implementation using DS1007 platform of dSPACE. Figure 141 (a) demonstrates the
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system performance in steady state condition for 500 W reference real power and 200
VAR reference reactive power, and Figure 141 (b) demonstrate the steady state
performance when the reference reactive power is -200 VAR and reference real power is
500 W. Figure 142 presents the dynamic performance of proposed system for change in
the real power reference value from 800 W to 500 W. Simultaneously, the reactive
power reference value changed from 0 VAR to 200 VAR. These results show the
proposed decoupled power predictive control ability with fast dynamic performance and

low absolute error at steady state.
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Figure 141: Steady-state performance
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9.5 Conclusion

This section presents a decoupled power control by MPC for grid-tied inverter
and a formulation for harmonic constraints decoupled power control with minimizing the
pack of energy loss per switching state change. The proposed control has adjustable
capability to change the priority of the control objectives in real time. In order to reduce
switching loss in inverter system, an adaptive switching frequency reduction algorithm
with a flexible weighting factor is proposed. The weighting factor of switching
frequency reduction part is adjusted based on the power tracking error constraints and
instantaneous power ripple value. Thus, the functionality of switching event reduction

can be maximized when the power ripple is within the defined limits. The results
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demonstrate that the grid-tied inverter system can achieve decoupled power control with
switching frequency reduction by keeping the grid side current harmonics below the

standards.
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10. CONCLUSION AND FUTURE WORK

This dissertation focused on two main aspects of hybrid distribution system of

future: multi-criteria design and optimization of the hybrid system, model predictive

control of power electronics interfaces in the hybrid distribution system. A techno-

economic optimization of the proposed hybrid distribution system is studied and energy

availability as well as energy variability is investigated. A system structure is proposed

by using non-planar photovoltaic systems and geographical distribution of photovoltaic

arrays in community microgrid to mitigate the energy variability of the system. The

power electronics interfaces considered for model predictive control are: maximum

power point tracking, droop predictive control for the dc microgrid, MPC of grid

interaction inverter, and MPC of a capacitor-less VAR compensator based on a matrix

convert. The main contributions of this dissertation can be listed as following:

Techno-economic multi-objective optimization using Prado Front for hybrid power
and energy system design,

Auto tuning methodology for the weight factors in the model predictive control
(MPC) cost function,

MPC technique for maximum power point tracking (MPPT),

Reduce sensitivity (improved robustness) of MPC-MPPT to load disturbances,
Hysteresis-based mode predictive droop control in dc microgrid,

Grid-tied photovoltaic model predictive maximum power point tracking and
decoupled power control,

Harmonics constrained, minimum switching loss controller for grid-tied inverter,
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Capacitor-less VAR compensator by MPC techniques for matrix converter.

The studies in this dissertation opened new challenges that require further

investigation as future work. These challenges can be listed as:

Modifying the proposed MPPT algorithm for partially shaded PV system
Proposing integrated distributed model predictive maximum power point tracking
Parallel processing and optimization of the proposed auto tuned weight factor for
model predictive control

Adaptive variation of the duty cycle in the proposed model predictive maximum
power pint tracking

Considering the transition states in the proposed harmonics constraint minimum
energy controller

Design of predictive control for power converters with guaranteed performance:
considering Lyapunov stability concepts, considering design performance in the

cost function
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