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ABSTRACT

Reservoir studies are crucial for field development plans. The level of the studies ranges from analogies to
fully integrated production modeling. Numerical reservoir simulation is a tool to predict how fluid will
flow in the reservoirs. It is developed based on the continuity equation, flow equation, and equation of
state. The continuity equation is basically conservation of mass. Darcy’s law is a fundamental equation to
describe fluid flow in a porous media (i.e. oil and gas reservoirs). Fluid properties in the reservoirs are
calculated from the equation of state. This concept has been implemented to predict reservoir performance
for over centuries and it works flawlessly for conventional reservoirs (i.e. sandstone and carbonate

reservoirs).

In the past decade, shale reservoirs became resources of future energy in the U.S. Shale reservoirs are
unconventional reservoirs as their permeability is ultra-low and common pore sizes are in nanoscale level.
Recent studies/research in the oil and gas industry mainly focus on explaining fluid flow behavior in the
shale reservoirs. Some studies have been done in the oil and gas industry to describe how hydrocarbons
are stored and flow through ultra-small pores in the shale reservoirs. Most of these studies were derived by

borrowing and modifying techniques used for conventional reservoirs.

Fluid properties in shale reservoirs are one of the keys to improve the accuracy of reservoir simulators.
The common pore size distribution of the shale reservoirs is approximately 1-20 nm. In such confined
spaces the interactions between the walls of the container (i.e. the shale and kerogen) and the contained
fluids (i.e. the hydrocarbon fluids and water) may exert significant influence on the localized phase
behavior. We believe this is due to the fact that the orientation and distribution of fluid molecules in the
confined space are different from those of the bulk fluid; causing changes in the localized thermodynamic

properties.

This study provides a detailed account of the changes of PVT properties and phase behavior in a synthetic
shale reservoir for pure hydrocarbons and their mixtures. Grand Canonical Monte Carlo (GCMC)
simulations are performed to study the effect of confinement on the fluid properties and Molecular
Dynamics (MD) simulations are performed to simulate movements of fluid molecules in a confined
system and validate the conclusions obtained from the GCMC simulations. A graphite slab made of two

layers is used to represent kerogen in the shale reservoirs. The separation between the two layers,

il



representing a kerogen pore, is varied from 1 nm to 10 nm to observe the changes in the hydrocarbon fluid

properties.

We delivered phase diagrams and critical properties of pure hydrocarbons and phase diagrams of their
mixtures. In addition, the deviations in the fluid densities in the confined space from those of the bulk

fluids at reservoirs conditions were provided.
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CHAPTER1

INTRODUCTION

1.1 Motivation

Numerical reservoir simulation has been used as a tool for reservoir studies to predict reservoir
performance and consequently yield the best field development plan. Most of the commercial reservoir
simulators available in the oil and gas industry are developed based on continuity equations, flow
equations, and conventional equations of state. The continuity equation describes conservation of mass,
where the difference between mass flow in and mass flow out equals mass accumulations. The
fundamental flow equation that is used to state fluid flow in petroleum reservoirs is Darcy’s law. The
equation of state (e.g. Van der Waal EOS, Redlich-Kwong EOS, and Peng-Robinson EOS) is a
thermodynamic equation defining the state of matter under a given set of conditions (i.e. temperature and
pressure). According to reservoir simulations, equations of state are useful in determining the fluid

properties.

The current commercial numerical reservoir simulation software works flawlessly for conventional
reservoirs — sandstone and carbonate reservoirs — whose common pore size is relatively large compared to
the size of their contained fluid molecules. As a result, the effect of confinement is negligible. However,
this concept may not be able to predict the flow performance of shale reservoirs, which is the main focus
of current studies in the petroleum industry. Many studies have been done in the past decade trying to
forecast the production profiles of shale reservoirs using conventional reservoir simulators. None of those
studies give the results within an acceptable range of error when compared with the actual production
profile. It implies that fluid flow in shale reservoirs violates one or more assumptions required for

conventional reservoir simulation.

Unlike conventional sandstone and carbonate reservoirs, shale reservoirs have a unique rock property —
in particular, ultra-low in-situ permeability (on the order of 1-100 nd is very common). Shale reservoirs
contain nanoscale sized pores, which lead to ultra-low permeabilities but also unusual phase behavior
caused by "confinement" in very small pores. As noted, numerous studies have been performed to describe
the storage and transport of hydrocarbons in shale reservoirs; in particular to improve reserves estimation
and production forecasts. Desorption-adsorption models (e.g. the Langmuir model) are added in numerical

reservoir simulation and gas-in-place calculation to account for adsorbed gas in shales (Shabro et al. 2011;



Ambrose et al. 2011; Ambrose et al. 2012; Das et al.). In ultra-small pores, turbulent flow may develop
and cause deviation from the conventional models (i.e. Darcy's equation). Knudsen's number is used to
characterize slip and no-slip flow and Knudsen diffusion and slip flow models are incorporated to improve
the accuracy of the numerical simulation (Freeman 2010; Shabro et al. 2011; Darabi et al. 2012, Fathi et
al. 2012). Recently, Sun et al. (2015) developed a comprehensive multimechanistic, multiporosity, and
multipermeability model based on experimental data of shale organic and inorganic material properties to
predict shale reservoir performance. Their model takes into account gas transport due to both convection
and concentration diffusion, desorption of multicomponent gas from the organics’ surface, mass transfer in
three domains (organic material, inorganic material, and fracture network), and production from
hydraulically fractured well. These studies may help us improve our understanding of flow mechanism in
shale reservoirs, but none of these models may be completely valid to describe physics of shale flow. Most
of these studies were developed by modifying techniques used for conventional reservoirs — only a few of
these studies consider the fundamental effects of pore size on hydrocarbon PVT properties and flow

behavior (i.e. storage and transport of fluids).

Direct and indirect characterization method, such as Focus Ion Beam combined with Scanning Electron
Microscope (FIB/SEM, Chalmers et al. 2009; Sisk et al. 2009; Curtis et al. 2010; Lemmens et al. 2010;
Lemmens et al. 2011; Zhang et al. 2012), gas adsorption (Kuila and Prasad 2011), mercury injection
(Honarpour et al. 2012), and Nuclear Magnetic Resonance (NMR, Lewis et al. 2013) have exhibited the
dominance of nanopores in shales. The common pore size distribution of shale reservoirs is approximately
1-20 nm (Nagarajan et al. 2013). Especially, dominant pore diameters of most shale reservoirs are smaller
than 2 nm (Swami et al. 2012). In such a confined space, the interaction between the wall of the container
(i.e. shale and kerogen) and the contained fluid (i.e. hydrocarbons) becomes significant to the fluid's
behavior. As a result, equations of state derived for bulk fluid (Peng-Robinson, Redlich-Kwong) may not
be valid for PVT calculation in the shale reservoirs. In general, fluids under confinement within nanoscale
sized pores exhibit significant deviation from bulk thermo-physical properties (Thommes and Findenegg
1994; Zarragoicoechea and Kuz 2004; Singh et al. 2009; Travalloni et al. 2010; Singh and Singh 2011).
Figure 1-1 illustrates the difference between molecular orientation and arrangement of bulk water and that
of confined water calculated from Molecular Dynamics (MD) simulations at room temperature and a
density of 0.86 g/cm’. Molecules in bulk water move randomly without specific orientation and direction.
On the other hand, water molecules in the slit graphite pore with 1.9 nm of separation between the two
layers — measured from the center of one graphite layer to the center of the other one — have a well-
ordered, layered structure in the horizontal direction arranged in planes parallel to the graphite surfaces.
Such structural differences can cause the change of fluid phase behavior and thermodynamic properties. It

is reported that the water mobility of confined water becomes significantly lower than that of bulk water



(Hirunsit and Balbuena 2006). In addition, Zarragoicoechea and Kuz (2004) have shown that the shifts in
the critical temperature are proportional to the size of the mesopore. Normally, as the pore size decreases,
the critical temperature and freezing/melting point tend to decrease (Kenda et al. 2004; Moore et al. 2010).
Zeigermann et al. 2009 reported experimental results indicating that the critical temperature of a confined

fluid was depressed compared with its bulk value.
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Figure 1-1 — (a) Snapshot of bulk water molecules and (b) Snapshot of water molecules confined
between graphite slabs.

In the oil and gas industry, we currently approximate the critical properties of pure hydrocarbons in shale
reservoirs using critical shift models. Zarragoicoechea and Kuz (2004) proposed a critical shift model
derived from the Helmholtz free energy for Lennard-Jones fluid confined in nanopores coupled with the
van der Waals interactions. Equation (1-1) is the Helmholtz free energy for Lennard-Jones fluid proposed

by Zarragoicoechea and Kuz (2002).

N3 a c C:
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where b =2n/3, a=16n/9, ¢, =4.6571, ¢, = —2.1185, A, = n(rp/aj’)z, V, =A,L, and o, =

0.2443/T, /p. (Teklu et al. 2014). The definition of the axial pressure is
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which is similar to van der Waals equation of state. As it is well known, the bulk van der Waals equation
does not predict the critical point unless its parameters were adjusted for each substance. So the corrected
confined equation of state is
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From Equations (1-6) and (1-7), the critical properties of the confined fluid are
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Therefore, the shift in the critical temperature is
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Replacing the parameters by their numerical values yields
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Figure 1-2 is a comparison of the shift in critical temperatures computed from Equation (1-11) and the
experimental data for fluids like Ar, CO,, N,, Xe O, and C,H4 by Morishige et al. (1997), and Morishige
and Shikimi (1998).
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Figure 1-2 — The shift on critical temperatures computed from Equation (1-11) and the experimental
data by Morishige et al. (1997) and Morishige and Shikimi (1998).
(Zarragoicoechea and Kuz 2004)

Zarragoicoechea and Kuz confirmed that this model gave good estimations of shifts in critical
temperatures up to g,/7, = 0.37 based on their observation. However, according to Figure 1-2, the

amount of experimental data seems to be too small to validate the model.

Similar to the derivation of the shift of critical temperature, the pressure shift is given by
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available, and measuring the pressure shift could be a hard task to do.

Singh et al. (2009) investigated vapor-liquid phase coexistence of some species of pure hydrocarbons —
methane, butane and octane — in slit graphite pore and mica with widths ranging from 0.8 nm to 5.0 nm by
means of the grand-canonical transition-matrix Monte Carlo numerical simulator together with a modified
Buckingham exponential intermolecular potential. Later, Devegowda et al (2012) manipulated those
results to derive expressions to calculate the deviations of the critical properties of pure hydrocarbons as

functions of molecular weight for slit pores with widths of 2.0 nm, 4.0 nm and 5.0 nm as shown in Figures

1-3 and 1-4.
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Equation (1-12) has not been yet validated since there are no experimental data of the pressure shift
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Figure 1-3 — Relative deviations of critical temperatures as functions of molecular weight.
(Devegowda et al. 2012)
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Figure 1-4 — Relative deviations of critical pressures as functions of molecular weight.
(Devegowda et al. 2012)

They approximated the shifts in the critical temperature by the power law and the critical pressure by the

logarithmic function.
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They also implemented their results to generate phase diagrams of confined hydrocarbon mixtures using

the Peng-Robinson EOS as shown in Figure 1-5.



6000

[ [

e====No Confinement
= = Confined (2 nm)
5000 P -
-1® =~ 0 | Confined (4 nm)
~
_____ * L __ RN N| = = = Confined (5 nm)
4000 N <
\\ \|
—_ N
% / RN
2 AN \ \
-’ \\ \
£ 3000
\
§ \\ \
» \
~

- - -.'~~ \\ \\
[~ \
2000 =

\\ \
N \
\ L
\ HE
\ |
1000 —
| /s
/| L s g
7/ 147
0 - ’.-—-“":” ——/
0 50 100 150 200 250 300 350 400
Temperature (degF)

Figure 1-5 — Phase diagrams of confined and unconfined ternary synthetic gas-condensate fluid. The
vertical line is the reservoir temperature at 230 °F.
(Deepak et al. 2012)

Ma et al. (2013) and Jin et al. (2013) used the same dataset as Devegowda et al. did with additional
experimental data from Vishnyakov et al. (2001) and Singh and Singh (2011) to develop models to
approximate the shifts in critical properties of confined hydrocarbons. They plotted the shifts in critical
temperature and pressure versus the ratio of pore width (D) and effective molecular size (o,), which is the

smallest diameter of the molecule, as illustrated in Figures 1-6 and 1-7, respectively.
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(Ma et al. 2013)

15 4
D o775
1 1-Py/Py = 1.8(;)‘ -
0.5
Py x
>
&’ o x
- L ]
L]
-0.5 .
-1
-1.5 T T
0 20 40 60 80
D/a,

Singh et al. 2009
x C4-G
* C4-M

C8-G
- C8M

Singh et al. 2011
®  Cylinder H

x SlitH

Correlation

100

Figure 1-7 — Plot of critical pressure shift vs. dimensionless pore size.

(Jin et al. 2013)

(2013) are functions of pore width and type of contained fluid.
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Similar to the model from Zarragoicoechea and Kuz, the critical shifts of Ma et al. (2013) and Jin et al.
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Recently, Sanaei et al. (2014) applied these models to study the effect of pore size distribution and
connectivity on phase behavior in unconventional reservoirs. Similar to Devegowda et al. (2012), they
directly applied the critical shifts in temperature and pressure computed from Ma et al. (2013) and Jin et
al. (2013) to the Peng-Robinson equation of state to obtain phase diagrams of hydrocarbon mixtures for

production modeling in shale reservoirs as shown in Figure 1-8.
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Figure 1-8 — Phase diagrams of confined and unconfined ternary synthetic gas-condensate fluid.
(Sanaei et al. 2014)

Figures 1-5 and 1-8 illustrate the variation of mixture phase diagrams in different pore sizes compared to
that of bulk mixture at the same fluid composition. Although both plots agree with our presumption that
the pore proximity (confinement) affects fluid properties, more work is required to acquire more accurate
phase diagrams. The phase diagrams obtained in Figures 1-5 and 1-8 are derived based on the following

assumptions:

® Mixture critical properties are derived from those of confined pure components where those
properties were calculated from fitted correlations. These correlations are simply
approximations without physical meanings and do not capture the interaction between rock and
fluid molecules in the confined system.

® Peng-Robinson EOS for mixtures, which is valid only for bulk fluid, is utilized for confined

fluid to estimate the critical properties.
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® Surface (confinement) effects, known to significantly change phase behavior, are ignored.

Hydrocarbons in shale reservoirs are always present as mixtures. Brusllovsky (1992) and Ping et al. (1996)
studied the effect of capillary pressure and adsorption on phase equilibrium of multicomponent systems
and found that capillary forces and pressure change bubble point and dew point pressure. This change may
alter many fluid parameters. As a result, phase diagrams of hydrocarbon mixtures in confined systems are
necessary to predict fluid flow in the reservoirs and PVT properties of confined hydrocarbon mixtures in

shale reservoirs have gained the attention of researchers in the oil and gas industry.

Didar and Akkutlu (2013) applied the NPT-Gibbs ensemble to find the equilibrium adsorption of gas into
organic slit pores. They reported fluid density of binary mixtures across the pores width and found that the
fluid density is not uniform. In particular, fluid density in adsorption layers is higher than fluid density in
central layers. Methane tends to occupy more of the central layers rather than the adsorption layers
whereas ethane tends to occupy more of the adsorption layers. This is because the pore walls have
different levels of interaction with different fluid molecules. This phenomenon may cause a shift of the

phase diagram of hydrocarbon mixtures in a confined system.

Nojabaei et al. (2013) studied the effect of capillary pressure on phase behavior of various binary
hydrocarbon mixtures in tight and shale reservoirs. In this study, phase equilibrium was obtained by
making the fugacity of each component across a liquid/vapor interface equivalent. The phase pressures
differ by the capillary pressure, which is calculated from the Young-Laplace equation. The Macleod and
Sugden correlation is used to compute the change in interfacial tension (IFT). Thus the IFT becomes zero
at the critical point. The Peng-Robinson equation of state was used to acquire P-T diagrams of binary
mixtures. They observed that the small pores decrease bubble point pressure and either decrease or
increase dew point pressure. However, since the IFT becomes zero at the critical point, the critical points

in this study remain constant for all the cases. This restriction may cause inaccurate results.

Recently, Wang et al. (2014) performed an experimental study of the effect of nanoconfinement on
hydrocarbon phase behavior in unconventional reservoirs. A nanofluidic device was applied to visualize
phase change of pure alkane and an alkane mixture under confinement. They found that the vaporization
of the liquid phase in nano-channels was suppressed. In addition, they observed a shift in the two-phase
region of the confined ternary hydrocarbon mixture. Also, Li, Mezzatesta et al. (2014a) proposed an
iterative algorithm to solve the phase equilibrium equation system for the confined fluid and observed the

difference of liquid molar composition of the confined fluid at the dew point pressure. In addition, Li, Jin
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et al. (2014b) applied a density functional theory (DFT) combined with the Peng-Robinson equation of
state (EOS) to investigate the adsorption and phase behavior of mixtures in nanopores and found that the
selectivity became more pronounced as the molar weight of a hydrocarbon component increases even
though the mole fractions in bulk were equal. All of these studies imply that the derivation of the mixture
phase diagram is not straightforward since the interaction between pore walls and fluid molecules is

important to phase equilibrium in confined space.

Teklu et al. (2014) modified the conventional vapor/liquid equilibrium (VLE) calculations to account for
both the capillary pressure and the critical shifts in nanopores. In particular, they applied the critical
properties obtained from Zarragoicoechea and Kuz’s model to an iterative algorithm including the
capillary condensation effect (Kelvin equation). In this case, the bubble and dew points of the confined
mixture changes due to a combination of both capillary pressure and critical shift effects. However, there
are no experimental data of a confined mixture to validate this model. We note that many simulation
results for mixture phase behavior including those for mixtures in confined environments have been
reported mostly based on the Gibbs ensemble method (Panagiotopoulos 1988). However, to the best of our

knowledge, analyses related to mixtures in shale gas environments are not available.

1.2 Study Objectives

This research provides a fundamental understanding of elements and factors which control PVT behavior
in nano-volumes such as kerogen pores in shale reservoirs through molecular simulations. To fulfill our

objectives, the following tasks need to be achieved:

® Develop PVT models for pure components of small molecule hydrocarbons (CH4 and C,Hg) in
nano-volumes.

® Determine phase diagrams for binary mixtures of small molecule hydrocarbons (CH4 and C,Hg)
in nano -volumes.

® Develop PVT models for pure components of long-chain alkanes (CsHg — C¢Hj4) in nano-
volumes.

® Determine phase diagrams for binary mixtures of long-chain alkanes (C;Hg — C¢Hy4) in nano-
volumes.

® Determine phase diagrams for ternary mixtures of hydrocarbons in nano-volumes.

® [llustrate a study of the effects of the surrounding inorganic fluid environment (i.e. water) on

phase diagrams.

12



1.3 Significance

We are at a crossroads — we have been trying to apply ‘conventional’ (i.e. high permeability) reservoir
engineering methods to unconventional scenarios, and this is no longer practical and justifiable. We must
re-work the problem from the fundamentals — and in particular, we must develop a new breed of

solutions and methodologies that are derived directly from the phenomena at nano-volume scales.

This research provides a detailed study of fluid behavior and changes of PVT properties at nano-volume
scales. This work will reveal the significance of the effect of the interaction between rock and fluid
molecules (or confinement) on these PVT properties in shale reservoirs: phase diagram, critical pressure,
critical temperature and fluid density. PVT models of pure hydrocarbons and phase diagrams of their
mixtures in different pore sizes were developed. This study will help us better understand how fluids —
hydrocarbons, carbon dioxide, and water — behave in shale reservoirs, which in turn will enhance the

accuracy of production forecast, EUR prediction, and hydrocarbon available.
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CHAPTER II

MOLECULAR SIMULATION PROCEDURES

Fluid mechanics is the branch of physics that involves the study of fluids and the forces on them. It is a
branch of continuum mechanics where a subject is modeled without information at the atomic or
molecular level. In other words, it models matter from a macroscopic point of view. In the petroleum
industry, we develop our fundamental flow equations based on fluid dynamics, a branch of fluid
mechanics. The application of fluid dynamics relies on the continuum hypothesis: fluid is assumed to be
continuous. Properties such as pressure, temperature, velocity, and density are assumed to vary
continuously from one point to another and are averaged values for the Representative Elementary
Volume (REV), defined as the smallest volume over which a measurement can be made that will yield a
value that is representative of a whole. The fact that the fluid is made up of discrete molecules is ignored.
Therefore, continuum mechanics result in approximate solutions and may not be valid under some
circumstances (e.g. fluid flow in a confined space where interaction between the walls of the container and
the contained fluid molecules becomes significant to fluid properties.) These properties must be derived

from forced acting on each fluid molecule.

Levels of modeling in physics and chemistry for the calculation of a material’s properties or a system’s
behavior are usually divided into four categories as follows (from macroscopic to macroscopic, see Figure

2-1):

® Ievel of quantum mechanical models: Information about electrons is included. Electron
exchange is allowed in the simulation. It can be used to investigate chemical phenomena by
predicting protein folding at different temperatures or to study the ground state of individual
atoms and molecules, the excited states, and the transition states that occur during chemical
reactions.

® [evel of molecular dynamics models: Information about individual atoms and molecules is
included. The atoms and molecules are allowed to interact with each other for a period of time.
This method does not allow electron exchange between atoms or molecules. Therefore, it cannot
be used to predict chemical phenomena or reaction. One of the applications of this level of
modeling is to examine the physical properties of fluids in a confined system.

® Mesoscale level: Information about groups of atoms and molecules is included. It is used to
describe mechanical behavior between an atomic description and an unstructured continuum

(intermediate scale length).
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® [evel of continuum models: At this level, modeling objects contain a large number of atoms
and molecules and follow the continuum hypothesis. Physical properties of substances in the
system are averaged and are independent of coordinate system or location. Conventional

reservoir simulators are developed based on the level of modeling.
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Figure 2-1 — Level of modeling (from microscopic to macroscopic).

For our problems, we are solving for PVT properties of fluids in a confined system where interaction
between the walls of the container and the contained fluid molecules affects the fluid properties. Under
such a circumstance, fluids must be treated as if it is made up of discrete molecules. In other words, the
continuum is inapplicable to these problems. In addition, electron exchanges between atoms and
molecules in the system are ignored (the chemical reaction is not considered in our system). That is,

quantum mechanical modeling is not necessary to solve our problems.

In this work, we implement molecular dynamics modeling to observe motion and structures of fluid
molecules that (1) yields to physical properties of fluids, (2) investigates the shifts of phase equilibriums,
and (3) investigates the changes of PVT properties of pure components and mixtures in the confined

space. In the following section, the fundamental concept of statistical molecular thermodynamics is
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introduced to help us understand the definitions and derivations of physical properties (i.e. pressure,

temperature, internal energy, and free energies) in terms of molecular energies or partition functions.

2.1 Molecular Simulations

Owing to the advances in computing power, methodological efficiency, and the development of accurate
force fields, molecular simulations have become a breakthrough technology that is widely accepted in the
chemical industry. They have been used to investigate fluid behavior at the molecular level and to
calculate fluid properties in confined spaces where it is nearly impossible to conduct laboratory
experiments to measure such values. The simulations are also utilized to design nanomaterials and nano-

devices (i.e. medical devices).

Describing fluid flow in shale reservoirs is a new challenge for petroleum engineers and researchers in the
petroleum industry. Molecular simulation can be a breakthrough technology for the industry as a tool for
understanding fluid behavior in shale reservoirs with nanoscale pore sizes. Molecular Dynamics (MD)
simulation can be used to compute the equilibrium and transport properties such as the diffusion
coefficient and investigate the movements of fluid molecules in reservoirs. Grand Canonical Monte Carlo
(GCMC) simulation can be used to describe adsorptions in shale reservoirs and to determine the shifts of

thermodynamics properties of fluids in the reservoirs.

2.1.1 Molecular Dynamics Simulation

Molecular Dynamics simulation is a technique used to compute the equilibrium and transport properties of
fluids by solving equations of motion for a system of N particles interacting via potential energy (U). The

nuclear motion of the constituent particles obey the laws of classical mechanics.

The potential energy can be expressed as the following:

U= Zi ul(ri) + ZiZj>iu2(ri,rj) + ZiZj>iZk>j>iu3(rit T}', T'k) B RN (2-1)

The X;X;.; notation indicates a summation of all different pairs, i and j, without counting any pairs twice.
The same care must be taken for triplets. u, (r;) represents the effect of an external field on the system.
The remaining terms represents interaction between particles in the system. For instance, u, (ri,rj) is a
pair interaction and u3(ri, T rk) involves triplets of particles. Four-body (and higher) terms in equation (2-

1) are expected to be small in comparison with u, and u;. Largely, the pairwise approximation, u,, gives a
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remarkably precise description of fluid properties because the average three-body effects can be partially
included by defining an effective pair potential (Allen and Tildesley 1987). Thus, without any external

field on the system, equation (2-1) can be rewritten as

U R Zi E i U (117 it (2-2).

The most fundamental form of the classical equations of motion is the Lagrangian equation
d .
E(aﬁ/aqk) = OLJ0Gs = 0o (2-3)

where the Lagrangian function £(q,q) is defined as the difference between the kinetic and potential

energy of the system

and is considered to be a function of the generalized coordinates, q;, and their time derivatives, gy. U is

potential energy as expressed as Equation (2-1). K is kinetic energy which usually takes the form

K N  uDE 21 oo (2-5)

where m; is the mass of particle i and the index a runs over the different (x,y,z) components of the

momentum of particle i (p;).

If we consider the system of atoms with Cartesian coordinates, r;, then equation (2-3) becomes

The total force acting on particle i can be computed by
Ji = TV L= w0 U 2-7).

These equations apply to the center of mass of a molecule. With given potential energy correlation, the
trajectories, velocities, and accelerations of particles can be determined using equations (2-6) and (2-7).

This method is used to handle only the translational motion of the center of mass of molecules.

In our current work, we study the effects of confinement on the fluid behavior of methane and ethane.
Methane is treated as a rigid spherical molecule where only the equations of translational motion are
adequate. However, the molecular structure of ethane is linear (non-spherical), and the equations for
rotational motion must be considered to capture all the possible ways for the molecules to move. The
rotational motion is governed by the torque, T;, about the center of mass. When the interactions have the

form of forces, f;4, acting on sites in the molecule, r;,, the torque is simply defined as
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where d;, is the position of atoms relative to the center of mass of the molecule. For instance, when we
consider an ethane molecule consisting of spherical methyl groups, d;, equals the distance from the center
of the single bond between two carbon atoms to the center of each methyl group as shown in Figure 2-2.
In this work, we treat ethane as a rigid linear molecule where the bond length between two carbon atoms is
constant. This is commonly true at reservoir conditions where the amplitude of vibration is small
compared to molecular dimensions. The change in C-C bond length of ethane molecule is approximately

0.0092 A at 2.56 GPa (Meléndez-Pagan and Ben-Amotz 2000).

site a;

Figure 2-2 — A model describing forces acting on ethane molecule due to methane molecule.

For a rigid linear molecule, the angular velocity and the torque must be perpendicular to the molecular axis

at all times. If e® is the unit vector along the axis, this means that the torque on a molecule can be written

as

where g° can be computed from the intermolecular forces. In the particular case of an interaction site

model, the location of each site relative to the center of mass of the molecule can be written as

S, = ig€% oo eeeeeeeeeeeee e ee e e (2-10).

So we can write g° as
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gs = Ziadiafia .............................................................................................................................. (2-11)

The vector g® can be written as a combination of two components, which are the component

perpendicular, g+, and parallel, g', to the molecular axis:

G =G = 9" = 9% — (G5 = €5)€5 oo (2-15).

The equations of rotational motion can now be written as two-first-order differential equations.

where [ is the moment of inertia. The equation (2-16) is simply a definition of v®, which is the time
derivative of e®, the angular velocity vector. Physically, the first term of the equation (2-17) corresponds
to the moment of force g responsible for rotation of the molecule, and the second term corresponds to the
force Ae® along the bond, which constrains the bond length to be a constant of the motion, where A can be

thought of as a Lagrange multiplier.

In this work, we also consider a system with long chain alkanes (i.e. propane, butane, pentane, and
hexane). Although it is reasonable to assume that the C-C bond length is constant in our case study
conditions, the bending motions — which change the angle between bonds —, and twisting motions — which
alter the torsional angles —, must be considered. These bending and twisting motions are of much lower
frequency than bond vibrations. Therefore, it would be unrealistic to assume total rigidity of long chain

alkane molecules.

Let us consider a propane molecule consisting of three united atoms, which are two methyl groups and one
methylene group. The bond lengths between carbon atoms are fixed whereas the angle between the bonds

is allowed to vary under the influence of intramolecular potential. Numbering the central (methylene)
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united atom as 2, and the two outer (methyl) united atoms as 1 and 3, we can write the equations of motion

in the following form:

mrq, = fl + L T T T PPN (2-183)
myry, = fz T g et e e e e e e e (2-18b)
msry = f3 + L T N (2-18C)

where f1, fo, and f3 are the forces due to intermolecular interactions and those intramolecular effects that
are explicitly included in the potential. The terms g4, g, and g3 are the constraint forces. Their role is to

keep the desired bond lengths constant and to ensure that the following equations:

Il
(e
~
N
—_
\O

5]
~

Xiz = 12(t) —df,
A23 = T2 (E) = B33 = 0ottt (2-19b)

(where d;, and d,5 are the bond lengths, 1y, = |r; — r;|, and 1,3 = |r, — r3|) are satisfied at all times.

Thus, the Lagrangian equations of motion are the equations (2-18) with

1 1
Ga = Ellzvra)(lz + EAZSVraX23 ..................................................................................................... (2-20)

and A,, and 4,5 are the undetermined (Lagrangian) multipliers. So far, we have no approximation and
could solve for the constraint forces. However, using finite difference methods to solve these equations of

motion may lead to bond lengths that steadily diverge from the desired values.

Instead of using the true forces of constraint, g,, Ryckaert et al. (1977) suggested an approach in which
the constraint forces are calculated so as to guarantee that the constraints are satisfied at each time step.

Thus, we write

T = Fat Ga ™ Fat G eeoeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeseeses s esees s eeseeseeee s seseees (2-21)

where gl(lr) is an approximation of g,. The equation for advancing the positions is
T(E 4 8t) = 21(6) = T(£ = OL) 4 SL2F (L) e e (2-22)

Combining equations (2-21) and (2-22), we obtain

Talt +86) = 27q(8) = 7ot = 68 + (22) (£a(®) + L)) vttt (2-23a)
Talt +86) = 27q(8) = 7ot = 68 + (22) £o(®) + (22) gL () it (2-23b)
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Let r',(t + 8t) be the position which would have been reached in the absence of any constraints. Thus,

we can write
2
ro(t +8t) = ', (t + 5) + (fnL) F Rk (5 T (2-24)

Returning to our example of propane, and recognizing that the constraint forces must be along the bonds

and must follow Newton’s third law, we see that

()

gl = /‘1121"12 ................................................................................................................................ (2-253)
() = Ay31p3 — 4 2-25b
g, 23723 T L T T TR LT Y ( )
M =_2 22
g3 = Ll K TR T L LT PPN ( SC)

where 1,, and 1,5 are the undetermined multipliers. Combining equations (2-24) and (2-25), we obtain

ri(t 4+ 6t) = (¢ + 66) + (‘fn—f) AigT12.(E) oo (2-26a)

ot + 8t) = 15 (¢ + 66) + (fnL) AysTys(t) — (‘fnL) AgT12(E) oo (2-26b)

ot + 6t) = 13 (¢ + 6t) — (fnL) p Y S (2-26¢)
Therefore,

112t +6t) = 1" 5(t + 6t) + 5t2(m7 + my DA ,112(8) — t2m3 05753 () v (2-27a)

To3(t + 6t) = 1'53(t + 6t) — 5t2m31A,,115(t) + 5t2(M3 L + M3 AysTo3(E) o (2-27a)

Now we can take the square modulus of both sides, and apply our desired constraints:
[T02(E 4 812 = [112(E)2] = A2 oo (2-28)

and similarly for r,3. The result is a pair of quadratic equations in 4,, and A,5. Then, we can solve for the
undetermined multipliers. This process can be straightforwardly applied to the more complex molecules

such as butane, pentane, and hexane.

Molecular Dynamics (MD) simulations are in many respects very similar to real experiments. In the MD
simulation, we first prepare a sample by selecting or generating a model system containing N particles that
represent the scheme we wish to study; we the find the equilibrium state by solving the equations of
motion for this system until the properties of the system no longer change with time. After equilibrium is
reached, the measurement of the properties can be performed. To measure an observable quantity in the

MD simulation, we must first be able to express this parameter as a function of the position and momenta
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of the particles (direct output from the simulation) in the system. For example, a definition of the kinetic
temperature in a classical, many-body system utilizes the equipartition of energy over all degrees of
freedom that enter quadratically into the Hamiltonian system. In other words, the theorem of equipartition

of energy states that molecules in thermal equilibrium have the same average energy associated with each
degree of freedom of their motion and that the energy is %kBT per molecule per degree of freedom. In

particular for the average kinetic energy per degree of freedom, we have

In a simulation, we use the above equation as an operational definition of the temperature. In practice, the
total kinetic energy of the system is measured and divided by the number of degrees of freedom, Ny, to

obtain the instantaneous temperature:

TE) = S 0 e (2-30).

=1 3N,

As mentioned previously, to obtain accurate properties of the system, the values at the equilibrium state
must be measured. Another indicator of the equilibrium state is when the total energy of the system
reaches the minimum. This concept is a useful application of statistical thermodynamics to Molecular

Dynamics simulation.

2.1.2 Molecular Dynamics Simulation with the Monte Carlo Method

The Monte Carlo method is used to describe a technique that relies on repeated statistical sampling to
approximate solutions to quantitative problems. Monte Carlo simulations choose random numbers from
given probabilistic distributions of input, and these numbers can be manipulated in statistical processes to
yield the desired output. Instead of random sampling, importance sampling is an appropriate technique that
picks random numbers from a distribution which allows the function evaluation to be concentrated in the
important regions of space that actually contribute to the integral of interest. In other words, this sampling
technique would help minimize time spent on calculations where the Boltzmann factor is negligible by
sampling many points in the region where the Boltzmann factor is significant. Since the scheme of the
system changes during the simulation, the Markov chain is implemented to maintain the appropriate

probability. This process is called the Metropolis method (Metropolis et al. 1953).

To help understand the concept of implementation of the Monte Carlo method to the NVT ensemble,

Figure 2-3 illustrates a diagram of two neighboring states of a system containing 6 particles.
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State / State 11

o | o

Figure 2-3 — State 7 is an initial configuration. State I7 is obtained from State / by moving particle i

with a uniform probability to any point in region R.

State / is an initial state. To construct a neighboring state I/ (new state), one particle (i) is chosen at
random and displaced from its position, 7/, with equal probability to any point, !, inside the square. This
square is of side 2874, and is centered at r/. This square would be a small cube for the three-dimensional
problem. At the beginning of the simulation, an atom is picked at random and given a uniform random
displacement along each of coordinate directions to yield the state /. In the next step, the simulation

calculates the difference of potential energy between state /, U; and state I, Uj;.
U 1 = Upp = Uit (2-31).

The probability density of finding a configuration in coordinates q~, P(q") can be computed from the
configurational part of the partition function or the configuration integral, Z. In the canonical ensemble,

the number of particles, temperature, and volume are constant. The partition function for this ensemble is

Quvr = w3 S EXPL=BU@MI] AGY o (2-32)

where A is the thermal de Broglie wavelength,

N IO T 2 N (2-33)

where kg is the Boltzmann constant and h is Planck’s constant. Thus, the classical configuration integral

for the canonical ensemble is simply

Zyyr = [ exXpl=BUGN)TAGY ..o (2-34).

From the partition function, it follows that the probability density of finding configuration in coordinates

q" for this ensemble is
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Py (@) = B e (2-35).

ZNVT

From the correlation, it can be observed that the probability density of the lower energy system is greater
than the higher energy system. For instance, if §U,_,;; < 0, the potential energy of state // is lower than
that of state /. Thus, the probability density of state /I is greater and the new configuration is accepted. If
U, > 0, the potential energy of state /] is higher than that of state / and the probability density of state

11 is lower. However, the configuration will be considered for acceptance with a probability

N
o (q") = %‘;’N)) ......................................................................................................................... (2-36)

The ratio can be expressed as the Boltzmann factor of the energy difference,

a;o;(qV) = Znvr - expl-pun(a)] _ exp[—(BU,(qV) — BU(@"))] = exp[—BSU,L ] oo (2-37)

Znyr ™" exp[-BUi (V)]

For the case of 6U,_,;; > 0, the simulation generates a random number, ¢, from uniform distribution on
(0,1). The new configuration will be accepted when the random number is lower than exp[—B8U,_,,].

This procedure can be explained as shown in Figure 2-4.

During the simulation, supposing a particular move in the direction from a lower energy to a higher energy
system, where 6U,_,;; > 0, §U,_,, is considered. Different from 6U,_,;; < 0, where the new configuration
is always accepted, the configuration can be either rejected (blank area in Figure 2-4) or accepted (blue
area in Figure 2-4) with a probability of exp[—B8U,_,;;] when 8U,,; > 0. If at that point a random
number, &,, is selected, the move is accepted. If &, is selected, the move is rejected. The more the potential
energy difference between the two stages is, the lower the chance that the new configuration will be
accepted. If the move is rejected, particles in the system retain their old positions, and the old
configuration is recounted as a new state that is used for the next step. In summary, the acceptance rule of
any moves (8U,L;; <0 and 6U,,;; > 0) is Min (1,exp[—B8U,;;]). This probability changes over a
simulation where the Markov chain is necessary for the calculation. A flow chart of the application of

Monte Carlo simulation to Molecular Dynamics simulation is illustrated in Figure 2-5.
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0 oULy, oU

Figure 2-4 — Acceptance probability diagram in the Monte Carlo simulation.

As mentioned earlier, if the probability of the lower energy system is greater than the higher energy
system, the simulation seeks for locations of particles in the system giving the lowest energy. In other
words, assuming that the number of Monte Carlo simulation runs is large enough, the final configuration
must be at equilibrium. This technique is very useful for studies of fluid adsorption in confined systems
(i.e. observation of fluid storage in kerogen pores). This method is appropriate for studies where the
number of molecules is known and fixed. In the next section, the Grand Canonical Monte Carlo simulation
is introduced to solve problems where the number of molecules in the system is variable based upon its

chemical potential.
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Figure 2-5 — Procedures of the MC simulation.

2.1.3 Grand Canonical Monte Carlo Simulation

Classical Molecular Dynamics and Molecular Dynamics Monte Carlo (GCMC) simulations are proper
techniques for statistical ensembles in which the number of particles in the system is imposed (i.e.
canonical ensemble, microcanonical ensemble, and isobaric-isothermal ensemble). However, for some
systems, we need to obtain the average number of particles in the system as a function of external
conditions. For example, in adsorption studies, we need to determine the amount of material adsorbed as a

function of the pressure and temperature of the reservoir with which the material is in contact. Moreover,
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in studies of shifts of phase diagrams of confined fluid, it is necessary to record the number of molecules
occupying the confined system at varying pressures and temperatures within the reservoir. Those results
yield the phase transition and other PVT properties of the confined fluid. For these kinds of studies, the
most appropriate ensemble to use is the grand-canonical ensemble (uVT ensemble). In this ensemble, the
temperature, volume, and chemical potential are fixed while the number of molecules fluctuates. This
ensemble is used to represent the possible state of the mechanical system of molecules that is being
maintained in thermodynamic equilibrium (thermal and chemical) with a reservoir. The system is open
and allowed to exchange energy and molecules with a reservoir. Several possible states of the system can
differ in both their total energy and total number of molecules. The system’s volume, shape, and other

external coordinates are retained for all possible states of the system.

In the experiment setup, to represent equilibrium, the reservoir is connected to the ensemble (our confined
system) as shown in Figure 2-6, and various types of motion are allowed by GCMC simulation to emulate
the evolution of the system to the equilibrium state. Thus, during simulation, the GCMC algorithm
randomly chooses to act on the confined system from the following choices for a molecule in the confined

fluid volume:
a. amolecule is created at a random position (insertion)
b. amolecule is displaced (translation)
c. amolecule is removed (deletion)

d. amolecule is rotated (rotation, for non-spherical molecules).

At each step, one of the four events takes place, and the system energy is computed. The simulation
proceeds until reaching thermodynamic equilibrium where the chemical potential of the bulk and the

confined system are equal:

:uBulk(T' p) = :uConfined ................................................................................................................. (2-38)
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Insertion

Deletion

HBuik HcConfined

Figure 2-6 — Schematic of the GCMC simulation.

To understand the statistical basis for the Grand Canonical Monte Carlo technique, consider the system

restricted in the dashed line where an ideal gas reservoir is in contact as shown in Figure 2-7.

Figure 2-7 — An ideal gas (volume V-V, M-N particles) exchanges a particle with an N-particle

system with volume V.

The total volume of the restricted system plus the reservoir is fixed at a value of V;, and the total number of
molecules is M. If the volume and the number of molecules in the restricted system equals ¥V and N
respectively, the volume accessible to the M — N ideal gas is Vy; — V. The partition function of the

restricted system is
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1

QUN,V,T) = —— [ eXp[—BU@" ) G ..o (2-39).

Assuming that the system is contained in a cubic box with length L = V/3, the equation (2-39) can be
rewritten in an s"¥scaled coordinate form

VN
A3NN!

Q(N,V,T) = Sy €XPI=BUSY; LY A c.corrreesreseesseessensseesssenesssessees s (2-40)

where q; = Ls;. Similar to the partition function of the system, the partition function of an ideal gas

reservoir in a scaled coordinate form is

Q(M,N,V,V,,T) = % f01 exp[—BUSM™N; L)1dsM™N oo, (2-41).
Note that for an ideal gas,

UM (SMTNS LY = 0 (2-42).
Equation (2-41) is reduced to

Q(M,N,V,V,,T) = % Sy ASM7N e (2-43).

The partition function of the total system (the restricted system plus the reservoir) is simply the product of

the partition functions of the constituent subsystems

yN 1 WVo=WMN 1 oy
Q(M,N, v, VO,T) = mfo exp[—ﬁU(sN;L)] ds" x W(LT(M—N)!IO dsM-N
vN(Wo-M-N 1 _y 1
Q(M,N,V,V,,T) = A3MI(\)IT—N) Jo ds™™N [ exp[—BU(S; L] dsY oo (2-44).

Note that the integral over the s*~" scaled coordinate of the ideal gas yields a value of 1.

Assuming that the molecules in the two subsystems are identical molecules, the only difference is that
when the molecules are in the restricted system they interact, but they do not interact when they are in the
reservoir. If a molecule, i, is transferred from a scaled coordinate, s;, in the reservoir to the same scaled
coordinate in the restricted system, then the potential function changes from U(s"; L) to U(s¥*1;L). The
expression for the total partition function of the system, including all possible distribution of M particles
over the two subsystems, is

vN(Wy-v)M-N
ABMNI(M-N)!

QM,V,Vy, T) = ¥M_, Jy ds™™N [ exp[—BU(SY; L) dS" .coovoerrscrrrrernerees (2-45).

Thus, the probability density to find a system with M — N particles at reduced coordinates s™ ™V in the

reservoir and N particles at reduced coordinates sV in the restricted system is
p y
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P(SMN) = — o L BUS™ L)oo (2-46).

T MV Vo TIAMNI(M-N)!

Let us consider a trial move in which a particle is transferred from the reservoir to the same scaled
coordinate in the restricted system. The probability of acceptance of the trial move is determined by the

ratio of the corresponding probabilities

a(N > N+1) = % ......................................................................................................... (2-47a)

yN+1(y,—y)yM—-N-1

_ N+1,
_ Q(M,V,VO,T)A3M(N+1)!(M—N—1)!EXP[ pU(sN )]

a(N->N+1) = Ao N ettt et (2-47b)
Q(M,IL/,V(E,‘;(;A;/R’IN!(M—N)! exp[-pu(sViL)]
_ _VM-N) _ N+1.7Y _ N. -
a(N->N+1)= oD exp[ BIU(SN*L L) —U(s ,L)]] ................................................. (2-47¢)
and the probability of acceptance of the reverse move of the previous action is
a(N+1 - N) = LD o bl BIUCSN; L) = UGSY* L] oo (2-48).

V(M-N)

Now, let us assume that the ideal gas system or reservoir is much larger than the interacting system or
M — oo, (Vy—V) > oo, and M/(V, — V) - p. Note that for an ideal gas, the chemical potential is related

to the particle density, p, by

Substituting ¢ and taking the limit (M — N) — oo in equation (2-45), the partition function becomes

Qw,V,T) = X% Mfol eXp[—LUSN; L) dSN oo, (2-50)

A3NN!

and the corresponding probability density is

N
Puyr(sV) o %exp[—ﬁU(s”; L) ] et (2-51).

As mentioned earlier, in this technique, there are four different types of move, which are insertion,
translation, deletion, and rotation. Acceptance probability of each type of move can be described as

follows.
a. Insertion of particles:

A particle is inserted at a random position. The created particle is accepted with a probability.

TMVT(N+1)

a(N->N+1) = Pyt @)
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N+1
PBUN DT oxpl-pun+1)]

(N+D(N+1)!
QN = N 4+ 1) = AZTDWDL e 2-52b
( ) expBUNVY oo gy (v (2-320)

A3N N

14

a(N->N+1) = mexp[ﬁ[u —UWN+ 1)+ UM eooreonineeeeeens (2-52¢)

b. Displacement of particles:

A particle is selected and displaced at random. This action gives a new configuration, s’. The

move is accepted with a probability.

B I o T (2-53a)

Puvr(s)

exp(BuN)VN N
, N exp[-BU(s'N)]
A(s = 8)) = (2-53b)

3NN, exp[-BU(sN)]

a(s = 5) =exp[—BIUG™) = UM oo (2-53¢)

c. Removal of particles:

A randomly selected particle is removed. The removal of the particle is accepted with a

probability.
_ _ Puyt(N-1) )
a(N->N-1)= TR T s (2-54a)
exp(BuN-D)VN"T
e o expl-fUN-1)]
AN > N—1) = (2-54b)
— 3Ny exXpP[-BUM)]
AN
a(N - N —=1) ===exp[~Blu+UWN = 1) = UM ] (2-54c¢)

d. Rotation of particles:

A particle is selected and rotated at random. This action gives a new configuration, s’. Similar to

the displacement of the particles, the move is accepted with a probability.

a(s = 5) =exp[—BIUG™) = UM)]] oo (2-53¢c)

The procedures of the Grand Canonical Monte Carlo simulations can be summarized as illustrated in

Figure 2-8.
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Figure 2-8 — Procedures of the GCMC simulation.
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Note that in the experiment setup, the pressure, rather than the chemical potential of the reservoir is
usually fixed. Similarly, in the Grand Canonical Monte Carlo simulation, the pressure of the reservoir is an

input instead of the chemical potential. Recall that

= RETINABD oottt (2-49)

Therefore,
— A3, = A3 _M -

exp(fu) = AN°p=A Ty e (2-55)
From ideal gas law,

Piagas(Vo = V) = :—ART 2 (2-56).
Equation (2-55) can be rewritten as

A3Pi ,gas
exp(Bu) = —29% — D3 BPig gas -wemmeeeeeeemneemeeeieeeee s (2-57).

kpT

Substituting this into equations (2-52) and (2-54), the acceptance probability of the creation in terms of the

pressure in the reservoir, is

Vﬁpid,gas

a(N->N+1)= D)

exp[—BIUN + 1) = UMND]] cooorrireieeierieeeeeeeeeee s (2-58)

and the probability of acceptance of the removal in term of the pressure in the reservoir is

N
Vﬁpid,gas

a(N->N-1) = exp[—BIUN — 1) = UMND]] cooeeveeieeeieiiesieeeeseees s (2-59).

If the pressure in the reservoir is too high for the ideal gas law to hold, the p;4 445 in the acceptance rule

should be replaced by fugacity as shown:

where ¢y is the fugacity coefficient of the fluid in the reservoir, which can be computed directly from the

equation of the state of vapor in the reservoir.

2.2 Fugacity Calculation

In the previous section, we introduced the GCMC simulation technique to determine fluid density in a
confined system. The probabilities of acceptance for the insertion and deletion moves of the simulation are
a function of the chemical potential (see equations (2.52¢) and (2.54c)) that is directly related to fugacity.
The pressure and the fugacity are only the same at very minimal pressure when the gas behaves like an

ideal gas. However, for real gases, the fugacity can deviate considerably from the pressure. Especially at
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reservoir condition, the pressure is normally too high to treat the reservoir fluid as an ideal gas. Therefore,

the fugacity calculation is necessary for this research.

From equation (2-60), the gas pressure and fugacity are related through the dimensionless fugacity
coefficient, ¢. In this section, we will show a derivation of the fugacity coefficient for the Peng-Robinson

equation.
Fugacity is a measure of the nonideality of a gas. The molar Gibbs energy of an ideal gas is given by

G(T,p) = G°(T) + RT 1n§ ............................................................................................................ (2-61)

where p” is equal to 1 bar, and G°(T) is called the standard molar Gibbs energy. Similar to an ideal gas, we

can write the molar Gibbs energy of a real gas in terms of fugacity as the following:
G(T,p) = G°(T) + RT 1n“‘};"u—$;”’ .................................................................................................. (2-62).

The nonideality is buried in fug(T,p). Because all gases behave ideally as p — 0, fugacity must have the

property that fug(T,p) - p as p — 0 so that equation (2-62) reduces to equation (2-61).

Note that the standard molar Gibbs energy, G°(T), is taken to be the same quantity in equations (2-61) and
(2-62). The standard state in equation (2-61) is the ideal gas at 1 bar, so this must be the standard state in
equation (2-62) as well. Thus, the standard state of the real gas in equation (2-62) is taken to be the
corresponding ideal gas at 1 bar. This choice of standard state leads to a procedure to calculate fug(T,p)

at any pressure and temperature.

Step 1

Step 2 Step 3

Figure 2-9 — The scheme used to relate the fugacity of a gas to its standard state (ideal gas) at
p =1 bar and the T of interest.
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Figure 2-9 illustrates the difference in molar Gibbs energy between a real gas at p and T and an ideal gas
atp and T. We can calculate this difference by starting with the real gas at p and T and then calculating
the change in Gibbs energy when the pressure is reduced to zero (step 2), where the gas behaves ideally.
Then we calculate the change in Gibbs energy as we compress the gas back to pressure p, but taking the
gas to behave ideally (step3). The sum of step 2 and step 3 will be the difference in Gibbs energy of a real
gas at p and T and an ideal gas at p and T (step 1):

I e L G ) R el ¢ 0 WS (2-63).

Substituting equations (2-61) and (2-62) in to equation (2-63), we have

AG, = G'(T) + RTInZ — G*(T) + RT 1n”‘f~"u—;ﬁ"” ....................................................................... (2-64a)
AG, = RTIn% — RTIn “‘);"u—(;p’ ................................................................................................... (2-64b).

The standard state of the real gas has been chosen such that fug” = p” = 1 bar, therefore

~ |4
BG1 = RTIN o lis (2-65).

From the definition of the Gibbs energy and Maxwell relations, we have

(Z—E)T T e (2-65).
Thus,

AGy = [770dG = [T7OF AP s (2-66)
and

AG, = ;_de = fzf’qovidrgas D" e (2-67a)

Y SR —— (2-67b).

Combining Equations (2-66) and (2-67b), we obtain

V)P ottt (2-68).

AG, = AG, + 4G = [ (p

-0

Equating this expression for AG; to AG, in equation (2-65), we have

P _ P (ET_ 5\ gy ]
RTIn—b— = M(p, V) D' ottt (2-69a)
fug(Tp) _ p(V 1 /
In T2 - [ (=- 77) D" oo oo eeeeeeee e e (2-69b).
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Substituting the definition of ¢ from Equation (2-60) into equation (2-69b), we get

Ing, = [7 (=~ pi) BB oo (2-70).

By introducing the compressibility factor,

Equation (2-70) can be rewritten as

Ingy = J7 (Zp;l) D oo oo e eeee e eeeeee e e 2-72).

In application, p is a more convenient variable than V/, and equation (2-71) can be written in an alternative

form:

For constant T, differentiation gives:

AP = RT(ZAP 4 PAZ) oottt ettt es et b e a e (2-74a)
dp = ZpRT % .................................................................................................................... (2-74b)
Loy (2-74c)
b

Substituting equation (2-74c) into equation (2-72), we have

(z

Ing, = f° ;1’ P+ [TEE2AZ ot (2-75a)
g = [P R dp 4+ [71AZ = [{ 247 o (2-75b)
Ingy = [° (Z;“ T A T (2-75¢)

Recall Peng-Robinson equation of state:

__RT a(T)
P =5~ V2rapv-n?

2 2
where a(T) = 0.45724 @xh +m(1-T)]", b=007780 ’;—T T, =1, and m = 037464 +

1.54226w — 0.26992w?. Therefore, the compressibility factor, Z, for the Peng-Robinson equation is

_ (BT __am T ]
7 = (T ) e (2-77a)
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_ V. faDV 1 ;
z="2-(5%) <—1+2_(2)2> .................................................................................................... (2-77b).
v

Let V = 1/p into Equation (2.77b), thus

Z = = (F0) (Fgmamgigs) o (2-78a)

(2-78b).

1 a(T) b
Z = m - (E) ((1+(1+ﬁ)bp)€1+(1—ﬁ)bp)> .............................................................................

The quantity needed for evaluation of the integrals in equation (2-75c), Z — 1, is readily found from this

equation:
_ bp _ (a0) bp ]
z-1=12--(5%) <(1+(1+ T ﬁ)bp)> ........................................................................ (2-79)
The integral of equation (2-75¢) is evaluated as follows:
p(Z-1) _ (P _bp_dbp) (al)\ rp d(bp) }
e Tl () 8 s eyt cyw e . (2-80).
Finally, it yields (Smith et al. 2005)
pz-1 , _ _(amY 1 1+(1+\/§)bp>
Jy =2 dp = ~In(1 - bp) GHE —In <—1+(1_ T SR (2-81).
Thus, equation (2-75) can be rewritten as
= —In(1—bp) — (2D} L M) —1-
Ing; = —In(1 - bp) — ($=2) - =In <1+(1_ o) T LI (2-82).
LetA = amp, and B = b—p, an alternative form of equation (2-82) is
(RT)? RT
BRTp
- _pEmp) a1 (UORRSE
Ing; = —In (1 : ) =l (u@-ﬁ)“jjﬂ N A (2-83a)
_ B\ 41 1+(1+V2)7
lnqbf——ln(l—g)—gﬁln(m FZ =1 =IZ oo (2-83b)
= —In(Z — B) — LAy (Z2B) L o
In¢, = —In(Z — B) 2ﬁ31n <Z+(1_ﬁ)3> FZ =1 e (2-83c).
Finally, the expression to calculate the fugacity coefficient is
= exp(—In(Z — B) — =4 (028 L o
¢r = exp( In(Z — B) 2\/EBln <Z+(1—\/E)B> +Z 1) ............................................................ (2-84).
Compressibility, Z, in this expression can be determined by solving the following cubic equation:
Z34+ (1—-B)Z?2+ (A—3B?2=2B)Z+ (mAB +B?2 4+ B3) =0 coeveveeeeeeeeeeeeeeeeeee, (2-85).
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A procedure for fugacity calculation for a pure component fluid using Peng-Robinson equation of state is

illustrated as Figure 2-10.

START

A\ 4

Input: Fluid properties (7., p. and w)
Pressure and Temperature

Calculate: T, =T/T,
m=0.37464 + 1. 542226(» - 0.26992w?
—_ 12
a(T) =0.45724 £ (1 + m(1 - T)]
RT, Pc
Pc

b =0.07780

\ 4

Calculate: A = a(T)p/(RT)?
B = bp /RT

A\ 4

Find roots (Z) of Eq. (2-85)

\ 4

Calculate ¢ from Eq. (2-84)

\ 4

END

Figure 2-10 — A procedure for fugacity calculation for a pure component fluid using
Peng-Robinson equation of state.

For mixture system, we can still use equation (2-85) to determine compressibility of the fluid. However,

mixing rules must be applied to compute A and B:

A= B T XA i (2-86a)
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where 4;; = (AiA]-)O'S(l - kij) and k;; is the binary interaction parameter. After the compressibility of

the mixture is obtained, we can compute the fugacity of the system using equation (2-84). A procedure for

fugacity calculation for a mixture using Peng-Robinson equation of state is illustrated as Figure 2-11.

START

\ 4

Input: Fluid properties (7, p. and w)
Pressure and Temperature

Calculate: T,; =T/T,;
m; = 0.37464 + 1.54226w; — 0. 26992 w?
(RT,)? —
a,(T) = 0.45724 %x [1+m(1 - JT;y)]
b; = 0.07780 ’;L

cl

A\ 4

Calculate: A; = a; (T)p /(RT)?
B; = b;p/RT

A 4

Calculate 4 and B from
Equations (2-86a) and (2-86b)

v

Find roots (Z) of Eq. (2-85)

A\ 4

Calculate ¢ from Eq. (2-84)

\ 4

END

Figure 2-11 — A procedure for fugacity calculation for a mixture using
Peng-Robinson equation of state.
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In our work, we study fluid behavior and changes of PVT properties of fluid systems comprised of
hydrocarbons (i.e. methane, ethane, propane, butane, pentane, and hexane), and water. Fluid property

parameters used for fugacity calculation are summarized in Table 2-1.

Table 2-1 — Fluid property parameters used for fugacity calculation.

Fluid type Critical temperature (T,) Critical pressure (p.) W
Methane (CH,4) 190.45 K 4600 kPa 0.011
Ethane (C,Hg) 30530 K 4884 kPa 0.099
Propane (C;Hg) 369.80 K 4250 kPa 0.153
Butane (C4H;0) 42520K 3796 kPa 0.199

Pentane (CsH,,) 469.70 K 3369 kPa 0.249
Hexane (C¢H)2) 507.40 K 3012 kPa 0.305
Water (H,O) 647.30 K 22120 kPa 0.344

Binary interaction parameters used for the fugacity calculation of a mixture system in our study are

summarized in Table 2-2 (Li, Jin et al. 2014).

Table 2-2 — Binary interaction parameters used for fugacity
calculation for mixture systems.
CH,4 C;Hs C3Hg C4Hyo CsHip CeHip
CH, - - - - - -
C,Hg 0.005 - - - - -
C3H8 * % — — — —
C4Hyo 0.0035 * * - - -
C5H12 * * % * — —
CeHiz 0.0037 * * 0 * -
HZO 0 * * * * *

* We do not include those components in our mixture system.

2.3 Intermolecular Forces

Intermolecular forces are forces that describe the interactions between molecules. Based on Coulomb’s

law, the force between two charged particles z; e and z,e separated by a distance is given by
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D T L (2-87)

r2

and the Coulomb’s potential is

Z1Z 82
U() = 2225 ettt (2-88).

If the charges of the two particles are alike, positive and positive or negative and negative, the force will
be repulsive. On the other hand, if the charges of the two particles are opposite, positive and negative, the
force will be attractive. According to Coulomb’s law, the electrostatic force between an ion and an
uncharged particle (ze = 0) should be zero. However, Coulomb’s law assumes that the two particles are
point charges having zero radii. In actuality, a real particle such as an atom or a molecule occupies a finite
volume of space. It is possible that the spatial distribution of the electron cloud representing the valence
electrons might be asymmetrical, giving rise to an electric dipole moment. There are three kinds of dipole

moments:

a. Permanent dipole moments can arise when bonding occurs between elements having different
electronegativities. For instance, one atom attracts electrons more than another and becomes more
negative whereas the other atom becomes more positive. A molecule with a permanent dipole

moment is called a polar molecule.

b. Induced dipole moments occur when an external electric field distorts the electron cloud of a

neutral molecule.

c. Instantaneous dipole moments occur due to chance when electrons in a neutral molecule happen

to be more concentrated in one place than another creating a temporary dipole.

Depending on its strength, intermolecular forces cause a forming of three physical states: solid, liquid and

gas. The various types of interactions are classified as follows:
a. Jon —ion interaction
b. Ion— permanent dipole interactions
c. Ion —induced dipole interactions
d. Permanent dipole — permanent dipole interactions
e. Permanent dipole — induced dipole interactions

f. London Dispersion forces
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In this study, our system does not contain any ionic molecules. Therefore, we focus on only permanent
dipole — permanent dipole interactions, permanent dipole — induced dipole interactions, and dispersion

forces.

2.3.1 Permanent Dipole — Permanent Dipole Interactions

In physics, an electric dipole refers to a separation of electric charge. An idealized electric dipole consists
of two-point charges of magnitude +q, and - g, separated by a distance r. Although the overall molecule
is neutral, the charge separation can cause an electrostatic effect. The electric dipole moment, u,, of a

molecule with two point charges is:

where d, is the displacement vector pointing from the negative charge to the positive change. Thus, the

electric dipole moment is a vector pointing from the negative charge to the positive change.

The most well-known molecule having a dipole moment is water. The charge imbalance occurs because
oxygen pulls the electron cloud that comprises each O-H bond toward itself as shown in Figure 2-12.
These two bond moments add to produce the permanent dipole moment (a vector pointing from the

negative charge to the positive change) denoted by a solid green arrow.

Figure 2-12 — Dipole moment of a water molecule.

When an electric dipole is subjected to an external electric field, it will tend to orient itself so as to
minimize the potential energy. Thus, its negative end will point toward the higher electric potential (more

positive). An example of water molecule orientations is illustrated in Figure 2-13.
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For the case that the partially positive area of one molecule interacts only with the partially negative area

of the other molecule (see Figure 2-14a), the potential energy is given by

U (1) = — 2 e oo s e (2-90).

r3

If the molecular dipoles do not interact in this straight end to end, then we have to account mathematically
for the change in potential energy due to the angle between the dipoles (see Figure 2-14b). We can add an

angular term to equation (2-90) to account for this new parameter of the system:

U(r) =— % (COS B35 = 3COS 05 COS B omeeeeieeeeeeeeeeeeeeeee e (2-91).

~
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Figure 2-13 — Water molecule orientations (its negative end will point toward the higher electric
potential (more positive)).
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Figure 2-14 — Schematics for permanent dipole — permanent dipole interactions.

Equations (2-90) and (2-91) give the instantaneous interaction energy of two particles. For a large number
of particles, there is average interaction energy, (U(r)), that is obtained by averaging the interaction
potential at a fixed r over all possible orientations of the two interacting particles. At each orientation, the
potential must be weighted by the Boltzmann factor given by exp(—U (8, 0,;71)/kgT). For instance, the
partially positive area of a molecular dipole being held next to the partially positive area of a second
molecular dipole is a high potential energy configuration and few molecules in the system will have
sufficient energy to adopt it at room temperature. In general, the high potential energy configurations can
only be populated at evaluated temperature. Thus, the interactions of dipoles are not random, and instead

adopt more probable, lower energy configuration. The following equation takes this into account:

(UF)) = = A e (2-92).

3 kgTr®

2.3.2 Permanent Dipole — Induced Dipole Interactions

Even if a molecule is neutral and possesses no permanent dipole moment, it can still be affected by an
external electric field. Because all atoms and molecules are composed of charged particles (nuclei, and

electrons), the electric field of a nearby particle can cause a shift of the centers of positive and negative
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charges in opposite directions. Therefore, a separation of charge may be induced in any molecule by

another molecule that contains a permanent dipole moment.

Figure 2-15 illustrates a creation of an induced (temporary) dipole moment by an external electric field
from a molecule having a permanent dipole moment. In Figure 2-15a, the distance between a polar
molecule 4, which contains a permanent dipole moment, and a nonpolar molecule B is too far for an
electric field from the molecule 4 to cause a change in the molecule B. As molecule 4 and molecule B are
moving toward each other, the electric field from molecule 4 becomes influential to electron movements
in the molecule B. For instance, the negative end of the molecule 4 pushes the electrons in molecule B to
the far side. The phenomenon creates an induced (temporary) dipole moment in molecule B as shown in
Figure 2-15b. When molecule B moves away from molecule 4 to a point far beyond the effect of the
electric field from molecule 4, molecule B will turn back to a nonpolar molecule without a dipole moment

as shown in Figure 2-15c¢.

The strength of induced dipole moment, Uiy gyceq> depends on the strength of the external electric field, Ef,

from the polar molecule and the polarization, a,, of the atom or molecule in which the dipole is induced.

Hinduced = apEf ............................................................................................................................. (2-93)

Although the above discussion used a nonpolar molecule as the molecule without a permanent dipole
moment, equation (2-93) implies to other situations as long as the second molecule has non-zero
polarizability, an induced dipole moment can be produced in polar molecules. Thus, it is important to note
that induced dipoles occur in molecules with or without an existing permanent dipole moment. The

potential energy of two particles due to the permanent dipole — induced dipole interaction is given by:

UGr) = — apaudi(3cos? 0+1)

2r6

where 6 is the angle between the permanent dipole and the inter-particle axis, @y, is the polarizability of

the nonpolar molecule, and 1,4 is the permanent dipole.

Equation (2-94) can be generalized to represent the total permanent dipole — induced dipole interaction
potential between two polar molecules. Averaging those potential overall orientations of the two dipoles

Ue1, and U,,, and Boltzmann weighting gives:

2 2
LG ) T e e O (2-95).

ré
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Figure 2-15 — A creation of an induced (temporary) dipole moment by an external electric field from
a molecule having a permanent dipole moment.

2.3.3 London Dispersion Forces

Even if the net charge of a permanent dipole moment in a molecule equals zero, there still remains London
dispersion forces. In contrast to the above, these forces cannot be explained by classical electrostatics.
Although the time-averaged electron distribution of a nonpolar molecule is symmetric, fluctuations in the
distribution can lead to a transient dipole moment, which can induce a dipole in a neighboring molecule.

Consider what happens when two molecules approach each other, the electron clouds of each molecule
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tend to repel the other. The distortion of the electron cloud in molecules is proportional to the
polarizability of the molecules. Once these transient dipoles are formed, they interact electrostatically with
each other. This type of interaction, between atoms and molecules that do not possess a permanent dipole
moment, is called a London dispersion force. An approximate expression of interacting energy due to

London dispersion forces is:

U(r) = — B D e oo e oo e e eeeeeeeseeses s (2-96)

- 2(Ipy+lpz) 16

where [ is the first ionization potential.

If the particles are neutral and only dipoles are considered, the total potential is a sum of the average
permanent dipole — permanent dipole interaction in equation (2-92), the average permanent dipole —
induced dipole interaction in equation (2-95), and the dispersion forces. For most cases, the dispersion
contribution is the largest and is the only interaction when the particles are nonpolar (Steinfeld et al.

1989).

In this work, we mainly study the phase behavior and PVT properties of hydrocarbons that are nonpolar
molecules. Thus, the London dispersion forces are the main contribution to the potential energy of our
system. In the next section, we will introduce a model that we use to estimate the London dispersion

interaction between two particles in our confined system.

2.4 Molecular Modeling

2.4.1 Building the Model System

Figure 2-16a illustrates an example of the Scanning Tunneling Microscopy (STM) image of Haynesville
shale (Curtis et al. 2010). Shale reservoirs consist of inorganic (i.e. clay) and organic matter known as
kerogen. Hydrocarbons are stored in the shale reservoirs in both the rock and kerogen pores. In this work,
we focus only on kerogen pores. Figure 2-16b illustrates an example of 3D molecular structure of kerogen
(Vandenbroucke 2003). It can be observed that the kerogen pore can be modeled in first approximation by
a slit graphite pore. Here the slit pore model is constructed so that graphite-like crystallites are semi-
infinite and composed of two-layer graphite slabs aligned parallel to one another and separated by a
distance, H, as shown in Figure 2-16¢. The value of the separation is varied from 1 nm to 10 nm. The

dimensions of the graphite slabs are 42.53 A x 41.90 A.
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Kerogen

Figure 2-16 — (a) STM image of Haynesville shale (Curtis et al. 2010), (b) 3D molecular structure of
kerogen (Vandenbroucke 2003), and (c) molecular model representing kerogen in shale reservoirs.

2.4.2 Periodic Boundary

Periodic boundary conditions are applied to extend the simulated system to a pore network and account for
interactions between molecules at the edge of the system and molecules in the next periodic cell (identical

to the simulated system) as shown in Figure 2-17.
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Figure 2-17 — Periodic boundary conditions are used to extend the simulated system to represent the
kerogen pore network.
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The cubic box is replicated throughout the space to form a pore network. During simulation, as a molecule
moves in the original box, its periodic image in each of neighboring boxes moves in the same way.
Therefore, as a molecule leaves the original box, one of its images will enter through the opposite side.
There are no wall boundaries of the box and no surface molecules. Applying the periodic boundary, the

number density in the central box (and hence the entire system) is conserved.

2.4.3 Force Fields

As mentioned in the previous section, both the trajectories of molecule particles in the system for classical
Molecular Dynamics simulation and the acceptance probability of configurations in the Monte Carlo
simulations are derived from a given force field. In molecular modeling, a force field is used to describe an
interaction between two particles. In this study, the united-atom force field model is applied to methane
and ethane. Methane is represented as one spherical particle and ethane is treated as one particle
comprised of two spheres of methyl groups connected by a single bond of 1.54 A. Meléndez-Pagan and
Ben-Amotz (2000) reported that the change of C-C bond length of ethane molecule is approximately
0.0092 A (0.5%) at 2.56 GPa (~371,000 psi), which is much higher than normal reservoir pressure. Thus,

the bond length of the ethane molecule is kept constant for this study.

In this work, our confined system consists of graphene sheets, methane, and ethane molecules (nonpolar
molecules). As a result, the system is dominated by van der Waal interactions that can be described by
London Dispersion forces or instantaneous dipole-induced dipole forces. The London Dispersion force is a
weak intermolecular force developing from quantum-induced, instantaneous polarization multipoles, or
fluctuation of electron clouds in molecules. Therefore, they can act between molecules without permanent
multipole moments. Lennard-Jones (LJ) potential is used to pronounce the potential energy of interaction
between two non-bonding molecules in the system based on their distance of separation. The potential

equation accounts for the difference between attractive forces and repulsive forces.

12-6 Lennard-Jones potential can be expressed as

(-G e
U(ry) =1 Y [\ry T H OO OO OSSOSO (2-97).

0 ;Ti]'>rc

where €;; and o;; are the LJ potential parameters that characterize the molecular size and strength of the

intermolecular interactions; r;; is the distance between the centers of mass of the molecular pair; and 7, is
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the cut-off distance beyond which the interaction between the i and j molecules — assumed to be
negligible. The minimum half-cell distance of the system is used as the 7, value. However, 1, should be
equal to or greater than 5X max(o;;), where the potential or interaction between the molecules becomes
insignificant. In this study, the Optimized Potential for Liquid Simulations (OPLS) model (Jorgensen et al.
1984) is used for methane and ethane. The Lennard-Jones potential parameters of carbon atoms in graphite

are from Kurniawen et al. (20006).

For long chain alkanes, we also used the united-atom force field model for methyl and methylene groups
in the molecules. The lengths of the single bond between carbon atoms are kept constant at 1.54 A because
the amplitude of vibration is small compared to molecular dimensions. However, the bending motions,
which change the angle between bonds, and the twisting motions, which alter the torsional angles are
considered. The intramolecular forces corresponding to bond motions will be discussed in Chapter IV. The
UNICEPP force field by Dunfield et al. (1978) is used to calculate interactions between long chain alkane

molecules.

The model parameters of the like interaction are given in Table 2-3, whereas those for the unlike

interaction are determined by the Lorentz-Berthelot combining rules:

O'ii+0'jj

aij = T ................................................................................................................................... (2-983)
€ LT IS (2-98b).
Table 2-3 — L-J potential parameters.
Pair interaction o, A €i/k, K

CH,; - CH4 3.730 148.0

CHj; — CH; (for ethane) 3.775 104.1

CH; — CHj; (for n-alkane) 3.790 90.6

CH, — CH; (for n-alkane) 3.960 70.5

c-C 3.400 28.0

An example of the potential map between two methane molecules derived from the 12-6 Lennard-Jones
potential equation is shown as Figure 2-18. The potential equation consists of repulsive and attractive

potential terms. The repulsive potential is in the order of 12 and has a positive sign, whereas the attractive
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potential is in the order of 6 and has a negative sign. Contributions of both repulsive and attractive
potential energies to the total potential are illustrated as a red dashed line and a green dashed line in
Figure 2-18 respectively. The summation of both energies is the total potential energy and is illustrated as
a solid brown line. A dashed orange line represents a cut-off radius where the repulsive and attractive
forces almost cancel each other out. Observe that the total potential energy is very small, or the interaction
between the two molecules is extremely weak beyond the cut-off distance. As a result, it is reasonable to
assume that there is no interaction between the molecules beyond the cut-off distance (/). As molecules are
brought closer to each other, the attractive potential becomes stronger and creates an attractive force
between them (/I). The attractive force brings the molecules even closer together until they reach the
equilibrium separation at which their minimum potential is reached (/]). At this point, the potential trough
is used to determine €;;. To further reduce the distance between the two molecules, the repulsive force
becomes stronger rapidly. The distance at which the total potential energy equals to zero is g;;. As the
electron clouds of both molecules overlap, the repulsive force acts and pushes both molecules further

apart. At this point, the force of repulsion is greater than the force of attraction (V).

Potential Energy Surface between CH,-CH,
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Figure 2-18 — Potential map between two methane molecules.
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CHAPTER III

SIMULATION STUDIES OF CONFINED PURE SMALL MOLECULE HYDROCARBONS

In this chapter, we show the effect of confinement on pure methane and ethane using molecular
simulations. The GCMC simulation is implemented to derive new phase diagrams for confined pure
methane and ethane in different pore sizes. The critical properties of the confined fluid are obtained from
the phase diagrams. Also, the GCMC simulation is used to observe the shifts in the confined fluid
properties from the bulk density at the reservoir condition. The results emphasize the importance of this
study because the deviation in the densities of the confined pure hydrocarbons in shale reservoirs from the
bulk densities is significant. In addition, the classical MD simulation is employed to support our

conclusion obtained from the GCMC simulation.

3.1 Analysis of Simulation Data

The GCMC simulation allows us to evaluate the equilibrium density of the confined fluid at given
conditions of temperature and pressure. This density yields adsorption isotherms as a function of gas
pressure. The adsorption is computed as the amount of molecules present in the unit cell (system) at
equilibrium conditions — where the chemical potentials (of all phases for each component) of both the

reservoir (bulk fluid) and the confined system are equal under given conditions of temperature and

pressure.
vapor __ . vapor _ . liquid
Hgutecr, (T P) = Heonfined,ci, = FConfined,Cliy -+ s ewresseeeesssesessssemsssseiisssiisenis i (3-1a)
and
vapor __ . vapor _ liquid
Hgutecytis (TrP) = Beonfined,cole = HConfined,Cotg -+ rseeesseresssssessmesesssssisienie s (3-1b)

To clarify the above expressions, let us suppose we have two systems: “bulk” and “pore”, each one at
different state conditions (separated from each other). If we put them in contact with each other for
example, the pore is exposed to the external bulk environment, the molecules will start moving from one
system to the other and vice versa until a dynamic equilibrium is established. At that point, the
temperature will be equal in both systems and the chemical potential of each species, i.e. methane and

ethane, will be the same in both systems. (See for example in Smith et al. (2005))
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Because of the effect of the interaction between fluid molecules and the surface wall, the fluid density in
the bulk and the confined space may be different. Once the number of molecules per unit cell (n) is

obtained from the GCMC simulations, the density can be computed using the following formula:

nxMw

D COmfined = o e (3-2)

NaXVynit cell

where MW is the molecular weight of the fluid, » is the number of molecules per unit cell, N, is
Avogadro's number, and V¢ cerp 15 the unit cell volume (excluding the volume occupied by the graphite
slab). The calculated fluid density in the confined space is used to determine the critical point of a pure
component. At T < T, a phase transition can be observed when there is an occurrence of a jump of fluid
density (from vapor to liquid) while pressure increases. On the other hand, at T > T, the fluid density is a
continuous function of pressure, and this phase is called a supercritical fluid. As a result, a tip of a phase

envelope that contains a two-phase region may yield a critical point of a pure component.

3.2 Methane Adsorption Model Validation

The validation process involved generating methane adsorption isotherms in a 2.34 nm slit graphite pore.
Avgul and Kiselev (1970) experimentally measured methane adsorption isotherms on graphited thermal
carbon black were. These authors provided the isotherms at 113 K, 123 K, 133 K, and 143 K. The
experimental data were reported in surface excess, Q, (mol/m”). To be able to compare results from
molecular simulations with the experimental data, the isotherms from the molecular simulations need to be
converted to surface excess using the following expression:

_ Pconfined,cH, (Mol/m3)=ppy1k cu, (mol/m3)
2Xx AreaGraphite(mz)

Q (mol/m?)

/AN 1) (3-3)

Figure 3-1 illustrates the surface excess versus pressure at 113 K, 123 K, 133 K and 143 K in a log-log
plot. The experimental data are presented as square symbols whereas the results from the GCMC
simulations are presented as solid lines. As can be seen, the simulation results and the experimental data

agree well, thus validating the model used for the interactions between the fluid and the slit walls.
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Comparison between Experimental Data and Simulation Results
of Adsorption Isotherms on Graphite
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Figure 3-1 — Comparison between experimental data and simulation results of adsorption isotherms
on graphite at 7= 113K, 123K, 133K and 143K.

3.3 Phase Diagram and Critical Properties of Confined Pure Small Molecule Hydrocarbon

3.3.1 Methane

Figure 3-2 illustrates an example of a calculated phase diagram for confined methane in a 5.0 nm
separation slit graphite pore, which represents kerogen in shale reservoirs. The GCMC simulations are
performed to derive methane isotherms at different temperatures. At higher temperatures, the first-order
phase transitions vanish at the critical points as pressure increases and the isotherm becomes a continuous
function of pressure at supercritical conditions. On the other hand, at lower temperatures, a jump or
discontinuity of the fluid density (from vapor to liquid) occurs while pressure increases. Such a jump is
called a first-order phase transition. A phase envelope of the confined methane containing a two-phase
region can be drawn by connecting points of vapor and liquid densities at vapor pressures for different
temperatures as shown in a black envelope in Figure 3-2. The critical properties can be read from the tip
of the envelope. In this case, the critical temperature and pressure of the confined methane in a 5.0 nm
separation of a slit graphite pore are approximately 175 K or -144.7°F and 2450 kPa or 355 psi,

respectively. These procedures are applied to determine the critical properties of confined methane in
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different pore sizes as summarized in Table 3-1. See Appendix A for calculated phase diagrams for

confined methane in different pore sizes (1.0 nm — 7.0 nm).

According to the data in Table 3-1, it is noticeable that for the nanoscale pore size, the fluid’s critical
properties change with the pore size and become different from the bulk properties. This is because the
interactions between the pore walls and the fluid molecules become significant and impact the behavior of
the fluid molecules. The smaller the pore is, the lower both critical temperature and pressure of the
confined methane are. At low pressure, with the same temperature, the confined methane is denser than
the bulk fluid because the attractive potential of the surface wall allows fluid molecules to adhere to the
walls of the confining system and also to interact strongly with each other. Consequently, the confined
fluid condenses at a lower pressure than the bulk fluid does. This phenomenon may shift the phase

envelope to lower critical temperature and pressure, and different critical density.

Isotherms of CH, in Confined Space of 5.0 nm Separation
of Slit Graphite at Different Temperatures

0
1000
1500
2500
3000
3500
4000

(=3
o 3 &
0.40 T T
[ Legend:
I (—e—)T=155K
I (—e—) T=156K
- (—e=)T=157K
0.35 —(~o~) T = 158K
L (o) T=159K
I (—e—)T=160K
L (—o-)T=161K
L ( )T=162K
0.30 () T=163K 0.30
| (o) T=164K
| (—e—)T=165K
| (o) T=166K
[ (—o-)T=167K

| (—e—)T=168K

0.25 —( ") 7 2 169K , 0.25

T T 040

0.35

(~o—) T=170K
[ (—e=)T=171K
[ (~e=)T=172K
| (—e=)T=173K
0.20 [~ (—e—) T=174K - 0.20
I (—e=)T=175K |
I (=) T=176K
I (—e=) T=177K
r (—e—)T=178K
0.15 —(—e—) T =179l 0.15
I (—e=) T = 180K

Density (p), g/cc

ool Loy Lo Ly Lo O b L g g
105 .

500
1000
1500
2000
2500
3000
3500
4000

Pressure (p), kPa

Figure 3-2 — Phase diagram of confined methane in 5.0 nm of separation of a slit graphite pore
(representing kerogen in shale reservoir).
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Table 3-1 — Critical properties of confined methane in different pore sizes.
Separation (H), nm Critical temperature (T,) Critical pressure (p.)
1.0 99 K or -281.5°F 4.0x10™ kPa or 5.8x10™* psi
2.0 127 K or -231.1°F 34 kPa or 5 psi
3.0 155 K or -180.7°F 610 kPa or 88 psi
4.0 169 K or -155.5°F 1625 kPa or 236 psi
5.0 175 K or -144.7°F 2450 kPa or 355 psi
6.0 178 K or -139.3°F 2950 kPa or 428 psi
7.0 181.5 K or -133.0°F 3550 kPa or 515 psi
Bulk Fluid 190.45 K or -116.9°F 4600 kPa or 667 psi

Figures 3-3a and 3-3b are plots of the critical temperature and pressure of the confined methane versus
pore size (separation between the two graphite layers representing the kerogen pore). It can be observed
that when H < 5.0 nm, the critical properties decay rapidly due to the strong effect of the confinement. In
addition, as the separation increases, those properties of the confined methane approach the bulk critical
properties. Based on this indication, the effect of confinement on the fluid’s behavior decreases when the

pore size increases, as the fluid’s properties become closer to the bulk properties.

These observations agree with the hypothesis that interaction between the wall of the container and the
contained fluid becomes significant to the fluid's behavior and causes changes in the fluid’s properties.
However, this effect is negligible when the pore is adequately large. Consequently, for sufficiently large

pores, the fluid can be treated as a bulk fluid.
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Critical Temperature of Confined Methane
as a Function of Pore Size
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Figure 3-3 — (a) Plot of critical temperature and (b) critical pressure of confined methane
versus separation of a slit graphite pore (representing kerogen in shale reservoir).
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3.3.2 Ethane

The same method shown in the previous section is applied to obtain critical points of the confined ethane.
Figure 3-4 illustrates an example of the phase diagram of confined ethane in a 5.0 nm separation of a slit
graphite pore. The phase envelope (black envelope) contains a two-phase region. The critical temperature
and pressure of the confined ethane, read from the tip of the envelope, are approximately 292 K or 66.9°F
and 2450 kPa or 355 psi, respectively. The critical properties of the confined ethane in different pore sizes
are summarized in Table 3-2. See Appendix A for calculated phase diagrams for confined methane in

different pore sizes (2.0 nm — 10.0 nm).

Isotherms of C,H; in Confined Space of 5.0 nm Separation
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Figure 3-4 — Phase diagram of confined ethane in 5.0 nm of separation of a slit graphite pore
(representing kerogen in shale reservoir).
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Table 3-2 — Critical properties of confined ethane in different pore sizes.
Separation (H), nm Critical temperature (T,) Critical pressure (p.)
2.0 215K or -72.7°F 32 kPa or 5 psi
3.0 258 K or -4.7°F 580 kPa or 84 psi
4.0 281.5 K or 47.0°F 1675 kPa or 243 psi
5.0 292 K or 66.9°F 2450 kPa or 355 psi
6.0 298 K or 76.7°F 3050 kPa or 442 psi
7.0 300 K or 80.3°F 3400 kPa or 493 psi
8.0 302 K or 83.9°F 3650 kPa or 529 psi
9.0 304 K or 87.5°F 3800 kPa or 551 psi
10.0 305 K or 89.3°F 3900 kPa or 566 psi
Bulk Fluid 305.3 K or 89.9°F 4884 kPa or 708 psi

Similar to the case of confined methane, the critical properties of confined ethane are dependent on the
pore size. Both the critical temperature and pressure decrease when the pore is smaller. Figures 3-5a and
3-5b are plots of those properties versus pore size. It can be observed that when H < 5.0 nm, the critical
properties decay rapidly. This reduction rate of confined ethane is faster than that of confined methane,
especially when H < 2.0 nm because the separation is almost as long as the effective length of the ethane
molecule. The effect of the interaction between the surface wall and the confined fluid becomes less

significant when the pore size increases and its critical properties approach the bulk properties.
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Critical Temperature of Confined Ethane
as a Function of Pore Size
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Figure 3-5 — (a) Plot of critical temperature and (b) critical pressure of confined ethane
versus separation of a slit graphite pore (representing kerogen in shale reservoir).
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For applications in reservoir simulations, we can incorporate these results of new critical properties of
confined pure hydrocarbons, along with pore size distribution from core data, to compute critical

properties of hydrocarbons in shale reservoirs in a reservoir simulator.

3.3.3 Comparison of Critical Shifts from Our Simulations with the Approximation Models

After we obtained the new critical properties of confined pure hydrocarbons from the previous section, the
critical shifts can be computed by their definition, where the critical temperature shift is (TC - Tcp) /T, and

the critical pressure shift is (pc - pcp) /Pe-

Figures 3-6 and 3-7 illustrate comparisons of the shifts in critical properties of methane and ethane in
different pore sizes from our GCMC simulation results and from the approximation models discussed in
Chapter I (i.e., Zarragoicoechea and Kuz (2004): equations (1-11) and (1-12), Devegowda et al. (2012):
equations (1-13) and (1-14), and Jin et al. (2013), and Ma et al. (2013): equations (1-15) and (1-16)). It can
be noticed that the shifts in critical temperatures of both methane and ethane from the simulations are in
similar trend to those from the models in Figure 3-6a and 3-7a. Specifically, Jin et al. and Ma et al.’s
models give a very good match on the shift in critical temperature of ethane. On the other hand, none of
these models provide a good approximation of the shifts in critical pressures of both methane and ethane.
We remark that the shifts in the critical properties from Zarragoicoechea and Kuz’s model, Jin et al. and
Ma et al.’s models, and the GCMC simulations approach zero when the pore size increases. It implies that
the confined fluids tend to behave as the bulk when the pore is large. However, there is a large discrepancy

for the critical shift in the pressure of the approximated models with the simulation results in small pores.

61



Critical Shift on Temperature of Confined Methane
as a Function of Pore Size
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Figure 3-6 — Comparison of the critical shifts on temperature (a) and pressure (b) of confined
methane from Zarragoicoechea and Kuz’s, Devegowda et al.’s, Jin et al. and Ma et al.’s models, and
this work GCMC simulation results.
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Critical Shift on Temperature of Confined Ethane
as a Function of Pore Size
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as a Function of Pore Size
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Figure 3-7 — Comparison of the critical shifts on temperature (a) and pressure (b) of confined ethane
from Zarragoicoechea and Kuz’s, Devegowda et al.’s, Jin et al. and Ma et al.’s models, and
this work GCMC simulation results.
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3.4 Density Shift Confined Pure Hydrocarbon at Reservoir Condition

The phase diagrams and critical properties of pure components of methane and ethane, in the nanoscale,
differ from those in bulk conditions. As a result, new GCMC simulations were carried out to obtain fluid
densities of pure components of methane and ethane at reservoir conditions. Table 3-3 summarizes the
ranges of Eagle Ford reservoir temperatures and pressures obtained from Orangi et al. (2011). In this
work, according to the reservoir properties listed in Table 3-3, the possible lower and upper limits of the
temperatures used in the molecular simulations are T = 385 K and T = 460 K, respectively, and the

pressure is varied from 42.5 MPa to 80 MPa for both cases.

Table 3-3 — Eagle Ford reservoir temperature and pressure.

Temperature (T) Pressure (p)
237°F — 352°F or 6300 psi — 11400 psi or
387 K-451K 43 MPa — 79 MPa

The isotherms obtained from the GCMC simulation are converted to the confined fluid densities using
equation (3-3) and compared with the bulk densities from the National Institute of Standards and
Technology database. The maximum absolute deviation for the confined fluid densities compared with the
bulk properties can be calculated using the following formula:

% Max. Dev. = "’”f;—”bu“" XLO0DD v ee e eee e eeeees e s ee s ee e e s es e eereoe (3-4).
bulk

3.4.1 Methane

Figures 3-8a and 3-8b illustrate densities of the confined methane in different sizes of slit graphite pores
at T =385 K and T = 460 K, respectively. In both cases, it can be observed that the confined density is
higher than the bulk density under the same condition. In particular, the fluid density in smaller pores
deviates from the bulk density more so than it does in bigger pores. This is because the strength of the
attractive potential allows more molecules to populate the system and this effect increases as the pore size

decreases.
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Comparison of Densities of Methane in Different Sizes
of Confined Space and Bulk Methane at T= 385 K
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Figure 3-8 — Comparison of bulk and confined methane densities at the (a) minimum
and (b) maximum Eagle Ford shale reservoir temperatures.
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The absolute maximum deviations of the confined methane in different pore sizes from the bulk fluid are
summarized in Table 3-4. At these reservoir conditions, huge deviations of confined methane densities
(~70%) occur when H = 1.0 nm due to the strong effect of confinement of kerogen pore in the shale
reservoir. However, it becomes less significant when the pore size increases as the deviations reduce to

lower than 5% when H > 7.0 nm.

According to the results, the density of the confined fluid in smaller pores is higher than that in bigger
pores. This statement can be proven by the results from the classical MD simulation. A slit graphite pore
system with multiple connecting pore sizes is generated. The system contains pure methane with the
average fluid density of 0.078 g/cc. The classical MD simulation is implemented to locate methane
molecules at equilibrium. The temperature of the system is 385 K and the simulation time is 1500 ps. To
ensure that the final configuration is at equilibrium, the total energy must be reached and almost stabilizes
at the minimal point as shown in Figure 3-9. The final configuration is illustrated in Figure 3-10. Based
on the final configuration, most of the methane molecules in the system are adsorbed on the graphite
surface, and only small amounts of methane molecules are in the free gas phase. The densities of methane
in different segments with different pore sizes are varied as summarized in Table 3-5. The fluid density in
the smaller pore is higher than that of the bigger pore, similar to the conclusion obtained from the GCMC
simulation. This is because the fluid in the adsorbed phase is denser than the free gas phase. In the smaller
pore, the ratio between the surface area of the pore (for adsorption) and the pore volume is greater than in

the bigger pore. Thus, the methane density in the smaller pore is higher than in the bigger pore.
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Table 3-4 — Absolute maximum deviation of confined methane densities
from bulk methane.

% of Absolute maximum deviation from bulk methane
Separation (H), nm

atT=385K atT=460 K
1.0 65.3 % 69.8 %
1.5 47.9 % 52.6 %
2.0 33.4% 36.7 %
3.0 19.6 % 22.0 %
4.0 12.5 % 14.1 %
5.0 7.3 % 8.1%
6.0 53% 6.1 %
7.0 3.7% 4.7 %
7.5 3.0% 39%
8.0 2.6 % 35%
9.0 1.7 % 2.6 %
10.0 1.7 % 2.0 %

Total Extended System Energy versus Time of Pure Methane
in Slit Pore Graphite with Multiple Pore Sizes
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Figure 3-9 — Total energy system over simulation time of pure methane in slit graphite pore
with multiple pore sizes at 7= 385K.
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Adsorbed phase

Figure 3-10 — Configuration at ¢, = 1500 ps from classical MD simulation of pure methane
in slit graphite pore with multiple pore sizes at 7= 385K.

Table 3-5 — Densities of confined methane in slit graphite pore
with multiple pore sizes from classical MD simulation at 7 = 385K.
Separation (H), nm Density (p), g/cc
0.7 0.23
3.9 0.088
8.8 0.061

3.4.2 Ethane

Figures 3-11a and 3-11b illustrate densities of confined ethane in different sizes of slit graphite pores at T
=385 K and T =460 K, respectively. Similar to the previous case, the confined density is higher than the
bulk density. In particular, when H > 1.5 nm, the fluid density in smaller pores deviates from the bulk
density more so than it does in bigger pores. However, it is noticed that the fluid density in the slit pore
with H = 1.0 nm is lower than that in the pore with H = 1.5 nm. This is because when H = 1.0 nm, the
distance between the two layers of the graphite is too short to offer flexibility in terms of molecular
orientation and arrangement to the confined ethane. In other words, the separation is less than twice the

effective length of the ethane molecule (one adsorbed layer on each side).
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Figure 3-11 — Comparison of bulk and confined ethane densities at the (a) minimum
and (b) maximum Eagle Ford shale reservoir temperatures.

69



The maximum absolute deviations of the confined ethane in different pore sizes from the bulk are
summarized in Table 3-6. At the reservoir conditions, huge deviations of confined ethane densities
(~36%) occur when H = 1.5 nm due to a strong effect of confinement of the kerogen pore in the shale
reservoir. However, it becomes less significant when the pore size increases. The difference between the
confined ethane density in the largest pore in this work (H = 10.0 nm) and the bulk density may be caused

by a combination of the effect of confinement and the error from force field used to represent a methyl

group in the ethane molecule.

Table 3-6 — Absolute maximum deviation of confined ethane densities from bulk ethane.
. % of Absolute maximum deviation from bulk ethane
Separation (H), nm
at T=385K at T=460 K

1.0 20.4 % 289 %

1.5 26.0 % 355%

2.0 19.9 % 28.6 %

3.0 14.0 % 20.4 %

4.0 10.8 % 15.6 %

5.0 8.6 % 12.2 %

6.0 8.0 % 109 %

7.0 7.2 % 9.7 %

7.5 7.0 % 9.2 %

8.0 6.7 % 9.2 %

9.0 6.3 % 8.7 %

10.0 6.1 % 8.3 %

3.5 Conclusion

In this study, we limited our work to pure methane and pure ethane components. As we observed from the
GCMC simulation results, interactions between the surface walls and the fluid molecules will cause
changes in the thermodynamic behavior of the hydrocarbon phases. We observed from our simulations
that the critical temperature and pressure of pure component methane and ethane reduces as the pore size

decreases. In short, the larger the pore size, the less significant the effect of confinement, and the more

their critical properties approach the bulk properties (as expected).

Moreover, according to the deviations of the confined methane and ethane densities from the bulk
densities at the reservoir conditions, they may cause intolerable errors in reserves estimations and
production forecast calculations if the bulk densities are used instead of the proper densities. The confined

pure component of methane and ethane densities can deviate from their bulk properties by up to 69.8%
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and 35.5%, respectively. We note that the pore actually has a distribution of pore sizes, and other
restrictions such as pore interconnections may occur, which will make the phenomena even more complex.
These will be incorporated in future work. However, the present results provide a first approximation of

the confinement effect on the phase behavior of fluids in kerogen pores.
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CHAPTER IV

SIMULATION STUDIES OF CONFINED PURE COMPONENT LONG CHAIN ALKANES

In this chapter, we derive new phase diagrams of confined pure long chain alkanes to determine the new
critical properties of the confined fluid in different pore sizes as well as compute densities of the confined
fluid at the reservoir conditions. The Configurational-biased Grand Canonical Monte Carlo (CB-GCMC)
simulations are implemented instead of using the conventional GCMC simulations because for dense or
confined phases of long chain alkanes, standard particle insertion and transfer moves in the conventional
GCMC simulations become impractical due to steric overlap. To help understand this problem, Figure 4-1
illustrates a diagram of two neighboring states of the grand canonical ensemble of the system containing a

dense butane system after a standard particle insertion move.

Insertion

State 1 State I/

Figure 4-1 — State 7 is an initial configuration. State 7 is obtained from State I by adding a rigid
butane molecule in a green box using standard particle insertion technique.

State / is the initial state. Implementing standard particle insertion — the rigid butane molecule in the green
box — may result in steric overlap (see the bond between the blue particles in the molecule) as shown in
State /. This occurrence causes a very high potential energy in the system, and it is almost impossible for
State /7 to be accepted. Since the space available for a new molecule to be added is very restricted, if we

use the standard particle insertion, we will waste many moves in the simulations by the moves similar to
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State /I in Figure 4-1. To overcome this problem, the Configurational-biased Monte Carlo (CBMC)
technique has been developed, and the implementation of the CBMC technique to the GCMC simulation is
called CB-GCMC simulation. The CB-GCMC simulation applies a chain growth technique and allows the
internal bond bending angle and bond torsion (dihedral) angle to change during the creation of a molecule
in the system. Figure 4-2 illustrates a diagram of two neighboring states of grand canonical ensemble of

the system containing a dense butane system after a particle insertion move using the CBMC technique.

Insertion

State / State 11

Figure 4-2 — State I is an initial configuration. State II is obtained from State I by adding a butane
molecule in a green box using CBMC technique.

The CB-GCMC simulation offers more flexibility for a molecule to change its internal structure to fit in
the system more properly. As a result, it allows the bond bending angle between the blue particles of the
butane molecule in the green box of State /7 to change to avoid the steric overlap as seen in Figure 4-2.
State II in Figure 4-2 definitely has lower potential energy than State /7 in Figure 4-1, thus the probability
for the State /I to be accepted is higher and its chemical potential may be closer to the bulk system under
the given pressure and temperature. In short, the CBMC technique helps us save some MC moves, which

is impossible to occur in reality as shown in State /7 of Figure 4-1.

In addition, as mentioned in Chapter II, real gas bond bending and bond torsion angles may alter at high

pressure. Therefore, it is more reasonable to allow the internal molecular structure to change during the
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simulations (CB-GCMC simulation) than to insert or transfer a rigid molecule (conventional GCMC

simulation).

Since we allowed the internal molecular structure — bond bending angle and bond torsion angle — to
change and since the potential energy of the different structures are varied, the intramolecular interactions

must be taken into account for the probability calculation.

4.1 Intramolecular Potential

This section concludes all possible bond motions for long chain alkanes and the potential energy

corresponding to those moves. The bond motions include:
a. Bond stretching
b. Bond bending

c. Bond twisting

4.1.1 Bond Stretching

Figure 4.3 illustrates propane’s (united-atom model) normal mode of vibration due to bond stretching.
The motions can be either symmetric stretch or asymmetric stretch. This motion causes the change in bond

length between two particles in a molecule.

o e
~
(a) (b)

Figure 4-3 — Propane’s (united atom model) normal modes of vibration due to bond stretching:
(a) symmetric stretch, and (b) asymmetric stretch.

The simplest representation of the stretching potential as a function of distance, r, is that of the harmonic

oscillator model:

G T G (4-1)
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where 1, is the equilibrium bond length, k,. is the force constant, and U(r,) is the potential energy at the
equilibrium bond length. Let U(r,) become a reference potential energy (U(r,) = 0), thus equation (4-1)

can be rewritten as
T G (4-2).

The blue line in Figure 4-4 represents the calculated bond stretching potential of a long chain alkane using
the harmonic oscillator model. The harmonic oscillator model is an accurate representation of the
stretching potential for only small displacements from the equilibrium bond length. Differences between
the true potential and the harmonic potential are called “anharmonic effects”. These differences are
amplified at large r’s where the tail tends to be flatted and approaches the classical dissociation energy,

D,.

One of the most common models used to approximate a bond stretching potential is the Morse function:

U@r) =D,(1 — exp(—B.(r — re)))z .............................................................................................. (4-3).

In the three parameters equation (4-3), D,, ., and r,, all have positive values and are usually chosen to fit
the bond dissociation energy, the harmonic vibrational frequency (v,) and the equilibrium bond length.
The green line in Figure 4-4 represents the calculated bond stretching potential of a long chain alkane
using the Morse function. The shape of the Morse function is the same as the true potential. At r = 7, the
potential energy equals zero. For r < 7,, the potential energy is large and positive according to short-range
repulsion. As r — oo, the potential energy approaches the Morse function dissociation energy as shown in

a red dashed line in Figure 4-4.
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Bond Stretching Potential Energy as a Function of Distance
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Figure 4-4 — Calculated bond stretching potential energy as a function of distance
using harmonic oscillator model (a blue line), and the Morse function (a green line).

By taking the second derivative of equations (4-2) and (4-3) with respect to r at 7,, it is found that the

relationship between k,. in the harmonic oscillator model, and D,, and S, in the Morse function is:

In the CB-GCMC simulation, we assume that the bond lengths between carbon atoms in the hydrocarbon
molecules are constant. As a result, the bond stretching potential is not taken into account for the
calculation in the CB-GCMC simulation. However, since the classical MD simulation is employed to
support our conclusion obtained from the CB-GCMC simulation, the Morse function will be used to take

into account the intramolecular forces due to bond stretching in the MD simulation.

Parameters for the Morse function to calculate the bond stretching potential energy of long chain alkanes

are summarized in Table 4-1.
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Table 4-1 — Morse function parameters for bond stretching potential energy
calculation of a long chain alkane.

D,, kcal/mol Be T,

e’

83.94 1.841 1.54

nm

4.1.2 Bond Bending

Figure 4.5 illustrates propane’s (united-atom model) normal mode of vibration due to bond bending. This

motion causes the change in bond angle, 6, between two particles in a molecule.

[

Figure 4-5 — Propane’s (united atom model) normal mode of vibration due to bond bending.

In this work, the harmonic oscillator model:

U(B) = U(B) +5kg(8 = 0202 oot (4-5)

is used to calculate the internal potential energy associated with the bond bending motion. 6, is the
equilibrium bond angle, kg is the force constant, and U(6,) is the potential energy at the equilibrium bond
angle. Similar to the bond stretching potential calculation using the harmonic oscillator model, let

U(6,) become a reference potential energy (U(6,) = 0), thus equation (4-5) can be rewritten as
U(©) =5 kg(8 — 6.)?

Figure 4-6 illustrates the calculated bond bending potential of a long chain alkane using the harmonic

oscillator model. Parameters for the bond bending potential energy calculation are summarized in Table 4-

2.
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Bond Bending Potential Energy as a Function of Bond Angle
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Figure 4-6 — Calculated bond bending potential energy as a function of bond angle
using harmonic oscillator model.

Table 4-2 — Harmonic oscillator model parameters for bond bending
potential energy calculation of a long chain alkane.

kg, keal/rad*/mol 0., degree
124.2 114

Since a long chain molecule is symmetric, the range of the possible bond bending angle in the molecule is
from 0° to 180°. It can be noticed that at 8 equals to the equilibrium bond angle (8, = 114°), the potential

energy is zero, and it rises when the bond angle deviates from the equilibrium bond angle.

4.1.3 Bond Twisting

Figure 4.7 illustrates the bond twisting of a butane molecule that alters the torsion or dihedral angle, ¢, of

two planes in the molecule.
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HI

Figure 4-7 — Bond twisting in butane (united atom model) alters bond dihedral angle.

In this work, the triple cosine model:
U(p) = %(A1(1 +cos ) + Ay (1 — cos2¢) ) + Az (1 4 COS3¢)) wovvvvvorrrierrereeeeeeeecessseeeeeeeenee (4-5)

is used to calculate the internal potential energy associated with the bond twisting motion. Figure 4-8
illustrates the calculated bond potential of a long chain alkane associated with bond twisting using the

triple cosine model. Parameters used for the potential energy calculation are summarized in Table 4-3.

Bond Torsion Potential Energy as a Function of Dihedral Angle
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Figure 4-8 — Calculated bond torsion potential energy as a function of dihedral angle
using triple cosine model.
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Table 4-3 — Triple cosine model parameters for bond torsion potential energy
calculation of a long chain alkane.

A4, keal/mol A,, kcal/mol, A, kcal/mol
1.411 -0.271 -3.145

The range of possible dihedral angles in a long chain alkane is from 0" to 360°. It can be observed that the
minimum potential occurs at ¢ = 180°. It implies that the equilibrium dihedral angle of a long chain

alkane is 180°.

4.2 Configurational-Biased Monte Carlo Simulation

A sequential chain growth with biased sampling technique is implemented and can be explained as shown
in Figure 4.9. For the molecule creation of a long chain alkane in a united-atom model, the CB-GCMC
starts with inserting the first fragment (united-atom /) of the molecule in a slit graphite pore using the first-
atom sampling (FAS) technique. Then, the simulation will insert the second fragment (united-atom 77)
using the sphere sampling (SS) technique. Finally, it will complete the chain (united-atoms /I and V)
with the disc sampling (DS) technique.

Figure 4-9 — Sequential chain growth: particle 7 is created using the FAS method, particle 17 is
added using the SS method, and particles /17 and IV are added using the DS method.

Let I1,_;; be the one-step transition probability of going from State / to State // in a Monte Carlo
simulation, a;_,;; be the probability of attempting move (FAS, SS, and DS), and P, and P;; be the grand
canonical ensemble probability distribution function of state / and state /. For instance, P is P,yr(N) and

Pyp is Pyyr (N + 1) in equation (2-52) for the insertion of particles. The acceptance rule for moves will be
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T e (4-6)

aj-1Pr

For insertion of particles,

1,.,; = min (1 MMexp[—[)’[U(N +1)— U(N)]]) ........................................................ 4-7)

“apsp (N+1)

and for the reverse move,

M,,.; = min (1 Gl __ N exp[—BIUN — 1) — U(N)]]) ....................................................... (4-8).

)
(29889 Vﬁpid,gas

Equations (4-7) and (4-8) do not include intramolecular potential energy for the calculation. After
incorporating the intramolecular potential energy, the insertion acceptance rule becomes (Macedonia and

Maginn 1998)

My = min (1,220 8 TP [ BIHN + 1) = UN)]]) et (4-9)

"ansr i (N+1)

and the deletion acceptance rule becomes

., = min(l Gific N oyp[BIUN — 1) — U(N)]]) ................................................ (4-10).

"7‘1—>11 Q Vﬁpid,gas

4.2.1 Configuration Integral and Phase Space Volume

The additional term after including the intramolecular potential energy in the acceptance rule (equations

(4-9) and (4-10)) is Z;; /Q where Z,; is the ideal gas configuration integral of a single molecule:

Zig = [ €XP(=BUintra) AGY oo (4-11)

and Q is the phase space volume of the molecule:

q" is the vector generalized coordinates for molecule i. Let us consider a butane molecule as shown in
Figure 4-7. The molecule is associated with 2 bond bending angles and 1 bond torsion angle. Let 8; be the
bond angle between particles 7, /I, and /I and 8, be the bond angle between particles /7, /11, and IV. Thus,

1 _ Jexp(-BUg,)dq’1 [ exp(-pUg,)dq’? [ exp(-pUy)dq?
o Jaq®1 [aq®2 [aq?

Lig _ f:exp(—BU(Gl))sin 6.d6; f:exp(—ﬁu(ez)) sin 6,d6, foznexp(—BU(qb))de
Q f:sineldel f:sin 0,d6, foznddz

.......................................... (4-13b)

The bond lengths between carbon atoms in the molecule are assumed to be constant for this case. We may

substitute the intramolecular potential functions as mentioned in the previous section for U(8,), U(6,),
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and U(¢) in equation (4-13b). For example, if we use the harmonic oscillator model for U(6,) and U(6,)
and the triple cosine model for U(¢) with their parameters from Tables 4-2 and 4-3, the Z;;/Q of a
butane molecule at T = 300K will equal 8.169 x 10™. Z,;/Q is an additional input for the CB-GCMC
simulation. It is proportional to the temperature of a confined system. As temperature increases, the value

of Z;; /Q increases.

4.2.2 Sequential Chain Growth Procedures
For a long chain alkane with n, fragments,

St _ s Gi-i) (4-14)

A i=1 011—>11(i) .........................................................................................................................

ayr-1(i)

where -
a0

is the ratio of attempt probabilities for each fragment i of the molecule.

First Atom Sampling

For the first-atom sampling technique, the simulation will place the first atom of a sorbate molecule based
on the accessibility to a location in the confined system. There are two different sampling methods for low
and high sorbate loading. Since we are interested on a phase transition of fluid in a confined system, it is
certain that the loading of sorbate molecules in our confined system is high. Therefore, we implemented
the high loading first atom sampling (HL-FAS) in our simulations. The probability of this attempting
move is given by

_ _exp[-BU(ryldv; )
e o ————— (4-15)

and the probability of its reverse move is

U(r,) is the total potential energy due to the placement of atom 1, which includes interactions with both
the sorbent, which is graphene layer, and sorbate molecules at the selected location, whereas U(ry) is the
total potential energy at trial locations. In practice, the simulation divides our confined system into ng,s
regions. Then, it will insert the first atoms at trial locations in all regions and calculate the total potential
corresponding to those locations for every Monte Carlo simulation. The probability of inserting the first

atom at the selected location is

_ exp[-BUGDIA; ]
a1 = ST a0 (a7 (4-17).
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Since the system volume is divided equally, equation (4-17) can be rewritten as

_ exp[-RUGDIAY )
1) o T (4-18).

npas 7=l

Finally, the ratio of attempt probabilities for HL-FAS is

(“”*—’(”)HL_FAS R ) (4-19).
ap-(1) nrasexp[-pU(ry)]

Sphere Sampling

After the first particle is placed in the system, the second particle of a long chain alkane is inserted using
the sphere sampling method. A random location, 1, will be selected on the surface of the sphere centered
at r; with a radius equal to the fixed bond length. The location of 7, on the sphere is defined by Eulerian

angles 1, and y,. The probability of this attempting move is given by

exp[-BU(Y1.P2;qp)|dV,

) T o T ] eeeere ettt 4-20
%112 = Fg avians exel-pu Wi wap) (4+-20)
and the probability of its reverse move is
av.
a.;(2) = 4—; ................................................................................................................................ (4-21)

U (1/}1, Yy qp) is the total potential energy due to the placement of atom 2 with Eulerian angles ; and ¢,,
given that the position of atom 1 is described by the generalized coordinates q,. U (1,[)1, V3; qp) is the total
potential energy of the atom 2 at trial positions. In practice, the simulation equally divides the surface of

the sphere into ngg regions. Then, it randomly selects trial points in those regions and evaluates the total

potential energies. Therefore a discrete form of equation (4-20) is

exp[-BU(Y1.2:49p)]|AV2

2 T o o ettt ettt et 4-22
o2 = 7 dcos(w})dy} exp[-BU (Y1 ¥5iap)) (4-222)
a (2) — EXP[—BU(TPLl/Jz:tIp)]AVz (4—22b)
I-11 :—;Z?:Sf eXp[—ﬁU(ll)ll,lljé;qp)] ............................................................................................ .
Finally, the ratio of attempt probabilities for sphere sampling is
y ptp P p
a1 @\5S _ 2155 exp[-BU Wi ¥}iap)]
e ettt et sttt ettt et et et ettt b e bbb b e 4-23).
(“I—>II(2)) Ngs eXP[_ﬁU(V}l'IIJZIQp)] ( )
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Disc Sampling

In this section, we will consider the potential energy associated with both bond bending and bond torsion
angles. According to Figures 4-6 and 4-8, the amplitude of the potential energy of a long chain alkane
associated with the bond bending angle (~ 240 kcal/mol) is more than the bond torsion angle (~ 5.9
kcal/mol). It means that the bond angle is a hard contributor whereas the dihedral angle is a soft
contributor. The disc sampling method involves selections of both a hard contributor (i.e. bond angle), and
a soft contributor (i.e. dihedral angle). However, for a propane molecule, the method involves only the
potential associated with the bond angle. Figure 4-10 illustrates an example of the disc sampling method
of particle 7V in a butane molecule. When particle /V is added, the hard degree of freedom (bond angle) is

always selected first.

Figure 4-10 — Schematic of the disc sampling method for a butane molecule.

Consider the probability distribution of a bond angle selection:

exp(—pU(8))sin8do

PO) = f:exp(—ﬁU(G’))sinB’dG’

If we apply the harmonic oscillator model for U(0) in the above equation, the probability distribution of
the bond angle in a long chain can be obtained as shown in Figure 4-11. The highest probability is at the
equilibrium bond angle (8, = 114°), where the potential energy is zero (see Figure 4-6). In addition, we
found that the probability distribution is a function of temperature. For instance, as temperature increases,
the shape of the distribution widens (higher standard deviation) and its peak decreases. It implies that the
deviation of the bond angles from the equilibrium bond angle is smaller in a lower temperature system,;

however, high-energy molecular configuration can be developed at an elevated temperature.
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Probability Distribution of Bond Angle in a Long Chain Alkane
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Figure 4-11 — Probability distribution of bond angle in a long chain alkane
at different temperatures.

In practice, a method using discrete points is employed to take a sample point from the distribution in
Figure 4-11. A bond angle is selected by choosing a region 6; from a series of discretized regions from 0

to . An equivalent discrete form of equation (4-24) is

P(9) = exp(—pU(8;))sin6A
®) Zli\’:glexp(—ﬁU(Gi'))sineAG

where Ny is the number of discretized regions, U(6;) is the potential energy associated with the selected

region, and U(6;) is the potential energy at the centers of the trial regions. Since Zévfl(sin 6 A9) = 2,

exp(—pU(8;))sin6AH
2ol 00

PO) =

After a bond angle is selected, the dihedral angle, ¢, is selected by choosing a random position on the edge

of the disc (see Figure 4-10). The probability distribution of a dihedral angle selection is

Pe) = XPCAU@)dd
() JZ™ exp(-Bu(¢p))dg’
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If we apply the triple cosine function for U(¢) in the above equation, the probability distribution of the

dihedral angle in a long chain can be obtained as shown in Figure 4-12.

Probability Distribution of Dihedral Angle in a Long Chain Alkane
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Figure 4-12 — Probability distribution of dihedral angle in a long chain alkane
at different temperatures.

The highest probability occurs at ¢p = 180°, where the potential energy is zero (see Figure 4-8). Similar to
the bond angle probability distribution, the probability distribution is a function of the temperature. When
the temperature increases, the shape of the distribution widens, and its peak becomes lower. Moreover, the
probabilities of ¢ = 60" and 180" are almost equal to the probability of ¢ = 180° at T = 500K. According
to the distributions of the bond and dihedral angles, the dihedral angle is more flexible than the bond

angle.

Similar to the bond angle selection, a dihedral angle is selected by choosing a region ¢; from a series of

discretized regions from 0 to 2m of the disc. An equivalent discrete form of equation (4-27) is

P(B) = g B D A e 4-28).
@) 3i? exp(-BU(9/))ag -
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where N, is the number of discretized regions, U(¢;) is the potential energy associated with the selected
region, and U(¢;) is the potential energy at the centers of the trial regions. These potential energies

include torsion and non-bond (intermolecular) energy. Since Zivfl (Ap) = 2m,

() = B A e 4-29).
¢ j—;z?’;’;exp(—ﬁu(m’)) (429

Finally, the forward attempt probability (inserting particle 7V in Figure 4-10) is

(V) = P(O)P(¢) = < exp("pU(0) sin 549 > IBUGOID | i (4-30a)
N_gzizl EXP(_BU(ei )) szzleXP(—BU(% ))
NgNy exp(—BU(Bi))sin9A9>< exp(—pU(¢))Ad >
aopUV) =—— || | e 4-30D).
V) == (z’f;; exp(~pu(6:")) ) \2¥ exp(-pu (7)) (4-300)

For the reverse move, particle IV could occupy any position on the sphere surrounding particle /77, such

that
__ sinBdfd¢ _ sinBdbd¢
aL (V) = TOIMBaBAp — A s (4-31)
Finally, the ratio of the attempt probabilities for disc sampling is
DS No / Ng ’
(“11—»1(”/)) — 1 Zi:l exp(—ﬁU(ei )) Zi:1exp(_ﬁu(¢i )) (4_32)
po—T NoNg exp(~FU)) XD (CRUG@D) | i .

4.3 Analysis of Simulation Data

The CB-GCMC simulation is implemented to evaluate the equilibrium density of the confined fluid under
the given conditions of temperature and pressure. Similar to the method used in the previous chapter, the
adsorption is computed as the amount of molecules present in the unit cell (system) at equilibrium
conditions where equations (3-1a) and (3-1b) are satisfied. Once the number of molecules per unit cell (n)

is obtained from the GCMC simulations, the density can be computed using equation (3-2).

The calculated fluid density in the confined space is used to determine the critical point of a pure
component. At T < T, a phase transition can be observed when there is an occurrence of a jump of fluid

density (from vapor to liquid) while pressure increases. On the other hand, at T = T, the fluid density is a
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continuous function of pressure, and this phase is called a supercritical fluid. As a result, the tip of a phase

envelope that contains a two-phase region may yield a critical point of a pure component.

4.4 Phase Diagram and Critical Properties of Confined Long Chain Alkanes

This section shows examples of calculated phase diagrams and derivations of critical properties of
confined propane, butane, pentane, and hexane. Figures 4-11, 4-12, 4-13, and 4-14 illustrate examples of
calculated phase diagrams for confined propane, butane, pentane, and hexane in a 3.0 nm separation slit
graphite pore representing the kerogen in shale reservoirs. Similar to the confined molecule hydrocarbons,
a jump or discontinuity of the fluid density (from vapor to liquid) occurs while pressure increases at low
temperatures. Such a jump is called a first-order phase transition, and the pressure at which the phase
transition occurs is called the vapor pressure. On the other hand, at higher temperatures, the first-order
phase transition vanishes at the critical points as pressure increases and the isotherm becomes a continuous
function of pressure at supercritical conditions. A phase envelope of the confined long chain alkanes
containing a two-phase region can be drawn by connecting points of vapor and liquid densities at the
vapor pressures of different temperatures as shown by the black envelope in Figures 4-11, 4-12, 4-13, and
4-14. The critical properties can be read from the tip of the envelope. These procedures are applied to
determine the critical properties of confined long chain alkanes in different pore sizes. The new critical
temperatures and critical pressures of the confined propane, butane, pentane, and hexane in different pore
sizes are summarized in Tables 4-4, 4-5, 4-6 and 4-7, respectively. See Appendix A for calculated phase

diagrams for confined propane, butane, pentane, and hexane in different pore sizes (2.0 nm — 10.0 nm).
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Isotherms of C,H, in Confined Space of 3.0 nm Separation
of Slit Graphite at Different Temperatures
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Figure 4-13 — Phase diagram of confined propane in 3.0 nm of separation of a slit graphite pore
(representing kerogen in shale reservoir).

Isotherms of C H,, in Confined Space of 3.0 nm Separation
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Figure 4-14 — Phase diagram of confined butane in 3.0 nm of separation of a slit graphite pore
(representing kerogen in shale reservoir).
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Isotherms of C¢H,, in Confined Space of 3.0 nm Separation
of Slit Graphite at Different Temperatures
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Figure 4-15 — Phase diagram of confined pentane in 3.0 nm of separation of a slit graphite pore
(representing kerogen in shale reservoir).

Isotherms of C,H, in Confined Space of 3.0 nm Separation
of Slit Graphite at Different Temperatures
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Figure 4-16 — Phase diagram of confined hexane in 3.0 nm of separation of a slit graphite pore
(representing kerogen in shale reservoir).
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Table 4-4 — Critical properties of confined propane in different pore sizes.

Separation (H), nm Critical temperature (T,) Critical pressure (p.)
2.0 244 K or -20.5° F 7 kPa or 1.0 psi
3.0 307K or 92.93° F 345 kPa or 50 psi
4.0 333K or 139.7°F 1010 kPa or 146 psi
5.0 348 K or 166.7° F 1675 kPa or 243 psi
6.0 358 Kor 184.7° F 2300 kPa or 334 psi
7.0 364K or 195.5°F 2675 kPa or 388 psi
8.0 366 Kor 199.1° F 2875 kPa or 417 psi
9.0 367 K or 200.9° F 3000 kPa or 435 psi
10.0 368 Kor202.7° F 3075 kPa or 446 psi
Bulk Fluid 369.8 Kor 206" F 4250 kPa or 616 psi

Table 4-5 — Critical properties of confined butane in different pore sizes.

Separation (H), nm Critical temperature (T,) Critical pressure (p.)
2.0 279 Kor42.5°F 1.5 kPa or 0.2 psi
3.0 375K or215.3° F 245 kPa or 35 psi
4.0 402 K or 263.9° F 710 kPa or 103 psi
5.0 414 K or 285.5° F 1120 kPa or 162 psi
6.0 422 K or299.9° F 1400 kPa or 203 psi
7.0 423 K or 301.7° F 1540 kPa or 223 psi
8.0 424 K or 303.5° F 1645 kPa or 239 psi
9.0 425K or 305.3° F 1725 kPa or 250 psi
10.0 425K or 305.3° F 1750 kPa or 254 psi
Bulk Fluid 425.1 Kor 305.5°F 3796 kPa or 551 psi
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Table 4-6 — Critical properties of confined pentane in different pore sizes.
Separation (H), nm Critical temperature (T,) Critical pressure (p.)
2.0 333 Kor 139.7° F 1.1 kPa or 0.2 psi
3.0 432K or317.9°F 180 kPa or 26 psi
4.0 456 K or 361.1° F 487 kPa or 71 psi
5.0 460 K or 368.3° F 700 kPa or 102 psi
6.0 464 K or 375.5° F 840 kPa or 122 psi
7.0 465K or377.3° F 925 kPa or 134 psi
8.0 466 K or 379.1° F 980 kPa or 142 psi
9.0 467 K or 380.9° F 1020 kPa or 145 psi
10.0 468 K or 382.7° F 1050 kPa or 152 psi
Bulk Fluid 469.7 K or 385.8° F 3369 kPa or 489 psi

Table 4-7 — Critical properties of confined hexane in different pore sizes.
Separation (H), nm Critical temperature (T,) Critical pressure (p.)
2.0 370 K or 206.3° F 0.5 kPa or 0.1 psi
3.0 480 K or 404.3° F 118 kPa or 17 psi
4.0 489 K or 420.5° F 280 kPa or 41 psi
5.0 494 K or 429.5° F 410 kPa or 59 psi
6.0 499 K or 438.5° F 515 kPa or 75 psi
7.0 502 K or443.9° F 580 kPa or 84 psi
8.0 504 K or447.5° F 635 kPa or 92 psi
9.0 506 Kor451.1°F 670 kPa or 97 psi
10.0 507 K or452.9°F 700 kPa or 102 psi
Bulk Fluid 507.4 K or 453.7°F 3012 kPa or 437 psi

According to the data in Tables 4-4, 4-5, 4-6 and 4-7, it is noticeable that for the nanoscale pore size, the

fluid’s critical properties change with the pore size and become different from the bulk properties. This is

because the interactions between the pore walls and the fluid molecules become significant and impact the

behavior of the fluid molecules. Both the critical temperature and pressure of the confined propane,

butane, pentane, and hexane decrease when the pore is smaller. At low pressure, with the same
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temperature, the confined hydrocarbons are denser than the bulk fluid because the attractive potential of
the surface wall allows fluid molecules to adhere to the walls of the confining system and also to interact
strongly with each other. Consequently, the confined fluid condenses at lower pressure than the bulk fluid
does. This phenomenon may shift the phase envelope to a lower critical temperature and pressure, and a

different critical density.

Figures 4-17a and 4-17b are plots of those properties versus pore size of the confined propane. It can be
observed that when H < 4.0 nm, the critical properties decay rapidly. The effect of the interaction between
the surface wall and the confined fluid becomes less significant when the pore size increases and its
critical properties approach the bulk properties which is similar to what we observed in the previous
chapter. This observation agrees with the hypothesis that interaction between the wall of the container and
the contained fluid becomes significant to the fluid's behavior and causes changes in the fluid properties.
However, this effect is negligible when the pore is adequately large. Consequently, for sufficiently large

pores, the confined fluid can be treated as a bulk fluid.

In addition, we notice that the critical temperature of the confined fluid becomes equal to the bulk critical
temperature when H > 10.0 nm, whereas the critical pressure of the confined fluid becomes equal to the
bulk critical pressure when H > 30.0 nm. It implies that the effect of confinement on both of the critical
properties is not the same. For instance, the confinement effects a greater change in the critical pressure

than in the critical temperature.

Figures 4-18, 4-19, and 4-20 are plots of those properties versus pore size of the confined butane, pentane,
and hexane, respectively. Similar to the confined propane, it can be observed that when H < 4.0 nm, the
critical properties decay rapidly and the effect of the interaction between the surface wall and the confined
fluid becomes less significant when the pore size increases. For these confined fluids, the critical
temperatures become equal to the bulk critical temperatures when H > 10.0 nm, whereas the critical
pressures of the confined fluids are still less than the bulk critical pressures when H = 40.0 nm. This

shows that there is a greater effect of confinement on critical pressures than on critical temperatures.
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Critical Temperature of Confined Propane
as a Function of Pore Size
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Figure 4-17 — (a) Plot of critical temperature and (b) critical pressure of confined propane
versus separation of a slit graphite pore (representing kerogen in shale reservoir).
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Critical Temperature of Confined Butane
as a Function of Pore Size
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Figure 4-18 — (a) Plot of critical temperature and (b) critical pressure of confined butane
versus separation of a slit graphite pore (representing kerogen in shale reservoir).
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Critical Temperature of Confined Pentane
as a Function of Pore Size
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Figure 4-19 — (a) Plot of critical temperature and (b) critical pressure of confined pentane
versus separation of a slit graphite pore (representing kerogen in shale reservoir).
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Critical Temperature of Confined Hexane
as a Function of Pore Size
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Figure 4-20 — (a) Plot of critical temperature and (b) critical pressure of confined hexane
versus separation of a slit graphite pore (representing kerogen in shale reservoir).
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4.5 Comparison of Critical Shifts from Our Simulations with the Approximation Models

Once we obtained the new critical properties of confined pure hydrocarbons in the previous section, the

critical shifts were able to be computed by their definition, where the critical temperature shift is

(TC - Tcp) /T, and the critical pressure shift is (pc - pcp) /Pe-

Figures 4-21, 4-22, 4-23, and 4-24 illustrate comparisons of the shifts in critical properties of propane,
butane, pentane, and hexane in different pore sizes from our GCMC simulation results and from the
approximation models discussed in Chapter I (i.e. Zarragoicoechea and Kuz (2004): equations (1-11) and
(1-12), Devegowda et al. (2012): equations (1-13) and (1-14), and Jin et al. (2013) and Ma et al. (2013):
equations (1-15) and (1-16)). It can be noticed that the shifts in critical temperatures of long chain alkanes
from the simulations have a similar trend to those from the models (Figures 4-21a, 4-22a, 4-23a, and 4-
24a). Specifically, Jin et al. and Ma et al.’s models which give a very good match on the shift in the
critical temperature of ethane. On the other hand, none of these models provide a good approximation of
the shifts in critical pressures of propane, butane, pentane, and hexane. We remark that the shifts in the
critical properties from Zarragoicoechea and Kuz’s model, Jin et al. and Ma et al.’s models, and the
GCMC simulations approach zero when the pore size increases. This implies that the confined fluids tend
to behave as the bulk when the pore is large. However, there is a large disagreement in the critical shifts of
the pressure from the approximation models with our simulation results, especially for heavier

hydrocarbon components.
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Critical Shift on Temperature of Confined Propane
as a Function of Pore Size
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Figure 4-21 — Comparison of the critical shifts on temperature (a) and pressure (b) of confined
propane from Zarragoicoechea and Kuz’s, Devegowda et al.’s, Jin et al. and Ma et al.’s models, and
this work GCMC simulation results.
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Critical Shift on Temperature of Confined Butane
as a Function of Pore Size
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Figure 4-22 — Comparison of the critical shifts on temperature (a) and pressure (b) of confined
butane from Zarragoicoechea and Kuz’s, Devegowda et al.’s, Jin et al. and Ma et al.’s models, and
this work GCMC simulation results.
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Critical Shift on Temperature of Confined Pentane
as a Function of Pore Size
0 1 2 3 4 5 6 7 8 9 10

1-0 _IIII|IIII T T T T I I T e e I T v rrrTyrTTT IIII|IIII_ 1-0
0.8 A\ 1 0.8
o C \‘ ]
£ o04f \ N 1 0.4
‘-’C’ r \“ \\ N
o 02 >N — 0.2
5 T = T -
s C [ o .
S 0.0f 3 0.0
2 s ]
g -0.2 1-0.2
2 C ]
= -04F +4-0.4
o L Legend: N
£ 06F (=) Zarragoicoechea and Kuz 2004 ——{ .0.6
(&) C (=oee ) Devegowda et al. 2012 7
08F (—=)Jin etal. 2013 and Ma et al. 2013_7 ¢
r ( ® ) Simulation results (this wor‘k) 1
1.0 FTIRIRTIT AR AR ARAARRRARRATA ARATAAAT] ||1|l||||l||||l|1||L|1|l1||1 |1||l|n|L||1I1||1||1||l||1|_ 1.0

0 1 2 3 4 5 6 7 8 9 10
Separation (H), nm

(a)

Critical Shift on Pressure of Confined Pentane
as a Function of Pore Size
0 1 2 3 4 5 6 7 8 9 10

1.0 [T T T T T LT T T T [T T T T T I T T T T I T T T T T 1.0
sk N\ \ : . ] 08
: \\\ 14 L] ® :
v 061 \CON: 1 0.6
£ 04f \\\- 1 0.4
pw 4 \\‘.\_\ 7] K
5 o02f — T = 02
g C .
5 00F 1 0.0
8 of :
£ 02 . 1-0.2
S -0af 1-04
E - Legend: .
O -06F (=) Zarragoicoechea and Kuz 2004 —— .0.6
C (=eeeee ) Devegowda et al. 2012 ]
08F (—-=)Jin et al. 2013 and Ma et al. 2013 0.8
r ( ® ) Simulation results (this work) 1
1.0 FETRIRRETI FRRRARRARA RRRRRRRTAATATANNLT] IllllllIIlIIIlllllIiIIII[IIII‘IIII|IIIILIII'IIIILIIIIIIII- 1.0

0 1 2 3 4 5 6 7 8 9 10
Separation (H), nm

(b)

Figure 4-23 — Comparison of the critical shifts on temperature (a) and pressure (b) of confined
pentane from Zarragoicoechea and Kuz’s, Devegowda et al.’s, Jin et al. and Ma et al.’s models, and
this work GCMC simulation results.
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Critical Shift on Temperature of Confined Hexane
as a Function of Pore Size
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Figure 4-24 — Comparison of the critical shifts on temperature (a) and pressure (b) of confined
hexane from Zarragoicoechea and Kuz’s, Devegowda et al.’s, Jin et al. and Ma et al.’s models, and
this work GCMC simulation results.
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4.6 Density Shift Confined Pure Hydrocarbon at Reservoir Condition

The phase diagrams and critical properties of the confined pure components of propane, butane, pentane,
and hexane, in the nanoscale, differ from those in bulk conditions. As a result, CB-GCMC simulations
were employed to obtain fluid densities of pure components of those long chain alkanes at reservoir
conditions. Eagle Ford reservoir temperatures and pressures listed in Table 3-3 were used in this work.
According to the reservoir properties, the possible lower and upper limits of the temperatures used in the
molecular simulations are T = 385 K and T = 460 K, respectively, and the pressure is varied from 42.5

MPa to 80 MPa for all the cases.

The isotherms obtained from the CB-GCMC simulation are converted to the confined fluid densities using
equation (3-3) and compared with the bulk densities from the National Institute of Standards and
Technology database. The absolute maximum deviation for the confined fluid densities compared with the

bulk properties can be calculated using equation (3-4).

Figures 4-25a and 4-25b illustrate densities of confined propane in different sizes of slit graphite pores at
T =385 K and T =460 K, respectively. In both cases, the confined density is higher than the bulk density.
In particular, when H > 1.5 nm, the fluid density in smaller pores deviates from the bulk density more so
than it does in bigger pores. This is because the strength of the attractive potential allows more molecules
to populate the system and this effect increases as the pore size decreases. However, it is noticed that the
fluid density in the slit pore with H = 1.0 nm is lower than that in the slit pore with H = 1.5 nm. This is
because when H = 1.0 nm, the distance between the two layers of the graphite is too short to offer
flexibility in terms of molecular orientation and arrangement for the confined propane. In other words, the
separation is less than twice the smallest effective length of the propane molecule (one adsorbed layer on

each side).
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Comparison of Densities of Propane in Different Sizes
_of Confined Space and Bulk Propane at T = 385 K
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Figure 4-25 — Comparison of bulk and confined propane densities at the (a) minimum
and (b) maximum Eagle Ford shale reservoir temperatures.
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The maximum absolute deviations of the confined propane in different pore sizes from the bulk are
summarized in Table 4-8. At the reservoir conditions, huge deviations of confined propane densities
(~19.9%) occur when H = 1.5 nm due to the strong effect of confinement of the kerogen pore in the shale
reservoir. However, it becomes less significant when the pore size increases. The difference between the
confined fluid density in the largest pore in this work (H = 10.0 nm) and the bulk density may be caused
by a combination of the effect of confinement and the error from force fields used to represent methyl and

methylene groups in the propane molecule.

Figures 4-26a and 4-26b illustrate densities of confined butane in different sizes of slit graphite pores at T
=385 K and T =460 K, respectively. Similar to the propane case, the confined density is higher than the
bulk density. In particular, when H > 1.5 nm, the fluid density in smaller pores deviates from the bulk
density more so than it does in bigger pores because the strength of the attractive potential allows more
molecules to populate the system and this effect increases as the pore size decreases. In addition, it is
noticed that the fluid density in the slit pore with H = 1.0 nm is lower than that in the pore with H = 1.5
nm. This is because when H = 1.0 nm, the distance between the two layers of the graphite is too short to

offer flexibility in terms of molecular orientation and arrangement for the confined butane.

Table 4-8 — Absolute maximum deviation of confined propane densities
from bulk propane.
% of Absolute maximum deviation from bulk propane
Separation (H), nm at T=385K at T =460 K
1.0 3.3% 12.1%
1.5 14.7% 19.9%
2.0 13.2% 18.5%
3.0 9.9% 14.2%
4.0 8.6% 12.1%
5.0 7.2% 10.4%
6.0 6.9% 9.3%
7.0 7.1% 8.3%
8.0 6.9% 8.2%
9.0 7.1% 8.3%
10.0 7.3% 8.6%
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Comparison of Densities of Butane in Different Sizes
_ of Confined Space and Bulk Butane at T = 385 K
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Figure 4-26 — Comparison of bulk and confined butane densities at the (a) minimum
and (b) maximum Eagle Ford shale reservoir temperatures.
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The maximum absolute deviations of the confined butane in different pore sizes from the bulk are
summarized in Table 4-9. At the reservoir conditions, huge deviations of confined butane densities
(~18.8%) occur when H = 1.5 nm due to a strong effect of confinement of the kerogen pore in the shale
reservoir. However, it becomes less significant when the pore size increases. The range of the confined
butane densities in different pore sizes at the same temperature and pressure is narrower than that of the
propane case. This is because at the reservoir conditions, the butane density is already high. Consequently,
it is harder to insert additional larger molecules (butane) than smaller molecules (propane) into the
confined system. Moreover, the difference between the confined fluid density in the largest pore in this
work (H = 10.0 nm) and the bulk density may be caused by a combination of the effect of confinement and

the error from force fields used to represent methyl and methylene groups in the butane molecule.

Table 4-9 — Absolute maximum deviation of confined butane densities
from bulk butane.
% of Absolute maximum deviation from bulk butane
Separation (H), nm
atT=385K at T=460 K
1.0 9.8% 13.1%
1.5 15.0% 18.8%
2.0 13.6% 18.1%
3.0 12.4% 15.6%
4.0 11.9% 14.9%
5.0 10.4% 13.5%
6.0 10.3% 13.7%
7.0 10.3% 13.5%
8.0 10.1% 13.0%
9.0 10.3% 12.8%
10.0 10.0% 13.0%

Figures 4-27a and 4-27b illustrate densities of confined pentane in different sizes of slit graphite pores at
T =385 K and T = 460 K, respectively. Similar to the previous cases, the confined density is higher than
the bulk density. In particular, when H > 1.5 nm, the fluid density in smaller pores deviates from the bulk
density more so than it does in bigger pores because the strength of the attractive potential allows more
molecules to populate the system and this effect increases as the pore size decreases. In addition, it is

noticed that the fluid density in the slit pore with H = 1.0 nm is lower than that in the pore with H = 1.5
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nm. This is because when H = 1.0 nm, the distance between the two layers of the graphite is too short to

offer flexibility in terms of molecular orientation and arrangement for the confined pentane.

The maximum absolute deviations of the confined pentane in different pore sizes from the bulk are
summarized in Table 4-10. At the reservoir conditions, huge deviations of confined pentane densities
(~19.6%) occur when H = 1.5 nm due to the strong effect of confinement of the kerogen pore in the shale
reservoir. However, it becomes less significant when the pore size increases. The range of the confined
pentane densities in different pore sizes at the same temperature and pressure is narrower than that of the
previous cases. This is because at the reservoir conditions, the pentane density is already high.
Consequently, it is harder to insert additional larger molecules (pentane) than smaller molecules (propane
and butane) into the confined system. Moreover, the difference between the confined fluid density in the
largest pore in this work (H = 10.0 nm) and the bulk density may be caused by a combination of the effect
of confinement and the error from force fields used to represent methyl and methylene groups in the

pentane molecule.

Figures 4-28a and 4-28b illustrate densities of confined hexane in different sizes of slit graphite pores at T
=385 K and T =460 K, respectively. Similar to the previous cases, the confined density is higher than the
bulk density. In particular, when H > 1.5 nm, the fluid density in smaller pores deviates from the bulk
density more so than it does in bigger pores because the strength of the attractive potential allows more
molecules to populate the system and this effect increases as the pore size decreases. In addition, it is
noticed that the fluid density in the slit pore with H = 1.0 nm is lower than that in the pore with H = 1.5
nm. This is because when H = 1.0 nm, the distance between the two layers of the graphite is too short to

offer flexibility in terms of molecular orientation and arrangement for the confined hexane.
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Comparison of Densities of Pentane in Different Sizes
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Figure 4-27 — Comparison of bulk and confined pentane densities at the (a) minimum
and (b) maximum Eagle Ford shale reservoir temperatures.
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Table 4-10 — Absolute maximum deviation of confined pentane densities
from bulk pentane.
% of Absolute maximum deviation from bulk pentane
Separation (H), nm

atT=385K at T=460 K
1.0 9.2% 11.6%
1.5 16.0% 19.6%
2.0 14.5% 18.3%
3.0 13.7% 16.8%
4.0 13.3% 15.7%
5.0 12.8% 15.3%
6.0 12.3% 15.2%
7.0 12.1% 14.9%
8.0 11.8% 15.2%
9.0 11.4% 15.0%
10.0 11.8% 14.8%

The maximum absolute deviations of the confined hexane in different pore sizes from the bulk are
summarized in Table 4-11. At the reservoir conditions, huge deviations of confined hexane densities
(~18.8%) occur when H = 1.5 nm due to the strong effect of confinement of the kerogen pore in the shale
reservoir. However, it becomes less significant when the pore size increases. The range of the confined
hexane densities in different pore sizes at the same temperature and pressure is narrower than that of the
previous cases. This is because at the reservoir conditions, the hexane density is already high.
Consequently, it is harder to insert additional larger molecules (hexane) than smaller molecules (propane,
butane, and pentane) into the confined system. Moreover, the difference between the confined fluid
density in the largest pore in this work (H = 10.0 nm) and the bulk density may be caused by a
combination of the effect of confinement and the error from force fields used to represent methyl and

methylene groups in the hexane molecule.
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Comparison of Densities of Hexane in Different Sizes
_ of Confined Space and Bulk Hexane at T = 385 K
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Figure 4-28 — Comparison of bulk and confined hexane densities at the (a) minimum
and (b) maximum Eagle Ford shale reservoir temperatures.
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Table 4-11 — Absolute maximum deviation of confined hexane densities
from bulk hexane.
% of Absolute maximum deviation from bulk hexane
Separation (H), nm
atT=385K at T=460 K
1.0 5.6% 8.8%
1.5 14.9% 18.3%
2.0 14.7% 18.8%
3.0 13.2% 17.0%
4.0 12.9% 17.1%
5.0 12.2% 17.1%
6.0 11.9% 16.1%
7.0 11.6% 15.3%
8.0 11.4% 15.4%
9.0 11.9% 15.5%
10.0 11.2% 15.3%

4.7 Conclusion

For long chain alkanes, bond bending and bond torsion angles in the molecules may alter at high pressures
and temperatures. The probability distribution of molecular configuration is dependent on the temperature
and internal potential energy of the molecule. Therefore, intramolecular forces are necessary for the
computation to obtain reasonable results. The CB-GCMC simulation is an appropriate technique to derive
PVT properties of long chain alkanes. For this technique, bond lengths between carbon atoms are fixed

while bond angles and dihedral angles are allowed to change.

We observed from our simulations that the critical temperature and pressure of pure component methane
and ethane reduces as the pore size decreases. In short, the larger the pore size, the less significant the

effect of confinement, and the more their critical properties approach the bulk properties (as expected).

The approximation models give good estimations of the shifts in critical pressures of propane, butane,
pentane, and hexane. However, there is a large disagreement for the critical shifts of the pressure from the

approximation models with our simulation results especially for heavier hydrocarbon components.
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Moreover, according to the deviations of the confined propane, butane, pentane, and hexane densities from
the bulk densities at the reservoir conditions, they may cause intolerable errors in reserves estimations and
production forecast calculations if the bulk densities are used instead of the proper densities. The confined
pure component of methane and ethane densities can deviate from their bulk properties by up to 19.9%,
18.8%, 19.6%, and 18.8%, respectively. We also noticed that the range of the confined fluid densities of
the heavier hydrocarbon in different pore sizes at the same temperature and pressure is narrower than that

of the lighter hydrocarbon.

We note that the pore actually has a distribution of pore sizes, and other restrictions such as pore
interconnections may occur, which will make the phenomena even more complex. These will be
incorporated in future work. However, the present results provide a first approximation of the confinement

effect on the phase behavior of fluids in kerogen pores.
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CHAPTER V

SIMULATION STUDIES OF CONFINED HYDROCARBON BINARY MIXTURES

In this chapter, the GCMC and CB-GCMC simulations are implemented to study the effect of interactions
between the pore walls and the different types of fluid molecules in the system on the fluid’s properties.
The effect of confinement can cause the difference in fluid composition in the confined system from the
bulk composition as the force field for different types of fluid molecules are varied. This creates a
selective environment in the pore. The selectivity may change over pressure, temperature, and bulk fluid
composition. The classical MD simulation helps us endorse the conclusion about the selectivity of the
system obtained from the GCMC and CB-GCMC simulations. Furthermore, phase diagrams of confined
binary methane-ethane mixtures in different pore sizes are derived using the GCMC and CB-GCMC

simulations.

5.1 Analysis of Simulation Data

For a binary mixture system, the GCMC is used to determine not only the equilibrium density of the
confined fluid at the given pressure and temperature, but also the fluid’s composition in the confined
system at equilibrium. Again, the isotherm of the confined system obtained from the GCMC simulation
must satisfy equations (3-1a) and (3-1b) for each of the components of the mixture. The amounts of each
type of fluid molecules in the confined system is dependent on the interaction between the sorbent (slit
graphite pore) and sorbate (methane and ethane). Since the force fields of methane and ethane are
different, the interactions between the pore wall and those fluid molecules are varied. This event causes a
selective environment in the pore, and the system tends to adsorb one fluid more than the other. Thus, the
fluid composition of the mixture in the confined system may disagree with the given bulk fluid

composition.

To understand the selective environment in the confined space, consider the pore system with a separation
of 5.0 nm connecting to a reservoir containing a binary mixture of methane and ethane as shown in Figure
5-1. The reservoir temperature and pressure are varied to study their effects on the isotherms of the

confined mixture.
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Figure 5-1 — Schematic of GCMC simulation of a methane-ethane mixture system.

Figures 5-2a, 5-2b, 5-2¢, 5-2d, and 5-2e illustrate isotherms of methane and ethane in the confined space
with 5.0 nm of separation at temperatures of 300 K, 325 K, 350 K, 375 K, and 400 K, respectively. The
reservoir (bulk) pressure is varied from 200 kPa to 6.2 MPa for all cases. The y-axis of each plot is the
density of each fluid type occupying the system in the unit of molecules per unit cell. The red line
represents the isotherm of ethane, and the blue line represents the isotherm of methane in the mixture. If
the confined system contained a mixture of 50% methane molecules and 50% ethane molecules as
specified in the reservoir, the red line and the blue line must have been on top of each other. However,
none of our cases gave results that suggested that the fluid composition in the confined system is the same
as that in the reservoir. Again, this is because the interactions of both components with the pore walls
create a selective environment in the slit graphite pore, and therefore result in changes in fluid behavior
and properties in the confined system, including the fluid composition. From Figures 5-2a, 5-2b, 5-2¢, 5-
2d, and 5-2e, it can be concluded that our confined system adsorbs ethane (heavier component) more
readily than methane, as the isotherms of ethane are higher than isotherms of methane for all the cases.
However, the differences between isotherms of both components are different and dependent on
temperature. For instance, the selective environment becomes weaker at a higher temperature. It is
necessary to study further which parameters influence the selective environment in the confined system
because this phenomenon may consequently effect the changes of phase diagrams of the mixture in

confined space.

In the next section, we will introduce a parameter called selectivity, which is used to describe the selective
environment in the confined system and study trends of this parameter as a function of a reservoir (bulk)

pressure, temperature, pore size, and fluid composition.
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Figure 5-2 — Isotherms of methane and ethane in confined space with H =5.0 nm and XBulk,CyHy = 0.5
at(a) T=300K, (b) T=325K,(c) T=350 K, (d) T=375 K, and (e) 7= 400 K.
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5.2 Selectivity of Confined System

5.2.1 Methane-Ethane Mixture

In the previous section, the GCMC simulation is used to demonstrate the effect of confinement on the fluid
composition of a mixture in a slit graphite pore. We discover that the interactions between both
components in the mixture and the pore walls generate a selective environment in the confined space. We
also conclude that our confined system likes to adsorb ethane rather than methane as the isotherms of
ethane are higher than the isotherms of methane for all the cases. The classical MD simulation is

implemented to prove this statement.

We initiate a configuration with a fluid composed of 50% methane molecules and 50% ethane molecules
as shown in Figure 5-3a. Graphene layers are put in the middle of the system to create a restricted space,
representing a pore, while the rest of the system represents a bulk segment. The separation between the
graphene layers is varied from 1.0 nm to 7.0 nm to study the effect of confinement. The temperature of the
system is 300 K and the simulation time is 35 ns. An example of the final configuration for the case of H =
5.0 nm is illustrated as Figure 5-3b. After the simulations have finished, the total energy must be reached
and allowed to stabilize at the minimal point to ensure that the final configuration is at equilibrium. An
example of a plot of the total energy versus simulation time in this study is shown by Figure 5-3¢. Mole
fraction of ethane, x,p,, in each interval is computed over the y-direction. The plots of ethane mole
fraction versus location in the y-direction for all the cases are shown in Figure 5-3d. From the plot, it can
be observed that although the initial ethane mole fraction of fluid in all intervals of the system (including
both the pore and the bulk segments) is equal to 0.5, the ethane mole fraction at equilibrium of each
interval changes and varies throughout the system. For instance, at equilibrium, the ethane mole fraction in
the slit pore segment (the area between the two red dashed line in Figure 5-3d) for all the cases is greater
than 0.5 and consequently the ethane mole fraction in the bulk segment is lower than 0.5. Especially, the
mole fraction of ethane of the confined mixture in a smaller pore is significantly higher than that in a
bigger pore. This confirms our conclusion obtained from the previous section that ethane is preferable to
methane for our system. Moreover, the ethane mole fraction in the smaller pore is greater than that in the
larger pore even though the starting condition of each case is the same. According to the ethane mole
fraction profiles in the y-direction (see Figure 5-3d), the difference of the ethane mole fraction between
the slit pore segment and the bulk segment is larger for a smaller pore, and the profile turns out to be less
fluctuated as the ethane mole fraction approaches 0.5, the average value of the total system as the pore is
bigger. This implies that as the pore size increases, the influence of the interactions between the fluid

molecules and the pore walls becomes less significant upon fluid behavior and properties so that fluid
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composition in the slit pore segment and the bulk segment are similar. Thus, it can be concluded that the

selective environment is also dependent on pore size.

To further study the effect of confinement on fluid properties of binary mixtures, one of the parameters
that should be explored is selectivity. Selectivity is defined as the ratio of mole fractions in the adsorbed
pore divided by the ratio of mole fractions in the bulk mixture (Cracknell et al., 1993). The selectivity of

ethane over methane is computed as follows:

xConfinedrC2H6/xConfined,CH4 (5 1)

S =
Cz Cl .................................................................................................
/ XBulk:C2He/XBulk,CHy

The GCMC simulation is implemented to study trends of selectivity as a function of reservoir (bulk)

pressure, temperature, pore size, and fluid composition.

Initial configuration At equilibrium
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methane-ethane mixture in slit graphite pore with # = 5.0 nm at 7 = 300K,
(c) total extended system energy over simulation time, and (d) ethane mole fraction profile
in the y- direction of the mixture in different pore sizes.
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The GCMC simulation was set up (see Figure 5-1) to study the trends of selectivity as a function of
temperature. The reservoir pressure and bulk ethane mole fraction are fixed at 5 MPa and 0.5, respectively.
The reservoir temperature was varied from 300 K to 400 K. The selectivity as a function of temperature in
different pore sizes is plotted (see Figure 5-4). It can be observed that the selectivity of ethane over
methane are greater than unity for all the cases, meaning that ethane is preferable to methane in our
confined system. As temperature increases, the selectivity tends to decrease. This implies that our confined
system becomes less selective at higher temperatures. Furthermore, as pore size increases, the selectivity
decreases and approaches unity. Here, the fluid composition of the bulk and confined mixtures are
identical, as expected, since the effect of the interaction between the fluid molecules and the pore walls

becomes less significant.

Figure 5-5 illustrates the selectivity as a function of the reservoir (bulk) pressure at a temperature of 400K
and an ethane mole fraction of 0.5 in the bulk. The reservoir pressure is varied from 200 kPa to 6.2 MPa. It
can be observed that the selectivity tends to decrease as the reservoir pressure increases at H = 3.0 nm, but
it is almost constant over the pressure range for H = 5.0 nm to 7.0 nm. However, this statement is not
always valid. For instance, at different temperatures, the selectivity may not remain constant when the
reservoir pressure changes, especially during the phase transition. The selectivity may increase when the
mixture changes from the vapor phase to the liquid phase. We can apply this concept to derive the P-x
diagram of the binary mixture in a confined space. We will discuss the variation of selectivity at the phase
transition later in this chapter. Similar to the previous study, as pore size increases, the selectivity

decreases and approaches unity.

Figure 5-6 illustrates the selectivity as a function of the bulk fluid composition at a temperature of 400K
and a reservoir pressure of 5 MPa. The ethane mole fraction in the bulk fluid is varied from 0.1 to 0.9. It is
noticeable that the selectivity decreases as the ethane mole fraction in bulk increases at H = 3.0 nm, but it
almost remains the same over the ethane mole fraction for H = 5.0 nm and 7.0 nm. Again, this statement is
not always true. For instance, at different temperatures and pressures, the selectivity may vary when the
bulk fluid composition changes, especially at the phase transition. In addition, the selectivity decreases and

approaches unity when the pore size increases.
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Figure 5-4 — Selectivity as a function of temperature in different pore sizes
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Selectivity versus Bulk Ethane Mole Fraction
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Figure 5-6 — Selectivity as a function of bulk fluid composition in different pore sizes
at T=400 K and p = 5.0 MPa.

From this study, it can be concluded that our confined system likes to adsorb ethane rather than methane
and that the selectivity of ethane over methane is a function of the reservoir (bulk) temperature, pressure,
bulk fluid composition, and pore size. As the temperature increases, the selectivity tends to decrease. In
some cases, the selectivity tends to decrease as pressure and bulk ethane mole fraction increase. In
addition, as the pore size increases, the selectivity trend decreases and approaches unity because the effect
of confinement becomes ineffective upon the confined fluid properties and behavior. In other words, the

confined fluid behaves more like the bulk fluid when the pore size increases.

5.2.2 Methane-Butane Mixture

In this section, the CB-GCMC simulation is employed to observe the selectivity of methane-butane
mixture in our confined system. Figures 5-7a, 5-7b, 5-7¢, 5-7d, and 5-7e illustrate isotherms of methane-
butane mixtures in the confined space with 5.0 nm of separation at temperatures of 300 K, 325 K, 350 K,
375 K, and 400 K, respectively. The reservoir (bulk) pressure is varied from 200 kPa to 6.2 MPa for all
cases. The red line represents the isotherm of butane in the mixture, and the blue line represents the
isotherm of methane in the mixture. We found that the fluid composition in the confined space differed

from the bulk fluid composition because of the effect of confinement. From Figures 5-7a, 5-7b, 5-7c, 5-
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7d, and 5-7e, it can be concluded that our confined system adsorbs butane (heavier component) more
readily than methane, considering the isotherms of butane are higher than the isotherms of methane in all
cases. The differences between the isotherms of both components are different and dependent on

temperature. For instance, the selective environment becomes weaker at higher a temperature.

Similar to the previous case, we initiated a configuration with a fluid composed of 50% methane
molecules and 50% butane molecules as shown in Figure 5-8a. In this case, the separation between the
graphene layers is fixed at 5.0 nm. Temperature of the system is 300 K and the simulation time is 35 ns.
The final configuration is illustrated in Figure 5-8b. After the simulation is done, the total energy must be
reached and almost stabilize at the minimal point to ensure that the final configuration is at equilibrium.
The total energy versus simulation time in this study is shown by Figure 5-8c. The mole fraction of
butane, xc,p,,, in each interval is computed over the y-direction. The plot of the butane mole fraction
versus location in the y-direction, as compared with the ethane mole fraction at the same condition from
the previous case, is shown in Figure 5-8d. From the plot, it can be observed that although the initial
butane mole fraction of fluid in all intervals in the system — including both of the pore and the bulk
segments — is equal to 0.5, the butane mole fraction at equilibrium of each interval changes and varies
throughout the system. For instance, at equilibrium, the butane mole fraction in the slit pore segment — the
area between the two red dashed lines in Figure 5-8d — is greater than 0.5, and consequently the butane
mole fraction in the bulk segment is lower than 0.5. It can be concluded that butane is preferable to
methane for our system. According to Figure 5-8d, although the condition of methane-ethane and
methane-butane mixtures are in the same condition, the butane mole fraction (solid line) in the pore
segment is higher than the ethane mole fraction (dashed line). This implies that the selectivity of butane
over methane in our confined system must be higher than the selectivity of ethane over methane at the

same condition.

Similar to equation (5-1), the selectivity of butane over methane is computed as follows:

xC4—,Confined/xC1,Canfined (5_2)

S =
C4 Cl .......................................................................................................
/ Xc4,Bulk/XC1,Bulk

The CB-GCMC simulation is implemented to study trends of selectivity as a function of the reservoir

(bulk) pressure, temperature, pore size, and fluid composition.
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Figure 5-8 — (a) Initial and (b) final configuration at z, = 35 ns from classical MD simulation of
methane-butane mixture in slit graphite pore with H = 5.0 nm at 7 = 300K,
(c) total extended system energy over simulation time, and (d) comparison of butane and ethane
mole fraction profile in the y- direction of the mixture in 5.0 nm slit graphite pore.

The CB-GCMC simulation was set up (see Figure 5-1) to study the trends of selectivity as a function of
temperature. The reservoir pressure and bulk ethane mole fraction are fixed at 5 MPa and 0.5, respectively.
The reservoir temperature is varied from 300 K to 400 K. The selectivity, as a function of temperature, is
plotted as a solid line in Figure 5-9. It can be observed that the selectivity of butane over methane is much
higher than unity, meaning that butane is preferable to methane in our confined system. As temperature
increases, the selectivity tends to decrease. This implies that our confined system becomes less selective at
higher temperatures. In addition, the selectivity of butane over methane is higher than the selectivity of
ethane over methane in all cases of temperature. We may conclude that our confined system adsorbs

butane more readily than ethane.

Figure 5-10 illustrates selectivity as a function of the reservoir (bulk) pressure at a temperature of 400K

and an ethane mole fraction of 0.5 in the bulk. The reservoir pressure is varied from 200 kPa to 6.2 MPa. It
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can be observed that the selectivity of butane over methane (solid line) tends to decrease as the reservoir
pressure increases; however, at the phase transition, the jump of selectivity occurs. Then, the selectivity
decreases as the pressure increases again. Similar to the previous study, the selectivity of butane over

methane is always higher than the selectivity of ethane over methane (dashed line).

Figure 5-11 illustrates the selectivity as a function of the bulk fluid composition at a temperature of 400K
and a reservoir pressure of 5 MPa. The butane mole fraction in the bulk is varied from 0.1 to 0.9. It is
noticeable that the selectivity of butane over methane (solid line) is varied throughout different fluid
compositions. There is a discontinuity in the selectivity between Xpy i c,n,, = 0.1 and Xpypc,m,, = 0.2,
because the confined mixture is in a vapor phase when Xxpyc,n,, = 0.1 and a liquid phase when
XBulk,coH,o = 0-2. Similar to the previous studies, the selectivity of butane over methane is always higher

than the selectivity of ethane over methane (dashed line).

Comparison between S¢ c and S¢ ¢ at X, cy, = 0.5 and p = 5000 kPa
in Slit Graphite Pore with H= 0.5 nm
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Figure 5-9 — Comparisons between selectivity of butane and ethane over methane as a function of
temperature in 5.0 slit graphite pore at p = 5.0 MPa and XBulk,C H;p = 0.5.
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Comparison between S¢ c and S¢ ¢ at X, cy, = 0.5 and T = 400K
in Slit Graphite Pore with H= 0.5 nm
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Figure 5-10 — Comparisons between selectivity of butane and ethane over methane as a function of
pressure in 5.0 slit graphite pore at 7= 400 K and XBulk,C4Hyp = 0.5.
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Figure 5-11 — Comparisons between selectivity of butane and ethane over methane as a function of
bulk fluid composition in 5.0 slit graphite pore at 7=400 K and p = 5.0 MPa.
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From this study, it can be concluded that our confined system likes to adsorb butane rather than ethane or
methane and that the selectivity of butane over methane is a function of the reservoir (bulk) temperature,
pressure, bulk fluid composition, and pore size. As the temperature increases, the selectivity tends to
decrease. We also observe a jump or discontinuity of selectivity at the phase transition. The molar
composition of the confined fluid at its vapor pressure can be used to generate a P-x diagram of the

confined mixture.

5.3 Phase Diagram of Confined Hydrocarbon Binary Mixtures

5.3.1 Methane-Ethane Mixture

In the preceding section, the interactions between the fluid molecules and the pore walls caused deviations
of fluid composition in the confined space. For our pore system, ethane was preferable to methane.
Selectivity was introduced to describe the selective environment in our system and the deviation from
bulk. The higher the selectivity was, the more our system deviated from the bulk. This selective
environment may cause shifts of the phase diagrams in the confined space. The selectivity is a function of

the reservoir (bulk) temperature, pressure, bulk fluid composition, and pore size.

In the previous section, we also observed a constant value of selectivity over the pressure range and ethane
mole fraction when the pore size was equal to 5.0 nm and 7.0 nm. However, this is not always true,
especially when the condition is close to the phase transition and critical point. To prove this statement,
the GCMC simulation is implemented to determine the isotherms of methane and ethane in the slit
graphite pore with H = 5.0 nm, T = 250 K, and xpy, ;. c,n, = 0.35 (see Figure 5-12a). The bulk pressure is
varied from 4.2 MPa to 5.7 MPa by increments of 50 kPa. Similar to the confined pure component, as the
pressure increased, the presence of both methane and ethane isotherms increased, causing an increase in
the fluid density. At low pressure, the mixture fluid is in the vapor phase. At p = 2350 kPa — 2400 kPa, the
jump of isotherms occurred. This jump represents the phase transition, the shift from vapor density to
liquid density of the mixture. The mole fraction of ethane in the confined mixture over the pressure range
is computed and plotted in Figure 5-12b. From the plot, the ethane mole fraction of the confined mixture
in the vapor phase is almost constant around 0.78. Similarly, the ethane mole fraction of the confined
mixture in the liquid phase is almost constant around 0.85. At the vapor pressure, the jump of the ethane
mole fraction can be detected. It implies that at the phase transition, the equilibrium ethane mole fractions
of the vapor and liquid phases are different, and the discontinuity of the trend of selectivity or ethane mole

fraction of the confined mixture occurs. This concept is applied to derive P-x diagrams of confined binary
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mixtures later in this chapter. The selectivity of the mixture in the vapor phase and liquid phase are
approximately 7.0 and 10.9. Thus, at this condition, the selectivity jumps from 7.0 to 10.9 at the phase

transition. This proves that the selectivity of slit graphite pore with H = 5.0 nm varies based on the bulk

pressure.
Isotherms of Methane-Ethane Mixtrure in Confined Space Ethane Mole Fraction of Fluid in Confined Space
with H=5.0 nm at T = 250 K for xg, ¢ ;s = 0.35 with H=5.0 nm at T = 250 K for xg, ¢ ;s = 0.35
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Figure 5-12 — (a) Isotherms of methane and ethane, and (b) ethane mole fraction
of confined mixture in slit graphite pore with H=15.0 nm at 7= 250 K and XBulk,CyHy = 0.35.

Figure 5-13a illustrates isotherms of methane and ethane in the slit graphite pore with H = 5.0 nm at T =
250 K and Xgyx c,n, = 0.15. At this condition, the mixture is a supercritical fluid near its critical point.
Again, the bulk pressure is varied from 4.2 MPa to 5.7 MPa by increments of 50 kPa. At low pressures,
similar to the previous case, the presence of methane and ethane isotherms increased, causing increased
fluid density with increased pressure. However, the jump of isotherms cannot be noticed in this case. In
other words, there is no phase transition since the fluid is in its supercritical condition. The mole fraction
of ethane in the confined mixture over the pressure range is computed and plotted in Figure 5-13b. From
the plot, the trend of the ethane mole fraction is continuous and increasing over the pressure range. This
differs from the previous case where the trend is discontinuous at the phase transition. The selectivity
continuously increases from 6.8 at p = 4.2 MPa to 8.8 at p = 5.7 MPa. Again, this proves that the

selectivity of a slit graphite pore with H = 5.0 nm varies based on the bulk pressure. At the same bulk
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pressure, the selectivity of this case is lower than that of the previous case (Xgykc,n, = 0.35). For

example, at p = 4.2 MPa, the selectivity of the previous case is equal to 7.4 which is higher than the

selectivity of 6.8 from this case. Thus, we can conclude that the selectivity is dependent on bulk fluid

composition.
Isotherms of Methane-Ethane Mixtrure in Confined Space Ethane Mole Fraction of Fluid in Confined Space
with H=5.0 nm at T = 250 K for xg, ¢ 4 = 0.15 with H=5.0 nm at T = 250 K for xg,, ¢ ;s = 0.15
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Figure 5-13 — (a) Isotherms of methane and ethane, and (b) ethane mole fraction
of confined mixture in slit graphite pore with H=15.0 nm at 7= 250 K and XBulk,CoHg = 0.15.

To draw a phase diagram and find critical properties of a hydrocarbon mixture, phase transitions of the
mixture with different compositions must be determined. According to the isotherms of the confined
mixture shown in Figure 5-12, the equilibrium composition of the confined pore is a two-phase mixture
having ethane in vapor (Vconfinea,c ) (78-8%) and liquid (Xconfinea,c,n,) Phases (85.8%). These results
indicate that the original gas mixture splits into two phases that are rich in ethane. Multiple scenarios of
this type of simulation with different fluid compositions are needed to generate a phase diagram, or P-x
diagram (pressure-composition), for a mixture. Once isotherms for each component are acquired, the fluid
composition in the vapor and liquid phases, at the saturation pressure of the mixture, can be computed.
Consequently, these data are used to create a phase diagram and obtain a critical point of<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>