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#### Abstract

In this dissertation, we study challenging discrete optimization problems from the perspective of parameterized complexity. The usefulness of this type of analysis is twofold. First, it can lead to efficient algorithms for large-scale problem instances. Second, the analysis can provide a rigorous explanation for why challenging problems might appear relatively easy in practice. We illustrate the approach on several different problems, including: the maximum clique problem in sparse graphs; 0-1 programs with many conflicts; and the node-weighted Steiner tree problem with few terminal nodes. We also study polyhedral counterparts to fixed-parameter tractable algorithms. Specifically, we provide fixed-parameter tractable extended formulations for independent set in tree-like graphs and for cardinality-constrained vertex covers.
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## 1. INTRODUCTION

Consider the Facebook graph. Each Facebook account is represented by a vertex, and two vertices are connected by an edge when the two people are friends. A clique in the Facebook graph (a group of people where everyone knows everyone else in the group) represents a tightly knit cluster. Or, consider a protein-protein interaction network from the field of bioinformatics. Each vertex represents a protein, and when two proteins are noticed to interact with each other, then the corresponding vertices are connected by an edge. The detection of a large clique in this protein-protein interaction network might lead to the discovery of a new protein complex [28]. Or, consider the stock market graph [18]. Here, there is a vertex for each stock, and two stocks' vertices are connected by an edge if their prices over time are negatively correlated. A large clique in this graph represents a diversified portfolio. These are just some of the many applications of clique finding.

Unfortunately, the problem of finding a largest clique in an arbitrary graph is challenging. Still, due to the numerous applications of clique-finding in social network analysis, bioinformatics, finance, and elsewhere, one may want to solve the problem anyway. Fortunately, for many real-life instances, the problem seems to be relatively easy. Indeed, in [107], we were able to solve million-vertex instances of this problem in just a few seconds. The computational results were nice, but we were unable to prove any nontrivial bounds on the runtime of our approach. Later on, we realized that there is a nice algorithm with a provable worst-case runtime for the maximum clique problem [26]. Its runtime depends polynomially on the number of vertices, but exponentially in the degeneracy of the graph-a common measure of a graph's sparsity. This is nice because many real-life graphs are sparse. In the case


Figure 1.1: The author's Facebook friendship graph in 2011.
of Facebook-style graphs (where users are limited to 5000 friends), this results in an efficient algorithm. See Figure 1.1 for a subgraph of the Facebook graph.

In the era of Big Data, there is an increased need to solve very large instances of problems. However, it has been noted that "most interesting problems are NP-hard." This leads many people to give up on exact methods and instead rely upon heuristics that often guarantee little in terms of solution quality, or, if we are lucky, approximation algorithms whose output can be several times optimal. As demonstrated by our success with the maximum clique problem, this need not be the default reaction. Many problems have natural associated parameters (such as degeneracy for clique), such that when the parameter is relatively small, then the problem can be solved
quickly. This is the fixed-parameter tractable approach which has been spreading throughout computer science. Due to the relative youth of the field of parameterized complexity, this type of analysis has not been applied as frequently in the operations research (OR) and mathematical programming (MP) communities. This new perspective raises many questions that have scarcely been studied. In this dissertation, we answer some of these questions, but there is much left to do.

### 1.1 Preliminaries

In Section 1.2 we detail the contributions of this dissertation. However, we will first need some terminology and notation. This section serves to introduce the reader to basic concepts like graphs, computational complexity, and extended formulations. More details will be given later in the dissertation as they are needed.

### 1.1.1 Graph terminology

Most of the problems discussed in this dissertation are defined with respect to a simple graph. A simple graph $G=(V, E)$ is a pair, where $V$ is a finite set of vertices, and $E \subseteq\binom{V}{2}$ is a collection of unordered pairs of vertices. Here, $\binom{V}{2}:=$ $\{\{u, v\} \mid u, v \in V, u \neq v\}$. An object $\{u, v\} \in E$ is called an edge, and its endpoints $u$ and $v$ are said to be neighbors or adjacent. The (open) neighborhood of a vertex $u$ in a graph $G$ is denoted $N_{G}(u):=\{v \in V \mid\{u, v\} \in E\}$. When the graph in question is clear, we simply write $N(u)$. The number $|N(u)|$ of neighbors of a vertex $u$ is the degree of $u$. The closed neighborhood of $u$ is denoted $N[u]:=N(u) \cup\{u\}$. A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is said to be a subgraph of $G=(V, E)$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$. The subgraph induced by a vertex subset $S \subseteq V$ is denoted by $G[S]:=\left(S, E \cap\binom{S}{2}\right.$ ). A sequence $v_{1}, \ldots, v_{k}$ of vertices is a path in $G$ if each pair $\left(v_{i}, v_{i+1}\right)$ of consecutive vertices satisfies $\left\{v_{i}, v_{i+1}\right\} \in E$. If $s$ is the first vertex and $t$ is the last vertex in the path, then the path is said to be an $s-t$ path. A graph is said to be connected if
for every pair $(s, t)$ of distinct vertices there is an $s$ - $t$ path. Otherwise, the graph is said to be disconnected ${ }^{1}$. Other graph terminology (e.g., degeneracy, treewidth, hypergraph) will be defined later. For more information about graphs, we refer the reader to [40].

### 1.1.2 Combinatorial optimization

Most of the problems considered in this dissertation are combinatorial optimization problems. As noted by Schrijver [101],

Combinatorial optimization searches for an optimum object in a finite collection of objects. Typically, the collection has a concise representation (like a graph), while the number of objects is huge-more precisely, grows exponentially in the size of the representation (like all matchings or all Hamiltonian circuits). So scanning all objects one by one and selecting the best one is not an option. More efficient methods should be found.

Sometimes it is not so clear as to what constitutes a combinatorial optimization problem. For example, consider (bounded) linear programming- the problem of optimizing a linear objective function over a feasible region that is bounded and defined by a set of linear inequalities. This seems to be a continuous optimization problem. However, it also fits into Schrijver's framework. Here the finite collection of objects is the set of extreme points of the feasible region, and we are tasked with finding an extreme point with optimal objective value. Is linear programming a combinatorial optimization problem, a continuous optimization problem, or both?

[^0]In the words of Lawler [71], "[p]erhaps the best way to convey the nature of combinatorial optimization problems is to give some specific examples." So, we mention some problems considered in this dissertation below.

In Chapter 2, we consider the Maximum-Weight Connected Subgraph (MWCS) and Node-Weighted Steiner Tree (NWST) problems.

Problem: Maximum-Weight Connected Subgraph (MWCS).
Input: a graph $G=(V, E)$, a weight $w(v)$ for each vertex $v \in V$.
Output: a maximum-weight subset $S$ of vertices such that $G[S]$ is connected.

In the MWCS problem, the weight of a subset of vertices is the sum of its vertices' weights. In the NWST problem, the weight of a subgraph is the sum of its vertices' and edges' weights.

Problem: Node-Weighted Steiner Tree (NWST).
Input: a graph $G=(V, E)$, a set $D \subseteq V$ of terminal vertices, a nonnegative weight $w(i)$ for each vertex/edge $i \in E \cup V$.

Output: a minimum weight subgraph that connects the terminals.

In Chapter 3, we consider the Maximum Clique problem. A subset $S \subseteq V$ of vertices is said to be a clique in a graph $G=(V, E)$ if its induced subgraph $G[S]$ has all possible edges, i.e., $\binom{|S|}{2}$ edges.

Problem: Maximum Clique.
Input: a graph $G=(V, E)$.
Output: a largest clique of $G$.

In Chapter 4, we consider the Minimum Vertex Cover and Maximum Independent Set problems. A subset $S$ of vertices is said to be a vertex cover for a graph $G=(V, E)$
if each edge $\{u, v\} \in E$ has an endpoint in $S$, i.e., $|S \cap\{u, v\}| \geq 1$. An independent set is a subset $S$ of vertices such that the induced subgraph $G[S]$ has no edges.

Problem: Maximum Independent Set.
Input: a graph $G=(V, E)$.
Output: a largest independent set of $G$.
It is easy to see that a subset $S \subseteq V$ of vertices is an independent set of $G=(V, E)$ if and only if $S$ is a clique in $\bar{G}$, where $\bar{G}:=\left(V,\binom{V}{2} \backslash E\right)$ is the complement of $G$.

Problem: Minimum Vertex Cover.
Input: a graph $G=(V, E)$.
Output: a smallest vertex cover of $G$.

Note that a subset $S \subseteq V$ of vertices is a vertex cover for $G$ if and only if $V \backslash S$ is an independent set of $G$. Hence, these two problems are equivalent with respect to optimization.

### 1.1.3 Integer programming

Combinatorial optimization problems are often formulated as integer programs. An integer program is an optimization problem in which the decision variables are required to take integer values. We will only discuss integer linear programs, where the objective function and constraints are linear.

$$
\text { (integer program) } \quad \sup _{x \in \mathbb{Z}_{+}^{n}}\left\{c^{T} x \mid A x \leq b\right\}
$$

Here, $n$ denotes the number of variables. Let $m$ denote the number of rows of $A$. Denote by

$$
P:=\left\{x \in \mathbb{R}_{+}^{n} \mid A x \leq b\right\} .
$$

This polyhedron $P$ is a commonly used relaxation for the integer program's feasible region. (A polyhedron is the intersection of a finite number of halfspaces.) The actual feasible region for the integer program is

$$
\mathcal{S}:=\left\{x \in \mathbb{Z}_{+}^{n} \mid A x \leq b\right\} .
$$

One important observation is that we can solve the integer program by solving

$$
\sup _{x}\left\{c^{T} x \mid x \in P_{I}\right\}
$$

where $P_{I}=$ conv.hull $(\mathcal{S})$ is the convex hull of $\mathcal{S}$ (or the integer hull of $P$ ). If $\mathcal{S}$ is finite or if the problem data is rational, then this is actually a linear program [81]. The converse does not hold in general, since $P_{I}$ may have an infinite number of facets. This is possible even when $n=2$ and $m=1$ [98]. A facet of a polyhedron $P$ is an inclusion-wise maximal face of $P$ that is distinct from $P$. The set $F$ is a face of a polyhedron $P$ if $F=\left\{x \in P \mid \pi x=\pi_{0}\right\}$ for some valid inequality $\pi x \leq \pi_{0}$ of $P$. An inequality $\pi x \leq \pi_{0}$ is said to be valid for a polyhedron $P$ if every $x^{*} \in P$ satisfies $\pi x^{*} \leq \pi_{0}$.

For many combinatorial optimization problems, the variables represent yes/no decisions, e.g., should a particular vertex be included in the solution? This leads to the special class of integer programs called 0-1 programs. In this case, the supremum
is achieved (when feasible), so we can write max instead of sup.

$$
\text { (0-1 program) } \quad \max _{x \in\{0,1\}^{n}}\left\{c^{T} x \mid A x \leq b\right\}
$$

In this case, the sets

$$
\begin{aligned}
& P^{\prime}=\left\{x \in[0,1]^{n} \mid A x \leq b\right\}, \text { and } \\
& P_{I}^{\prime}=\text { conv.hull }\left\{x \in\{0,1\}^{n} \mid A x \leq b\right\}
\end{aligned}
$$

are bounded polyhedra, a.k.a. polytopes, and the 0-1 program can be solved via the linear program

$$
\max _{x}\left\{c^{T} x \mid x \in P_{I}^{\prime}\right\}
$$

Of course, $P_{I}^{\prime}$ can have many more facets than $P^{\prime}$, so even though this is a linear program, it is not clear if it can be solved quickly.

In some cases, a polyhedron that has many facets can be represented in a higherdimensional space by another polyhedron that has fewer facets. This is called an extension and is illustrated in Figure 1.2. More formally, a polyhedron $F=\{(x, y) \in$ $\left.\mathbb{R}^{n+t} \mid C x+D y \leq d\right\}$ is an extension for a polyhedron $P=\left\{x \in \mathbb{R}^{n} \mid A x \leq b\right\}$ if $P=\operatorname{proj}_{x} F$, where $\operatorname{proj}_{x} F:=\{x \mid \exists y:(x, y) \in F\}$. In this case, the inequalities $C x+D y \leq d$ provide an extended formulation for $P$. The size of an extension (resp. extended formulation) is the number of its facets (resp. inequalities). Often, the hope is to find a polynomial-size extended formulation for a problem whose representation in the original space of variables has exponential size. This is the case for the spanning tree polytope on $n$ vertices, which has $\Theta\left(2^{n}\right)$ facets in the original space of variables [45], but admits an extended formulation of size $O\left(n^{3}\right)$ [78].


Figure 1.2: The extension $F$ for $P$ has 2 fewer facets. Original image by Thomas Rothvoss, modified and used with permission.

For more information on integer programming, consult (in order of increasing mathematical maturity) $[110,86,100]$. For more information about extended formulations, consult the surveys of $[34,66]$ or the text of [35].

### 1.1.4 Parameterized complexity

In computational complexity theory, the goal is to understand how efficiently a class of problems can be solved. This may include an analysis of how quick algorithms can be or how much space is necessary. In this dissertation, however, we are primarily concerned with runtime.

It is reasonable to expect that the runtime should depend on the problem input, with larger problems taking longer to solve. As such, we typically analyze the complexity of a problem as a function of the problem instance size. A natural question to ask is-How slow-growing must this function be for an algorithm to be practical? Is there a systematic way to categorize which problems are solvable in a reasonable amount of time on a computer? It is the Cobham-Edmonds thesis that this class of
reasonable problems coincides with those that can be solved in polynomial time [55]. This rule-of-thumb is imperfect (as Edmonds has noted [46]), but it has nevertheless proven to be "a good place to start" [46].

A large number of important problems have evaded this type of analysis. For example, no one has been able to solve the maximum clique problem in polynomial time, but no one has proven that this cannot be done. However, there is a consensus among researchers that no such algorithm exists. This is due to the fact that the maximum clique problem is NP-hard, and the widely-believed conjecture that $\mathrm{P} \neq \mathrm{NP}$.

It is natural, then, to consider parameterized versions of the maximum clique problem, say the $k$-clique problem ${ }^{2}$.

Problem: $k$-Clique.
Input: A simple graph $G$.
Parameter: A positive integer $k$.
Question: Does $G$ have a clique of size $k$ ?

As far as the author knows, it is consistent with $\mathrm{P} \neq \mathrm{NP}$ that $k$-clique can be solved in time $O\left(2^{k} n\right)$. However, this is not suspected to be the case. Indeed, it is conjectured that this problem is not fixed-parameter tractable [42].

Definition 1 (fpt). A problem, parameterized by an integer $k$, is said to be fixedparameter tractable (fpt) if it admits an algorithm running in time $f(k) n^{O(1)}$, where $f$ is a computable function that does not depend on the input size $n$.

Even worse, there are reasons [30] to think that $k$-clique cannot be solved in time $f(k) n^{o(k)}$. This follows either from the conjecture that not all SNP problems

[^1](defined by [90]) can be solved in subexponential time [30], or that the exponential time hypothesis of Impagliazzo et al. [63] holds [76]. In contrast, the exhaustive search algorithm solves $k$-clique in time $O\left(f(k) n^{k}\right)$. More complicated algorithms based on matrix multiplication solve (3k)-clique in time $O\left(n^{\omega k}\right)$, where $\omega<2.373$ is the exponent of matrix multiplication [87]. While faster than the exhaustive search algorithm, this is still $n^{\Omega(k)}$.

While the minimum vertex cover problem and the maximum clique problem are equivalent, their parameterized versions seems to be much different. Indeed, $k$ vertex cover is fixed-parameter tractable, as there is a simple bounded search tree algorithm that runs in time $O\left(2^{k} n\right)$ [42]. Other algorithms improve this bound to $O\left(1.2738^{k}+k n\right)[32]$.

Definition 2 (ETH). The exponential time hypothesis (ETH) asserts that there is a constant $s>0$ such that 3-CNF-SAT on $n$ variables and $m$ clauses cannot be solved in time $2^{s n}(n+m)^{O(1)}$.

Thus, ETH states that 3-CNF-SAT requires time exponential in $n$ (if the runtime must be polynomial in $m$ ). It has been shown [63] that if ETH is true, then 3-CNFSAT also requires exponential time in the number $m$ of clauses (if the runtime should be polynomial in $n$ ). There is also a strong version of ETH.

Definition 3 (SETH). The strong ETH (SETH) asserts that for every $\epsilon>0$, there is a $k$ such that $k$-CNF-SAT cannot be solved in time $(2-\epsilon)^{n}(n+m)^{O(1)}$.

SETH would then imply that the exhaustive search algorithm is essentially bestpossible for SAT (and, consequently, for solving 0-1 programs).

While the belief in ETH and SETH is not as strong as that of $\mathrm{P} \neq \mathrm{NP}$, they have not been disproved over the past fifteen years. As the plausibility of these
conjectures has increased, others have used them to provide conditional lower bounds for other problems $[93,76,75,38]$. Even if ETH or SETH is false, these conditional lower bounds can be useful, providing new ways to disprove ETH or SETH. Indeed, Williams [109] states:

> The author can't help but confess his belief here that SETH is false. Many of his papers were conceived by finding an approach to refute SETH which ultimately failed, but was applicable to another problem instead (Max-2SAT, ACC-SAT, All-Pairs Shortest Paths, etc.)

Thus we are not here to argue that SETH is true. Rather, we will use it to compare our results to the state of current knowledge. Paraphrasing Garey and Johnson [54],

I can't find a faster algorithm, but neither can all these famous people.

There is much background information about algorithm design, computational complexity, parameterized complexity, and fixed-parameter tractable algorithms that we simply cannot mention here. For more information, consult [36, 92, 91, 55, 42, 88, 50, 52, 43].

### 1.2 Summary of Contributions

In Chapter 2, we provide parameterized algorithms for the node-weighted Steiner tree (NWST) problem and for the maximum-weight connected subgraph (MWCS) problem. The NWST algorithm generalizes the well-known Dreyfus-Wagner algorithm and runs in time $O\left(n^{3}\right)$ when the number of terminals is bounded. We then show that the MWCS problem is polynomial-time solvable in graphs with no 3-vertex independent set via polyhedral arguments and the machinery of the ellipsoid method.

Next, two combinatorial algorithms for MWCS are described, which run in polynomial time for instances with few positive- or negative-weight vertices. Together, they imply that MWCS can be solved in time $O\left(1.5875^{n}\right)$, which is the first improvement in literature over the exhaustive search algorithm.

In Chapter 3, we provide parameterized algorithms for the maximum clique problem and show how they can be generalized to solve arbitrary 0-1 programs. One challenge is that the natural parameter-the size of the clique-seemingly leads to a dead end. This motivates the search for other parameters that are small on real-life instances. One such parameter is the degeneracy of the graph, which is a measure of the graph's sparsity. It turns out that the maximum clique problem is fixedparameter tractable when parameterized by degeneracy. Then, we extend the ideas to solve arbitrary 0-1 programs. The parameter in this case depends on properties of an associated conflict graph. Conflict graphs are used to model pairwise dependencies between the $0-1$ variables. Roughly speaking, the algorithms that we develop are quick when the conflict graph is dense.

In Chapter 4, we apply ideas from parameterized algorithms to the study of extended formulations. When constructing an extended formulation for an optimization problem, an important thing to keep in mind is its size. However, due to the computational intractability of many problems, one cannot always expect to find polynomial-size extended formulations. To deal with this, one approach is to introduce a parameter, and look for extended formulations whose size grows polynomially in the problem size, but exponentially (or worse) in the parameter. We illustrate this approach on the independent set and vertex cover problems and consider parameters such as the number of maximal independent sets (or minimal vertex covers), the treewidth of the graph, and the size of the vertex cover.

Finally, we conclude and offer ideas for future research in Chapter 5.

## 2. ALGORITHMS AND POLYHEDRA FOR CONNECTIVITY PROBLEMS

This chapter is based on work with Yiming Wang and Sergiy Butenko [27, 108]. We provide parameterized algorithms for the node-weighted Steiner tree (NWST) problem and for the maximum-weight connected subgraph (MWCS) problem. The NWST algorithm generalizes the well-known Dreyfus-Wagner algorithm and runs in time $O\left(n^{3}\right)$ when the number of terminals is bounded. We then show that the MWCS problem is polynomial-time solvable in graphs with no 3-vertex independent set via polyhedral arguments and the machinery of the ellipsoid method. Next, two combinatorial algorithms for MWCS are described, which run in polynomial time for instances with few positive- or negative-weight vertices. Together, they imply that MWCS can be solved in time $O\left(1.5875^{n}\right)$, which is the first improvement in literature over the exhaustive search algorithm.

The Steiner tree problem is well-studied in literature [60] and has applications in the design of networks. Although it is NP-hard [68], it is fixed-parameter tractable with respect to the number $k$ of terminals, as demonstrated by the Dreyfus-Wagner algorithm [44], which runs in time $O\left(3^{k} n+2^{k} n^{2}+n^{3}\right)$.

Problem: Steiner Tree.
Input: a graph $G=(V, E)$, a set $D \subseteq V$ of terminal vertices, a nonnegative weight $w(e)$ for each edge $e \in E$.

Output: a minimum weight subset of edges that connects the terminals.

The Steiner tree problem has weights associated only with the edges of the network. In practice, however, there may be costs associated with the vertices as well. This leads to the so-called node-weighted Steiner tree problem (NWST) [102], which
has weights associated with both vertices and edges.

Problem: Node-Weighted Steiner Tree (NWST).
Input: a graph $G=(V, E)$, a set $D \subseteq V$ of terminal vertices, a nonnegative weight $w(i)$ for each vertex/edge $i \in E \cup V$.

Output: a minimum weight subgraph that connects the terminals.

While it is easy to transform an edge-weighted instance of the Steiner tree problem into an instance with weights only on nodes (by subdividing edges, i.e., 'placing' nodes on edges), we are not aware of any nice reductions in the other direction. It surprised us then, that we could find no attempts in literature to generalize the Dreyfus-Wagner algorithm for the node-weighted case. In Section 2.1, we fill this void by generalizing the Dreyfus-Wagner algorithm to handle both edge and vertex weights at no extra cost in runtime.

We also consider the related maximum-weight connected subgraph (MWCS) problem, which has applications in cluster detection in bioinformatics [41] and many other areas [2]. This problem is also NP-hard, even when restricted [106, 64] to planar graphs of maximum degree three with all weights either +1 or -1 . The problem has no set of terminal vertices, but its difficulty arises due to the possibility for negative-weight vertices.

Problem: Maximum-Weight Connected Subgraph (MWCS).
Input: a graph $G=(V, E)$, a weight $w(v)$ for each vertex $v \in V$.
Output: a maximum-weight subset $S$ of vertices s.t. $G[S]$ is connected.
We are aware of no previous algorithms for MWCS that achieve a nontrivial worst-case runtime. However, in Section 2.1 we show that MWCS can be solved in time $O\left(1.5875^{n}\right)$. This algorithm relies upon two different fixed-parameter tractable
subroutines. The first solves MWCS in time $O\left(2^{q}(m+n)\right)$, where $q$ denotes the number of negative-weight vertices. Surprisingly, we show that this is best-possible under the strong exponential time hypothesis of [63]. The second, which uses the NWST algorithm as a subroutine, runs in time $O\left(4^{p} n^{3}\right)$ for instances of MWCS with $p$ positive-weight vertices.

We first discovered that MWCS is polytime solvable whenever the graph $G$ has independence number $\alpha(G)$ at most two. When $\alpha(G) \leq 2$, we show that the connected subgraph polytope is characterized by the following inequalities [108].

$$
\begin{align*}
& x_{a}+x_{b}-\sum_{i \in C} x_{i} \leq 1, \forall a, b \text {-separator } C \subseteq V, \forall \text { nonadjacent } a, b \in V  \tag{2.1}\\
& \quad 0 \leq x_{i} \leq 1, \forall i \in V \text {. } \tag{2.2}
\end{align*}
$$

While this formulation has exponentially many constraints, the separation problem for the separator inequalities (2.1) can be solved in polynomial time, so one can optimize a linear function over this feasible region in polynomial time via the ellipsoid method [56]. We also found a polynomial-size extended formulation for this separator-based LP relaxation (defined by constraints (2.1) and (2.2)), so one need not rely on the ellipsoid method to prove polynomiality [108].

It has been noted that many problems transition from being easy at 2 to hard at 3. This is the "mystical power of twoness" [73] exhibited by, for example, $k$ dimensional matching, $k$-colorability, and $k$-SAT. A natural question is-Does the same 'twoness' phenomenon occur with MWCS? If not, is there ever a sharp transition in the problem's complexity as a function of the graph's independence number $\alpha(G)$ ? We show that this is not the case, as MWCS is solvable in time $O\left(4^{\alpha(G)} n^{3}\right)$.

### 2.1 Node-Weighted Steiner Tree

Perhaps the most well-known algorithm to solve the Steiner tree problem is a dynamic programming algorithm due to Dreyfus and Wagner [44]. It runs in time $O\left(3^{k} n+2^{k} n^{2}+n^{3}\right)$, where $k$ denotes the number of terminals. We show that this algorithm can be generalized to solve NWST in the same time.

To prove the correctness of the NWST algorithm, we will need some notation and an optimal substructure lemma. The notation that we use largely follows [44]. Consider a tree $T$ connecting a set $S \subseteq V$ of terminals. Recall that $N_{G}(v)$ denotes the neighborhood of vertex $v$ in graph $G$. For a vertex $x \in V(T)$ and one of its neighbors $y \in N_{T}(x)$ in $T$, let $S_{y}(x) \subseteq S$ be the set of terminal vertices reachable from $x$ via a path in $T$ that first crosses $y$. Further, define $S_{Y}(x):=\cup_{y \in Y} S_{y}(x)$ and $S_{Y}[x]:=S_{Y}(x) \cup\{x\}$. Finally, let $T^{Y}(x)$ be the subtree of $T$ that connects $S_{Y}[x]$. Note that $Y$ is superscript for tree $T^{Y}(x)$, but is subscript for terminal subset $S_{Y}(x)$.

Lemma 1 (Optimal substructure). Let $T$ be a minimum NWST connecting terminals $S \subseteq V$. Consider a vertex $x \in V(T)$ and a subset $Y \subseteq N_{T}(x)$ of its neighbors in $T$. Then the subtree $T^{Y}(x)$ is a minimum NWST connecting $S_{Y}[x]$.

Proof. By the contrapositive. Let $T_{2}$ be the subgraph of $T$ such that $T_{2} \cup T^{Y}(x)=T$ and $T_{2} \cap T^{Y}(x)=(\{x\}, \emptyset)$, Then,

$$
\begin{aligned}
& \sum_{v \in V(T)} w(v)+\sum_{e \in E(T)} w(e) \\
= & \sum_{v \in V\left(T^{Y}(x)\right)} w(v)+\sum_{e \in E\left(T^{Y}(x)\right)} w(e)+\sum_{v \in V\left(T_{2}\right)} w(v)+\sum_{e \in E\left(T_{2}\right)} w(e)-w(x) .
\end{aligned}
$$

If $T^{Y}(x)$ is not a minimum NWST connecting $S_{Y}[x]$, then there is a connected
subgraph $T_{1}$ that connects $S_{Y}[x]$ and

$$
\sum_{v \in V\left(T_{1}\right)} w(v)+\sum_{e \in E\left(T_{1}\right)} w(e)<\sum_{v \in V\left(T^{Y}(x)\right)} w(v)+\sum_{e \in E\left(T^{Y}(x)\right)} w(e) .
$$

Then, consider $T^{\prime}=T_{1} \cup T_{2}$, which is connected and has weight

$$
\begin{aligned}
& \sum_{v \in V\left(T^{\prime}\right)} w(v)+\sum_{e \in E\left(T^{\prime}\right)} w(e) \\
\leq & \sum_{v \in V\left(T_{1}\right)} w(v)+\sum_{e \in E\left(T_{1}\right)} w(e)+\sum_{v \in V\left(T_{2}\right)} w(v)+\sum_{e \in E\left(T_{2}\right)} w(e)-w(x) \\
< & \sum_{v \in V(T)} w(v)+\sum_{e \in E(T)} w(e) .
\end{aligned}
$$

This shows that if $T^{Y}(x)$ is not a minimum NWST connecting $S_{Y}[x]$, then $w\left(T^{\prime}\right)<$ $w(T)$, implying that $T$ cannot be a minimum NWST.

Theorem 1. Algorithm 1 is correct and solves the NWST problem in time $O\left(3^{k} n+\right.$ $2^{k} n^{2}+n^{3}$ ), where $k$ denotes the number of terminals.

Proof. The proof of the algorithm's correctness is based on the claim that, for each vertex $v$ and each nonempty vertex subset $D$, the term $q(v, D)$ is the weight of a minimum NWST connecting $D \cup\{v\}$. Thus, the returned value $q(s, C)$ will be the weight of a minimum NWST connecting $S=C \cup\{s\}$. The claim about $q(\cdot, \cdot)$ is proven by induction on $|D|$.

If $|D|=1$, then this is a shortest path problem and $q(v, D)=d_{v u}$ for some $u$, so the statement is true. Now suppose the statement is true for $|D|<i$. When $|D|=i$, consider a minimum NWST $T_{0}$ connecting $v$ and $D$. Denote the weight of a subgraph $H$ by $w(H)$. We consider three cases regarding the neighborhood of vertex $v$ in $T_{0}$.

```
Algorithm 1 An algorithm for NWST
    If terminals are not reachable from each other, return \(\infty\);
    Compute length \(d_{u v}\) of shortest path between all \(u, v \in V\), where we define
    \(d_{u u}=w(u)\). A path's length is the sum of weights of all of its edges and vertices
    (including endpoint vertices);
    For every pair \(u, v \in V\) of vertices, let \(q(u,\{v\})=d_{u v}\);
    Select \(s \in S\) and let \(C=S \backslash\{s\}\);
    for \(i \leftarrow 2\) to \(k-1\) do
        for all \(D \subseteq C\) with \(|D|=i\) do
            for all \(v \in V\) do
                \(p(v, D)=\min _{A: 0<|A|<|D|}\{q(v, A)+q(v, D \backslash A)-w(v)\} ;\)
            end for
            for all \(v \in V\) do
                \(q(v, D)=\min _{u \in V}\left\{d_{v u}+p(u, D)-w(u)\right\} ;\)
            end for
        end for
    end for
    return \(q(s, C)\);
```

1. $\left|N_{T_{0}}(v)\right| \geq 2$, then there exist nonempty subsets $Q \subsetneq N_{T_{0}}(v)$ and $Q^{\prime}:=N_{T_{0}}(v) \backslash$ $Q$. Since $T_{0}$ is a minimum NWST connecting $D$, we can assume, without loss of generality, that every leaf of $T_{0}$ belongs to $D$. This implies that ${ }^{1}\left|D_{Q}(v)\right| \geq 1$ and $\left|D_{Q^{\prime}}(v)\right| \geq 1$. Also $D_{Q}(v) \cap D_{Q^{\prime}}(v)=\emptyset$ and $D_{Q}(v) \cup D_{Q^{\prime}}(v)=D$. By Lemma $1, T^{Q}(v)$ is a minimum NWST connecting $D_{Q}[v]$, and $T^{Q^{\prime}}(v)$ is a minimum NWST connecting $D_{Q^{\prime}}[v]$. Since $\left|D_{Q}(v)\right|<|D|$ and $\left|D_{Q^{\prime}}(v)\right|<|D|$

[^2](and by the induction assumption), the following holds:
\[

$$
\begin{aligned}
w\left(T_{0}\right) & =w\left(T^{Q}(v)\right)+w\left(T^{Q^{\prime}}(v)\right)-w(v) \\
& =q\left(v, D_{Q}(v)\right)+q\left(v, D_{Q^{\prime}}(v)\right)-w(v) \\
& \geq p(v, D) \\
& =p(v, D)+d_{v v}-w(v) \\
& \geq q(v, D) .
\end{aligned}
$$
\]

Now we show that a contradiction arises if $w\left(T_{0}\right)>q(v, D)$, thus showing that $w\left(T_{0}\right)=q(v, D)$. By the algorithm, there exists a vertex $u$ and a nonempty subset $A \subsetneq D$ of vertices such that

$$
\begin{aligned}
& p(u, D)=q(u, A)+q(u, D \backslash A)-w(u) \\
& q(v, D)=d_{v u}+p(u, D)-w(u)
\end{aligned}
$$

Let $H=T_{1} \cup T_{2} \cup P_{v u}$ where $T_{1}$ is a minimum NWST connecting $u$ and $A, T_{2}$ is a minimum NWST connecting $u$ and $D \backslash A$, and $P_{v u}$ is a shortest path from $v$ to $u$. This results in the contradiction that

$$
\begin{aligned}
q(v, D) & =d_{v u}+p(u, D)-w(u) \\
& =d_{v u}+q(u, A)+q(u, D \backslash A)-w(u)-w(u) \\
& =w(H) \\
& \geq w\left(T_{0}\right) \\
& >q(v, D)
\end{aligned}
$$

2. $\left|N_{T_{0}}(v)\right|=1$ and the branch of $T_{0}$ touching $v$ 'divides' before touching another terminal. Let the dividing vertex be $u$. Then no terminal is an interior vertex on the path $P_{v u}$ from $v$ to $u$ in $T_{0}$. Let $T_{1}=T_{0} \backslash P_{v u} \cup\{u\}$, then $\left|N_{T_{1}}(u)\right| \geq 2$. By Lemma $1, T_{1}$ is a minimum NWST connecting $u$ and $D \backslash\{v\}$, and $P_{v u}$ is the shortest path from $v$ to $u$, so $w\left(T_{1}\right)=q(u, D \backslash\{v\})=p(u, D \backslash\{v\})$ as it is in Case 1. Now,

$$
\begin{aligned}
w\left(T_{0}\right) & =d_{v u}+w\left(T_{1}\right)-w(u) \\
& =d_{v u}+q(u, D \backslash\{v\})-w(u) \\
& =d_{v u}+p(u, D \backslash\{v\})-w(u) \\
& \geq q(v, D \backslash\{v\}) \\
& =q(v, D) .
\end{aligned}
$$

Then, $w\left(T_{0}\right)=q(v, D)$ holds by the same analysis as in Case 1.
3. $\left|N_{T_{0}}(v)\right|=1$ and the branch of $T_{0}$ touching $v$ does not divide before touching another terminal. Denote by $u$ the first terminal reachable from $v$ in $T_{0}$. Again, let $T_{1}=T_{0} \backslash P_{v u} \cup\{u\}$. Then, by Lemma $1, T_{1}$ is a minimum NWST connecting $u$ and $D \backslash\{u, v\}$. By the induction assumption, $w\left(T_{1}\right)=q(u, D \backslash\{u, v\})$, so

$$
\begin{aligned}
w\left(T_{0}\right) & =d_{v u}+w\left(T_{1}\right)-w(u) \\
& =d_{v u}+q(u, D \backslash\{u, v\})-w(u) \\
& =d_{v u}+(q(u,\{u\})+q(u, D \backslash\{u, v\})-w(u))-w(u) \\
& \geq d_{v u}+p(u, D \backslash\{v\})-w(u) \\
& \geq q(v, D \backslash\{v\}) \\
& =q(v, D) .
\end{aligned}
$$

Then, $w\left(T_{0}\right)=q(v, D)$ holds by the same analysis as in Case 1.
So, $w\left(T_{0}\right)=q(v, D)$ holds in all cases. This shows $q(v, D)$ is the weight of a minimum NWST connecting $v$ and $D$ and the statement is true for $|D|=i$. So, the statement is true in general, and thus the returned value $q(s, C)$ is the weight of a minimum NWST connecting $S$.

The runtime of this algorithm is exactly the same as that of Dreyfus and Wagner, which is $O\left(3^{k} n+2^{k} n^{2}+n^{3}\right)$.

### 2.2 Maximum-Weight Connected Subgraph

In this section, we describe algorithms for solving MWCS. First, we show that the problem is polytime solvable if the graph $G$ has independence number $\alpha(G)$ at most two, i.e., there is no independent set of three vertices. This is shown via a polyhedral study of an appropriate linear programming (LP) relaxation and the machinery of the ellipsoid method. Then we describe two combinatorial algorithms for MWCS. The runtime of the first is parameterized by the number of negative-weight vertices, and the runtime of the second is parameterized by the number of positive-weight vertices. As a consequence of the second combinatorial algorithm and a preprocessing procedure, the MWCS problem is shown to be fixed-parameter tractable when parameterized by the graph's independence number. The two combinatorial algorithms imply a third algorithm that solves MWCS in time $O\left(4^{n / 3} n^{3}\right)=O\left(1.5875^{n}\right)$.

### 2.2.1 Polyhedral description for case of no 3-vertex independent set

Here, we study the MWCS problem from a polyhedral perspective. The object of study is the connected subgraph polytope of a graph, which is the convex hull of subsets of vertices that induce a connected subgraph. This is essentially the feasible region for the MWCS problem. For convenience, consider zero-vertex and one-vertex graphs to be connected.

Definition 4. The connected subgraph polytope of a graph $G=(V, E)$ is

$$
\mathscr{P}(G):=\text { conv.hull }\left\{x^{S} \in\{0,1\}^{n} \mid G[S] \text { is connected }\right\},
$$

where $x^{S}$ denotes the characteristic vector of $S \subseteq V$.

A natural way to impose this type of induced connectivity constraint in an integer program is through the (exponentially-many) vertex separator inequalities, i.e., inequalities of the type

$$
(a, b \text {-separator inequality }) \quad x_{a}+x_{b}-\sum_{i \in C} x_{i} \leq 1,
$$

where $a$ and $b$ are nonadjacent vertices and $C$ is an $a, b$-separator. Recall that an $a, b$-separator $C$ is a vertex subset (containing neither $a$ nor $b$ ) such that nonadjacent vertices $a$ and $b$ are disconnected in $G[V \backslash C]$.

This leads to the following linear programming (LP) relaxation for $\mathscr{P}(G)$.

$$
Q(G):=\left\{x \in[0,1]^{n} \mid x \text { satisfies all separator inequalities }\right\}
$$

Note that $Q(G)$ provides a tractable relaxation for $\mathscr{P}(G)$, as one can optimize a linear objective function over $Q(G)$ in polynomial time via the ellipsoid method [57]. This follows by the ability to separate over these inequalities in polytime. We will not discuss the details here.

A natural question to ask is-When is this LP relaxation tight? Theorem 2 below provides the answer, and the proof follows. Recall that the independence number $\alpha(G)$ of a graph $G$ is the size of its largest independent set.

Theorem 2. The equality $\mathscr{P}(G)=Q(G)$ holds if and only if $\alpha(G) \leq 2$.

As a consequence of Theorem 2 and the ability to optimize over $Q(G)$ in polynomial time, we have the following corollary.

Corollary 1. If $\alpha(G) \leq 2$, then $M W C S$ is polynomial-time solvable.

The result of Theorem 2 is interesting, in part, because there can be exponentially many inequalities defining $Q(G)$ even when $\alpha(G)=2$. An example is shown in Figure 2.1, where the vertices within each rectangle form a clique. A minimal $a, b$-separator can be created by choosing, for each $i$, one vertex from $\left\{c_{i}, d_{i}\right\}$. The number of such separators is $2^{n / 2-1}$.


Figure 2.1: A graph $G$ with $\alpha(G)=2$, but many minimal $a, b$-separators. Vertices within a rectangle form a clique.

One direction of the proof of Theorem 2 is easier and is shown first.

Lemma 2. If $\mathscr{P}(G)=Q(G)$, then $\alpha(G) \leq 2$.

Proof. By the contrapositive. Suppose that $G$ has an independent set $S$ of three vertices. Then, it is easy to see that the inequality $\sum_{i \in S} x_{i} \leq 1$ induces a facet of $\mathscr{P}(G[S])$. Moreover, this inequality can be lifted to induce a facet of $\mathscr{P}(G)$. The resulting inequality has at least three positive coefficients, but the inequalities
defining $Q(G)$ have at most two. Since $Q(G)$ is full-dimensional, it has a unique halfspace representation (up to scalar multiples). Then, since $\mathscr{P}(G)$ has a facet-defining inequality that is not facet-defining for $Q(G)$, they cannot be equal.

The other direction of the proof is much more complicated and requires several lemmata.

Lemma 3. Suppose that $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ is valid for $\mathscr{P}(G)$. If vertices $u$ and $v$ are adjacent and $\pi_{v} \geq 0$, then the following inequality is also valid.

$$
\left(\pi_{u}+\pi_{v}\right) x_{u}+0 x_{v}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i} \leq \pi_{0}
$$

Proof. Suppose that $G[S]$ is connected, and consider the following two cases.

- If $u \in S$, then $S^{\prime}=S \cup\{v\}$ is also connected, so

$$
\begin{aligned}
& \left(\pi_{u}+\pi_{v}\right) x_{u}^{S}+0 x_{v}^{S}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i}^{S} \\
= & \left(\pi_{u}+\pi_{v}\right) x_{u}^{S^{\prime}}+0 x_{v}^{S^{\prime}}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i}^{S^{\prime}}=\sum_{i \in V} \pi_{i} x_{i}^{S^{\prime}} \leq \pi_{0} .
\end{aligned}
$$

- If $u \notin S$, then since $x_{u}^{S}=0$ and $0 x_{v}^{S} \leq \pi_{v} x_{v}^{S}$, we have

$$
\left(\pi_{u}+\pi_{v}\right) x_{u}^{S}+0 x_{v}^{S}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i}^{S} \leq \sum_{i \in V} \pi_{i} x_{i}^{S} \leq \pi_{0}
$$

Thus, the inequality is valid in both cases, and is valid in general.

Lemma 4 (folklore). Let $a x \leq b$ and $c x \leq d$ be valid inequalities for $a$ fulldimensional polyhedron $P$ such that $(a, b)$ and $(c, d)$ are not scalar multiples of each other. Then, the aggregated inequality $(a+c) x \leq(b+d)$ cannot induce a facet of $P$.

Lemma 5. In a facet-defining inequality $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ of $\mathscr{P}(G)$, no pair of adjacent vertices can have positive coefficients.

Proof. Suppose that adjacent vertices $u$ and $v$ have positive coefficients. Then, by Lemma 3, the following inequalities are valid.

$$
\begin{aligned}
& \left(\pi_{u}+\pi_{v}\right) x_{u}+0 x_{v}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i} \leq \pi_{0} \\
& 0 x_{u}+\left(\pi_{u}+\pi_{v}\right) x_{v}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i} \leq \pi_{0} .
\end{aligned}
$$

These inequalities imply $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$. To wit, multiply the first inequality by $\beta:=\pi_{u} /\left(\pi_{u}+\pi_{v}\right)$, multiply the second by $1-\beta$, and add these scaled inequalities together. Moreover, the three inequalities are distinct. So, by Lemma $4, \sum_{i \in V} \pi_{i} x_{i} \leq$ $\pi_{0}$ cannot induce a facet.

Lemma 6. Suppose that $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ induces a facet of $\mathscr{P}(G)$. If $\pi_{u}$ and $\pi_{v}$ are its only positive coefficients, then $\pi_{u}=\pi_{v}=\pi_{0}$.

Proof. Since $G[\{u\}]$ and $G[\{v\}]$ are connected, this implies that $\pi_{u} \leq \pi_{0}$ and $\pi_{v} \leq \pi_{0}$. If $\pi_{u}+\pi_{v} \leq \pi_{0}$, then any $0-1$ solution $x^{*} \in \mathscr{P}(G)$ satisfying the inequality at equality must have $x_{u}^{*}=x_{v}^{*}=1$, implying that the face of $\mathscr{P}(G)$ where $\sum_{i \in V} \pi_{i} x_{i}=\pi_{0}$ has dimension at most $n-2$, meaning that the inequality cannot induce a facet. Thus, we will assume that $\pi_{u}+\pi_{v}>\pi_{0}$.

We claim that $S:=\left\{i \in V \mid \pi_{i}<0\right\}$ is a $u, v$-separator. Suppose not, then there exists a path from $u$ to $v$ in $G[V \backslash S]$. Let $P$ be the set vertices in the path. This implies that $\sum_{i \in V} \pi_{i} x_{i}^{P}=\pi_{u}+\pi_{v}>\pi_{0}$, which contradicts the validity of $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$.

For contradiction purposes, suppose that at least one of $\pi_{u}$ and $\pi_{v}$ is less than $\pi_{0}$. Without loss of generality, suppose that $\pi_{u}<\pi_{0}$. Now, let $S^{\prime} \subseteq S$ be a minimal
$u, v$-separator, and define

$$
\begin{aligned}
\pi_{\max } & :=\max \left\{\pi_{i} \mid i \in S^{\prime}\right\} \\
\epsilon & :=\frac{1}{2} \min \left\{-\pi_{\max }, \pi_{0}-\pi_{u}\right\} .
\end{aligned}
$$

Note that $\pi_{\max }<0$ and $\pi_{0}-\pi_{u}>0$, so $\epsilon>0$. Also, $\pi_{u}+\epsilon<\pi_{0}$, and for every $i \in S^{\prime}$, we have $\pi_{i}+\epsilon<0$. Further, let

$$
R=V \backslash\left(S^{\prime} \cup\{u, v\}\right)
$$

Then consider the following inequalities.

$$
\begin{align*}
& \left(\pi_{u}+\epsilon\right) x_{u}+\pi_{v} x_{v}+\sum_{i \in S^{\prime}}\left(\pi_{i}-\epsilon\right) x_{i}+\sum_{i \in R} \pi_{i} x_{i} \leq \pi_{0}  \tag{2.3}\\
& \left(\pi_{u}-\epsilon\right) x_{u}+\pi_{v} x_{v}+\sum_{i \in S^{\prime}}\left(\pi_{i}+\epsilon\right) x_{i}+\sum_{i \in R} \pi_{i} x_{i} \leq \pi_{0} . \tag{2.4}
\end{align*}
$$

If these inequalities were valid, then they would imply $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$, thus showing (by Lemma 4) that $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ cannot induce a facet, a contradiction. The rest of the proof is devoted to showing that inequalities (2.3) and (2.4) are indeed valid when $\pi_{u}<\pi_{0}$.

Consider $D \subseteq V$ such that $G[D]$ is connected. There are two cases. In the first case, $|D \cap\{u, v\}| \leq 1$. Then, since $\pi_{i} \leq 0$ for any $i \in R \subseteq V \backslash\{u, v\}$ and
$\pi_{i}-\epsilon<\pi_{i}+\epsilon<0$ for any $i \in S^{\prime}$,

$$
\begin{aligned}
& \left(\pi_{u}+\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D}+\sum_{i \in S^{\prime}}\left(\pi_{i}-\epsilon\right) x_{i}^{D}+\sum_{i \in R} \pi_{i} x_{i}^{D} \\
& \leq\left(\pi_{u}+\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D} \\
& \leq \max \left\{\pi_{u}+\epsilon, \pi_{v}\right\} \leq \pi_{0}
\end{aligned}
$$

The same logic shows that inequality (2.4) is valid when $|D \cap\{u, v\}| \leq 1$.
In the second case, $|D \cap\{u, v\}|=2$. Since $S^{\prime}$ is a $u, v$-separator and both $u$ and $v$ belong to $D$, there exists $w \in D \cap S^{\prime}$. Then, since $\pi_{i} \leq 0$ for any $i \in R \subseteq V \backslash\{u, v\}$, we have

$$
\begin{aligned}
& \left(\pi_{u}+\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D}+\sum_{i \in S^{\prime}}\left(\pi_{i}-\epsilon\right) x_{i}^{D}+\sum_{i \in R} \pi_{i} x_{i}^{D} \\
& \leq\left(\pi_{u}+\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D}+\left(\pi_{w}-\epsilon\right) x_{w}^{D}+\sum_{i \in S^{\prime} \backslash\{w\}} \pi_{i} x_{i}^{D}+\sum_{i \in R} \pi_{i} x_{i}^{D} \\
& =\pi_{u} x_{u}^{D}+\pi_{v} x_{v}^{D}+\sum_{i \in V \backslash\{u, v\}} \pi_{i} x_{i}^{D} \\
& =\sum_{i \in V} \pi_{i} x_{i}^{D} \leq \pi_{0} .
\end{aligned}
$$

Thus, inequality (2.3) is valid when $|D \cap\{u, v\}|=2$.
Finally, we show that inequality (2.4) is valid when $|D \cap\{u, v\}|=2$. Since $u$ and $v$ belong to $D$ and $G[D]$ is connected, there is a path from $u$ to $v$ in $G[D]$. Moreover, at least one of these $u-v$ paths crosses only one vertex, say $w$, from $S^{\prime} \cap D$. This holds by minimality of $S^{\prime}$. Let $P$ be the set of vertices in this particular $u-v$ path.

Then, since $\pi_{i} \leq 0$ for any $i \in R \subseteq V \backslash\{u, v\}$, and $\pi_{i}+\epsilon<0$ for any $i \in S^{\prime}$, we have

$$
\begin{aligned}
& \left(\pi_{u}-\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D}+\sum_{i \in S^{\prime}}\left(\pi_{i}+\epsilon\right) x_{i}^{D}+\sum_{i \in R} \pi_{i} x_{i}^{D} \\
& =\left(\pi_{u}-\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D}+\left(\pi_{w}+\epsilon\right) x_{w}^{D}+\sum_{i \in S^{\prime} \backslash\{w\}}\left(\pi_{i}+\epsilon\right) x_{i}^{D}+\sum_{i \in R} \pi_{i} x_{i}^{D} \\
& \leq\left(\pi_{u}-\epsilon\right) x_{u}^{D}+\pi_{v} x_{v}^{D}+\left(\pi_{w}+\epsilon\right) x_{w}^{D}+\sum_{i \in R \cap P} \pi_{i} x_{i}^{D} \\
& =\pi_{u} x_{u}^{P}+\pi_{v} x_{v}^{P}+\pi_{w} x_{w}^{P}+\sum_{i \in R \cap P} \pi_{i} x_{i}^{P} \\
& =\sum_{i \in V} \pi_{i} x_{i}^{P} \leq \pi_{0} .
\end{aligned}
$$

Lemma 7. If facet-defining inequality $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ of $\mathscr{P}(G)$ has exactly two positive coefficients, then it is a separator inequality.

Proof. Let the positive coefficients be $\pi_{a}$ and $\pi_{b}$. By Lemma 6, $\pi_{a}=\pi_{b}=\pi_{0}$. Define

$$
\begin{aligned}
& C=\left\{i \in V \mid \pi_{i}=-\pi_{0}\right\} \\
& S=\left\{i \in V \mid-\pi_{0}<\pi_{i}<0\right\} \\
& R=\left\{i \in V \mid \pi_{i}<-\pi_{0}\right\} .
\end{aligned}
$$

We claim that $R=\emptyset$. If not, there is a vertex $v \in R$, and the following inequality is valid.

$$
\begin{equation*}
-\pi_{0} x_{v}+\sum_{i \in V \backslash\{v\}} \pi_{i} x_{i} \leq \pi_{0} . \tag{2.5}
\end{equation*}
$$

Indeed, suppose that $D \subseteq V$ induces a connected subgraph. If $v \in D$, then

$$
-\pi_{0} x_{v}^{D}+\sum_{i \in V \backslash\{v\}} \pi_{i}^{D} x_{i} \leq-\pi_{0}+\pi_{a}+\pi_{b}=\pi_{0}
$$

and if $v \notin D$, then

$$
-\pi_{0} x_{v}^{D}+\sum_{i \in V \backslash\{v\}} \pi_{i} x_{i}^{D}=\sum_{i \in V} \pi_{i} x_{i}^{D} \leq \pi_{0}
$$

This shows that inequality (2.5) is valid. But, by Lemma 4, inequality (2.5) and the valid inequality $\left(\pi_{v}+\pi_{0}\right) x_{v} \leq 0$ show that $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ cannot induce a facet, a contradiction. Hence $R=\emptyset$.

Thus, we can write the facet-defining inequality as

$$
\begin{equation*}
\pi_{0} x_{a}+\pi_{0} x_{b}-\sum_{i \in C} \pi_{0} x_{i}+\sum_{i \in S} \pi_{i} x_{i} \leq \pi_{0} \tag{2.6}
\end{equation*}
$$

Now see that $C \cup S$ must be an $a, b$-separator. If not, then there is a path $P$ from $a$ to $b$ in $G[V \backslash(C \cup S)]$, yielding the contradiction that

$$
2 \pi_{0}=\pi_{a}+\pi_{b}=\sum_{i \in V} \pi_{i} x_{i}^{P} \leq \pi_{0}
$$

If $S=\emptyset$, then inequality (2.6) is an $a, b$-separator inequality, as desired. So
suppose that $S \neq \emptyset$ and consider the following subsets of vertices.

$$
\begin{aligned}
A & =\{v \in V \mid v \text { and } a \text { belong to the same component of } G[V \backslash(C \cup S)]\} \\
B & =\{v \in V \mid v \text { and } b \text { belong to the same component of } G[V \backslash(C \cup S)]\} \\
S_{A} & =\left\{s \in S \mid N_{G}(s) \cap A \neq \emptyset\right\} \\
S_{B} & =\left\{s \in S \mid N_{G}(s) \cap B \neq \emptyset\right\} .
\end{aligned}
$$

We argue that $S_{A} \cap S_{B}=\emptyset$. Otherwise, for any vertex $v \in S_{A} \cap S_{B}$, the set $D:=A \cup B \cup\{v\}$ is connected, so

$$
2 \pi_{0}+\pi_{v}=\sum_{i \in V} \pi_{i} x_{i}^{D} \leq \pi_{0}
$$

This implies that $\pi_{v} \leq-\pi_{0}$, which contradicts that $v \in S$. Thus, the three sets $S_{A}, S_{B}$, and $S \backslash\left(S_{A} \cup S_{B}\right)$ partition $S$.

We claim that $S_{A} \cup S_{B} \neq \emptyset$. For contradiction purposes, suppose that $S_{A}=S_{B}=$ $\emptyset$. Then $C$ is an $a, b$-separator, so $\pi_{0} x_{a}+\pi_{0} x_{b}-\sum_{i \in C} \pi_{0} x_{i} \leq \pi_{0}$ is valid, and, for $i \in S$, the inequality $\pi_{i} x_{i} \leq 0$ is valid. Then, by Lemma 4, inequality (2.6) cannot induce a facet. Thus $S_{A} \cup S_{B} \neq \emptyset$.

Now, choose an $\epsilon>0$ such that $\pi_{i}+\epsilon \leq 0$ for each $i \in S_{A} \cup S_{B}$. We will show that inequality (2.7) below is valid; the proof for inequality (2.8) is similar.

$$
\begin{align*}
& \sum_{i \in V \backslash\left(S_{A} \cup S_{B}\right)} \pi_{i} x_{i}+\sum_{i \in S_{A}}\left(\pi_{i}+\epsilon\right) x_{i}+\sum_{i \in S_{B}}\left(\pi_{i}-\epsilon\right) x_{i} \leq \pi_{0}  \tag{2.7}\\
& \sum_{i \in V \backslash\left(S_{A} \cup S_{B}\right)} \pi_{i} x_{i}+\sum_{i \in S_{A}}\left(\pi_{i}-\epsilon\right) x_{i}+\sum_{i \in S_{B}}\left(\pi_{i}+\epsilon\right) x_{i} \leq \pi_{0} . \tag{2.8}
\end{align*}
$$

Suppose that $D \subseteq V$ induces a connected subgraph. If $a \notin D$ or $b \notin D$, then
inequality (2.7) obviously holds, so suppose $a, b \in D$. Now, if $D \cap C \neq \emptyset$, then

$$
\begin{aligned}
& \sum_{i \in V \backslash\left(S_{A} \cup S_{B}\right)} \pi_{i} x_{i}^{D}+\sum_{i \in S_{A}}\left(\pi_{i}+\epsilon\right) x_{i}^{D}+\sum_{i \in S_{B}}\left(\pi_{i}-\epsilon\right) x_{i}^{D} \\
\leq & \pi_{0} x_{a}^{D}+\pi_{0} x_{b}^{D}-\sum_{i \in C} \pi_{0} x_{i}^{D} \leq \pi_{0} .
\end{aligned}
$$

Now suppose $D \cap C=\emptyset$. Consider a shortest path from $a$ to $b$ in $G[D]$ measured in terms of the number of vertices used from $S \cap D$. Let $P$ be the vertices along this path. Note that $\left|P \cap S_{A}\right|=\left|P \cap S_{B}\right|=1$, so

$$
\begin{aligned}
& \sum_{i \in V \backslash\left(S_{A} \cup S_{B}\right)} \pi_{i} x_{i}^{D}+\sum_{i \in S_{A}}\left(\pi_{i}+\epsilon\right) x_{i}^{D}+\sum_{i \in S_{B}}\left(\pi_{i}-\epsilon\right) x_{i}^{D} \\
\leq & \sum_{i \in V \backslash\left(S_{A} \cup S_{B}\right)} \pi_{i} x_{i}^{P}+\sum_{i \in S_{A}}\left(\pi_{i}+\epsilon\right) x_{i}^{P}+\sum_{i \in S_{B}}\left(\pi_{i}-\epsilon\right) x_{i}^{P} \\
= & \sum_{i \in V} \pi_{i} x_{i}^{P} \leq \pi_{0} .
\end{aligned}
$$

So, in both cases, inequality (2.7) is valid.
Thus inequalities (2.7) and (2.8) are valid. But, by Lemma 4, this contradicts that inequality (2.6) induces a facet. So, $S=\emptyset$, and inequality (2.6) is (a scalar multiple of) an $a, b$-separator inequality.

Lemma 8. Consider a facet-defining inequality $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ of $\mathscr{P}(G)$. Then $\pi_{0} \geq 0$. Further, the inequality is (a scalar multiple of) some nonnegativity bound $-x_{j} \leq 0$ if and only if $\pi_{0}=0$.

Proof. As the empty set is assumed to induce a connected subgraph, $\pi_{0} \geq 0$. The 'only if' direction is trivial.

Now, suppose that $\pi_{0}=0$. Then $\pi_{i} \leq 0$ for each vertex $i \in V$ (since the trivial graphs are connected). Further suppose that at least two coefficients are negative,
say $\pi_{u}$ and $\pi_{v}$. Then $\sum_{i \in V} \pi_{i} x_{i} \leq 0$ is implied by the valid inequalities $\pi_{u} x_{u} \leq 0$ and $\sum_{i \in V \backslash\{u\}} \pi_{i} x_{i} \leq 0$. These two new inequalities are distinct, so Lemma 4 shows that $\sum_{i \in V} \pi_{i} x_{i} \leq 0$ cannot be facet-defining.

Lemma 9. If $\alpha(G) \leq 2$, then $\mathscr{P}(G)=Q(G)$.

Proof. Consider an arbitrary facet-defining inequality $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ of $\mathscr{P}(G)$. Let $S=\left\{i \in V \mid \pi_{i}>0\right\}$. Suppose that $S$ contains at least three vertices, say $u, v, w \in S$. Then, by Lemma $5,\{u, v, w\}$ is independent, contradicting $\alpha(G) \leq 2$. Thus $|S| \leq 2$. Consider the following three cases. In each case, we show that the inequality (or a scalar multiple thereof) is already in the description of $Q(G)$.

In the first case, suppose $|S|=0$. Recall that $\pi_{0} \geq 0$ by Lemma 8. Then, since no variable has a positive coefficient, $\pi_{0}$ cannot be positive, since otherwise no point in $\mathscr{P}(G)$ could satisfy the inequality at equality. Thus $\pi_{0}=0$. Then, by Lemma 8 , the inequality is a (scalar multiple of a) nonnegativity bound.

In the second case, $|S|=1$, and suppose $S=\{j\}$. Then, $\pi_{0} \geq \pi_{j}>0$, since $G[\{j\}]$ is connected. Further, $\pi_{0}=\pi_{j}$, since otherwise no point in $\mathscr{P}(G)$ satisfies the inequality at equality. Now, the inequality $\pi_{j} x_{j} \leq \pi_{0}$ is valid, and $0 x_{j}+\sum_{i \in V \backslash\{j\}} \pi_{i} x_{i} \leq 0$ is valid since $\pi_{i} \leq 0$ for every $i \in V \backslash\{j\}$. If $\pi_{i}=0$ for every $i \in V \backslash\{j\}$, then $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ is a scalar multiple of $x_{j} \leq 1$, as desired. Otherwise, there is vertex $k \in V \backslash\{j\}$ with $\pi_{k}<0$. Then the inequality $0 x_{j}+\sum_{i \in V \backslash\{j\}} \pi_{i} x_{i} \leq 0$ discussed previously is not the $0 x \leq 0$ inequality, and it, along with $\pi_{j} x_{j} \leq \pi_{j}$ imply $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$, so by Lemma 4 , the inequality $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ cannot induce a facet, a contradiction.

In the third and final case, $|S|=2$. Then, by Lemma 7, the facet-defining inequality is a separator inequality.

Thus, in every case, the facet-defining inequality $\sum_{i \in V} \pi_{i} x_{i} \leq \pi_{0}$ of $\mathscr{P}(G)$ is already part of the description of $Q(G)$. Thus $Q(G) \subseteq \mathscr{P}(G)$. The reverse inclusion
is easy to see, since $Q(G)$ is a relaxation for $\mathscr{P}(G)$.

### 2.2.2 Algorithm for case of few negative-weight vertices

We describe a simple algorithm for the maximum-weight connected subgraph problem. It is based on the insight that once one has determined which negativeweight vertices belong to the solution, it is easy to optimally extend the solution. The algorithm simply tests all possible subsets of the negative-weight vertices and then extends these partial solutions to full solutions. Accordingly, its runtime is exponential in the number of negative-weight vertices.

Interestingly, under the strong exponential time hypothesis (SETH) of [63], this algorithm cannot be improved. SETH is an unproven complexity assumption that is stronger than $\mathrm{P} \neq \mathrm{NP}$. It asserts that for every $\epsilon>0$, there is a $k$ such that $k$-CNFSAT cannot be solved in time $O\left((2-\epsilon)^{n}\right)$, where $n$ denotes the number of variables. If true, this would imply that CNF-SAT cannot be solved in time $(2-\epsilon)^{n}(n+m)^{O(1)}$, where $m$ denotes the number of clauses. While many doubt the verity of SETH, it is consistent with the fastest known algorithms for SAT, and we argue that designing a faster algorithm for the maximum-weight connected subgraph problem is as hard as finding a faster algorithm for SAT. The reader is referred to the survey of [76] for more information on lower bounds conditional on SETH and its weaker variant, the exponential time hypothesis (ETH).

The lower bound (conditional on SETH) for MWCS is based on the hardness of Hitting Set. Recall that Hitting Set is defined as follows.

Problem: Hitting Set.
Input: a family $\mathcal{F} \subseteq 2^{\mathcal{U}}$ of subsets of $\mathcal{U}$ and an integer $t$.
Question: does there exist $X \subseteq U$ such that $|X| \leq t$ and $X$ has nonempty intersection with each $F \in \mathcal{F}$ ?

```
Algorithm 2 An algorithm for MWCS with few negative-weight vertices
    Let \(S\) be the set of negative-weight vertices;
    Find the connected components of \(G[V \backslash S]\);
    Let \(z\) equal the weight of a maximum-weight component of \(G[V \backslash S]\);
    for all \(D \subseteq S\) with \(D \neq \emptyset\) do
        Find the connected components of \(H:=G[(V \backslash S) \cup D]\);
        if all vertices from \(D\) belong to one component \(H^{\prime}\) of \(H\) then
            \(z \leftarrow \max \left\{z, w\left(H^{\prime}\right)\right\} ;\)
        end if
    end for
    return \(z\);
```

Lemma 10 (Cygan et al. [38]). For every $\epsilon>0$, Hitting Set cannot be solved in time $(2-\epsilon)^{|\mathcal{U}|}(|\mathcal{U}|+|\mathcal{F}|)^{O(1)}$, unless SETH fails.

For the following theorem, denote by $q$ the number of negative-weight vertices, $n$ the total number of vertices, and $m$ the number of edges.

Theorem 3. MWCS can be solved in time $O\left(2^{q}(m+n)\right)$. For every $\epsilon>0$, MWCS cannot be solved in time $(2-\epsilon)^{q} n^{O(1)}$, unless SETH fails.

Proof. That the MWCS problem can be solved in such a time bound follows by Algorithm 2. The proof of the algorithm's runtime and correctness are straightforward.

For the lower bound, we construct a reduction from Hitting Set and rely on Lemma 10. Let the instance of Hitting Set be defined by a family $\mathcal{F} \subseteq 2^{\mathcal{U}}$ of subsets of $\mathcal{U}$ with target-size $t$. We construct an instance of MWCS on a graph $G=(V, E)$, where $V=\mathcal{U} \cup \mathcal{F}$. Construct the edge set $E$ so that $G[\mathcal{U}]$ is complete, and for every pair of vertices $u \in \mathcal{U}$ and $F \in \mathcal{F}$ such that $u \in F$, add the edge $\{u, F\}$. Give each vertex from $\mathcal{U}$ weight -1 and each vertex from $\mathcal{F}$ weight $t+1$.

First we claim that $G$ has a connected subgraph of weight $W:=|\mathcal{F}|(t+1)-t$ if and only if the instance of Hitting Set is a yes-instance. If the instance of Hitting

Set has a solution $X \subseteq U$ with $|X| \leq t$, then $\mathcal{F} \cup X$ induces a connected subgraph of weight at least $|\mathcal{F}|(t+1)-t=W$. For the other direction, suppose that $G$ has a connected subgraph $G\left[S^{\prime}\right]$ of weight at least $W$. Recognize that all vertices from $\mathcal{F}$ must belong to $S^{\prime \prime}$ since otherwise the weight of $S^{\prime}$ is at most

$$
\begin{equation*}
(|\mathcal{F}|-1)(t+1)=|\mathcal{F}| t+\mathcal{F}-t-1<|\mathcal{F}| t+\mathcal{F}-t=W \tag{2.9}
\end{equation*}
$$

Then, by construction of the edge set of $G$, the set $X^{\prime}=S^{\prime} \backslash \mathcal{F}$ provides a solution to the instance of Hitting Set. The inequality $\left|X^{\prime}\right| \leq t$ holds by a weight argument.

Now we consider the runtime. Suppose there is an $\epsilon>0$ such that MWCS can be solved in time $(2-\epsilon)^{q} n^{O(1)}$. Then, by the reduction described herein, Hitting Set can be solved in time $(2-\epsilon)^{|\mathcal{U}|}(|\mathcal{U}|+|\mathcal{F}|)^{O(1)}$, but Lemma 10 shows that this would disprove SETH.

### 2.2.3 Algorithm for case of few positive-weight vertices

We now describe an algorithm for instances of MWCS that have few positiveweight vertices. This leads to an efficient algorithm for solving instances with small independence number. The most important insights in this section are described below.

1. Preprocessing. For a pair of adjacent, nonnegative-weight vertices, the edge between them can be contracted without altering the MWCS optimal objective.
2. Use of NWST subroutine. If one first decides which positive-weight vertices to select, then the problem of optimally connecting them with nonpositiveweight vertices is an instance of NWST.

For the following theorem, let $p$ denote the number of positive-weight vertices, and let $T_{n, k}$ denote the time to solve an $n$-vertex instance of NWST with $k$ terminals.

```
Algorithm 3 An algorithm for MWCS with few positive-weight vertices
    Let \(U\) be the set of positive-weight vertices in \(G\);
    \(z \leftarrow \max \{w(u) \mid u \in U\}\) or \(z \leftarrow 0\) if \(|U|=0\);
    for \(i=2, \ldots,|U|\) do
        for all \(D \subseteq U\) with \(|D|=i\) do
            Construct instance of NWST in \(G[(V \backslash U) \cup D]\) with terminal set \(D\) and
            weight function \(w^{\prime \prime}\), where \(w^{\prime \prime}(u)=0\) for vertices \(u \in D\), and \(w^{\prime \prime}(v)=-w(v)\)
            for vertices \(v \in V \backslash U\).;
            Solve NWST instance yielding optimal NWST cost \(z_{D}\);
            \(z \leftarrow \max \left\{z, w(D)-z_{D}\right\} ;\)
        end for
    end for
    return \(z\);
```

Theorem 4. Algorithm 3 correctly solves MWCS in time $O\left(n+\sum_{k=2}^{p}\binom{p}{k} T_{n, k}\right)$.

Proof. The proofs of correctness and runtime are straightforward.

Corollary 2. $M W C S$ can be solved in time $O\left(4^{p} n^{3}\right)$, where $p$ denotes the number of positive-weight vertices.

Proof. This follows directly from Theorem 4 using Algorithm 1 as the NWST subroutine, since $\sum_{k=2}^{p}\binom{p}{k} O\left(3^{k} n^{3}\right)=O\left(4^{p} n^{3}\right)$.

Corollary 3. Instances of MWCS with independence number $\alpha(G)$ can be solved in time $O\left(4^{\alpha(G)} n^{3}\right)$.

Proof. Given an instance of MWCS, perform a preprocessing procedure that iteratively contracts edges between positive-weight vertices. We show that the number of remaining positive-weight vertices is at most $\alpha(G)$. Actually, this entire procedure can be done in time $O\left(n^{2}\right)$ as follows.

Formally, denote by $S$ the set of positive-weight vertices, and let the components of $G[S]$ be $G\left[S_{i}\right], i=1, \ldots, p$. Construct the smaller graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ as below,
where vertex $u_{i} \in U=\left\{u_{1}, \ldots, u_{p}\right\}$ represents component $G\left[S_{i}\right]$ and

$$
\begin{aligned}
V^{\prime}= & (V \backslash S) \cup U \\
E^{\prime}= & \{\{i, j\} \mid\{i, j\} \in E \text { and } i, j \in V \backslash S\} \\
& \cup\left\{\left\{v, u_{i}\right\} \mid \exists s \in S_{i} \text { and } v \in V \backslash S \text { such that }\{v, s\} \in E\right\} .
\end{aligned}
$$

Then, create a new weight function $w^{\prime}: V^{\prime} \rightarrow \mathbb{R}$, where:

- for each $v \in V \backslash S$, set $w^{\prime}(v):=w(v)$, and
- for each $j=1, \ldots, p$, set $w^{\prime}\left(u_{j}\right):=\sum_{s \in S_{j}} w(s)$.

Now we show that the number $p$ of positive-weight vertices in the instance defined by graph $G^{\prime}$ and weight function $w^{\prime}$ has at most $\alpha(G)$ positive-weight vertices. Indeed, for each component $G\left[S_{i}\right]$ of $G[S]$, choose a vertex $s_{i} \in S_{i}$. Then, the set $\left\{s_{1}, \ldots, s_{p}\right\}$ is independent, so $p \leq \alpha(G)$.

The new instance of MWCS on graph $G^{\prime}$ with weight function $w^{\prime}$ can be solved in time $O\left(4^{p}\left|V^{\prime}\right|^{3}\right)$ by Corollary 2. Then, since $p \leq \alpha(G)$, the original instance of MWCS can be solved in time $O\left(|V|^{2}+4^{p}\left|V^{\prime}\right|^{3}\right)=O\left(4^{\alpha(G)}|V|^{3}\right)$.

### 2.2.4 Combining the approaches

Now we can combine Algorithms 2 and 3 to beat the time $O\left(2^{n}(m+n)\right)$ exhaustivesearch algorithm. Letting $p$ denote the number of positive-weight vertices, the algorithm solves MWCS as follows.

1. If $p \leq n / 3$, run Algorithm 3;
2. Otherwise, run Algorithm 2.

Corollary 4. MWCS can be solved in time $O\left(1.5875^{n}\right)$.

## 3. ALGORITHMS FOR CLIQUE AND EXTENSIONS TO 0-1 PROGRAMS

This chapter is based on work with Jose Walteros, Sergiy Butenko, and Panos Pardalos $[26,25]^{1}$. Here, we provide parameterized algorithms for the maximum clique problem and show how they can be generalized to solve arbitrary 0-1 programs. One challenge is that the natural parameter - the size of the clique - seemingly leads to a dead end. This motivates the search for other parameters that are small on real-life instances. One such parameter is the degeneracy of the graph, which is a measure of the graph's sparsity. It turns out that the maximum clique problem is fixed-parameter tractable when parameterized by degeneracy.

Then, we extend the ideas to solve arbitrary $0-1$ programs. The parameter in this case depends on properties of an associated conflict graph. Conflict graphs are used to model pairwise-dependencies between the 0-1 variables. Roughly speaking, the algorithms that we develop are quick when the conflict graph is dense.

### 3.1 Algorithms for Maximum Clique

Recall that a clique $C \subseteq V$ in a graph $G=(V, E)$ is a subset of pairwise adjacent vertices. The problem of finding a largest clique in a given graph is one of the most well-known and well-studied NP-hard problems [68], and it has numerous applications in bioinformatics, computer vision, and coding theory [19].

Unfortunately, the maximum clique problem can be very challenging to solve exactly or even approximately, and most theoretical results are rather discouraging. For example, for any $\epsilon>0$, the problem admits no polynomial-time $O\left(n^{1-\epsilon}\right)$ approximation algorithm, unless $\mathrm{P}=\mathrm{NP}[59,113]$. However, picking a single vertex provides

[^3]an $n$-approximation.
One approach is to parameterize the maximum clique problem by the number $k$ of vertices in the clique. This $k$-Clique problem admits a trivial exhaustive-search algorithm that checks every subset of $k$ vertices. Since there are $\binom{n}{k}$ such subsets, the runtime is $\Omega\left(n^{k}\right)$. More complicated algorithms based on matrix multiplication solve $3 k$-clique in time $O\left(n^{\omega k}\right)$, where $\omega<2.373$ is the exponent of matrix multiplication [87]. So, it is possible to solve in time $o\left(n^{k}\right)$. However, no one has found an algorithm running in time $O\left(n^{o(k)}\right)$, and there is reason to believe that no such algorithm exists [30].

Despite these depressing worst-case results, many real-life instances of the maximum clique problem are surprisingly easy to solve. For example, we show that many million-node instances can be solved in a few seconds, and a 17-million-node instance can be solved in 20 seconds [107]. A natural question to ask is-Why do these instances appear to be easier? Is there a rigorous explanation? This has been answered in the affirmative by Eppstein et al. [47], who showed how to list all maximal cliques in $d$-degenerate graphs in time $O\left(d n 3^{d / 3}\right)$. This shows that the maximum clique problem is also fpt when parameterized by the graph's degeneracy.

Definition 5 (degeneracy [74]). A graph is said to be d-degenerate if every (nonempty) subgraph has a vertex of degree at most d. The degeneracy of a graph is the smallest value of $d$ such that it is $d$-degenerate.

The degeneracy $d$ of a graph is a measure of its sparsity, and it has been acknowledged that real-life graphs are sparse and have low degeneracy [33]. In fact, the 17 -million-node instance that we were able to solve so quickly has degeneracy $d=20$, which is many orders of magnitude smaller than $n$. Still, the implementation of Eppstein and Löffler [48] had trouble with this instance; it did not finish within

10 hours. Since the maximum clique problem is easier than the problem of listing all maximal cliques, it is an interesting question as to whether the dependence on $d$ in the Eppstein et al. algorithm can be improved, so that larger values of $d$ can be considered tractable. It may also be helpful to find algorithms that are based on a different parameter that is smaller than degeneracy. In the following sections, we proceed on both fronts, improving the dependence on $d$ to $O^{*}\left(2^{d / 4}\right)$ and then introduce a different parameter called community degeneracy $c$ (which is smaller than $d$ ) that leads to an algorithm running in time $O^{*}\left(2^{c / 4}\right)$.

Before proceeding with the algorithms, we remark that the parameters $d$ and $c$ are indeed much smaller than $n$ for many real-life graphs. This is shown to be the case for several instances in Table 3.1.

Table 3.1: Parameters $d$ and $c$ on some real-life graphs from [5, 107].

| Graph | $n$ | $m$ | $\omega$ | $c$ | $d$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| as-22july06 | 22,963 | 48,436 | 17 | 15 | 25 |
| kron_g500-simple-logn16 | 65,536 | $2,456,071$ | 136 | 283 | 432 |
| citationCiteseer | 268,495 | $1,156,647$ | 13 | 11 | 15 |
| ldoor | 952,203 | $22,785,136$ | 21 | 19 | 34 |
| in-2004 | $1,382,908$ | $13,591,473$ | 489 | 487 | 488 |
| cage15 | $5,154,859$ | $47,022,346$ | 6 | 4 | 25 |
| rgg_n_2_24_s0 | $16,777,216$ | $132,557,200$ | 21 | 19 | 20 |
| uk-2002 | $18,520,486$ | $261,787,258$ | 944 | 942 | 943 |

### 3.1.1 Algorithm based on degeneracy

In this section, we describe an algorithm for the maximum clique problem whose runtime is parameterized by the degeneracy $d$ of the graph. Table 3.2 illustrates how our contribution fits within the literature.

The runtime of our algorithm relies upon the following lemma.

Table 3.2: Comparison of fastest known clique algorithms.

| arbitrary graphs | $d$-degenerate graphs |
| :--- | :--- |
| $O\left(3^{n / 3}\right)$ by $[23]$ | $O^{*}\left(3^{d / 3}\right)$ by $[47]$ |
| $O\left(2^{n / 4}\right)$ by $[95]$ | $O^{*}\left(2^{d / 4}\right)$ this section $[26]$ |

Lemma 11 (Lick and White [74]). A graph is d-degenerate if and only if it admits an ordering of its vertices $\left(v_{1}, \ldots, v_{n}\right)$ such that each vertex $v_{i}$ has at most $d$ neighbors after it in the ordering, i.e., $\left|N\left(v_{i}\right) \cap\left\{v_{i}, \ldots, v_{n}\right\}\right| \leq d$.

Such an ordering of the graph's vertices is called a degeneracy ordering. We will use the degeneracy ordering algorithm of Matula and Beck [80] as a subroutine in our algorithm.

Lemma 12 (Matula and Beck [80]). A degeneracy ordering of a graph with $n$ vertices and $m$ edges can be found in time $O(n+m)$.

The following lemma shows how we can decompose the maximum clique problem into smaller subproblems.

Lemma 13. Let $\left(v_{1}, \ldots, v_{n}\right)$ be a vertex ordering of an n-vertex graph $G=(V, E)$. Denote by $\omega(G)$ the clique number of $G$, and let $S_{i}=N\left(v_{i}\right) \cap\left\{v_{i}, \ldots, v_{n}\right\}$. Then,

$$
\begin{equation*}
\omega(G)=1+\max _{1 \leq i \leq n} \omega\left(G\left[S_{i}\right]\right) \tag{3.1}
\end{equation*}
$$

Proof. First see that $\omega(G) \geq 1+\omega\left(G\left[S_{i}\right]\right)$ for any vertex $v_{i} \in V$; take a maximum clique in $G\left[S_{i}\right]$ and add $v_{i}$. Now we show the reverse inequality. Let $S$ be a maximum clique in $G$ and let $v_{i^{*}} \in S$ be its earliest vertex in the vertex-ordering. Then $S \subseteq S_{i^{*}} \cup\left\{v_{i^{*}}\right\}$ and $\omega\left(G\left[S_{i^{*}}\right]\right) \geq \omega(G)-1$.

If we use a degeneracy ordering, each of the $G\left[S_{i}\right]$ subproblems in Lemma 13 has at most $d$ vertices. This is the main insight to our approach.

Let $T_{d}$ denote the time to solve the maximum clique problem in an arbitrary $d$-vertex graph. Note that $T_{d}=O\left(2^{d / 4}\right)$ by the well-cited but unpublished paper [95] or $T_{d}=O\left(1.2114^{d}\right)$ by the peer-reviewed [20]. Either of these algorithms, or any other clique algorithm, can be used as MaxCliqueSubroutine( $(\cdot)$.

```
Algorithm 4 A maximum clique algorithm parameterized by degeneracy.
Data: A graph \(G=(V, E)\)
Result: The clique number \(\omega(G)\)
compute a degeneracy ordering \(\left(v_{1}, \ldots, v_{n}\right)\) of \(G\)
for \(i=1, \ldots, n\) do
    \(S_{i} \leftarrow N\left(v_{i}\right) \cap\left\{v_{i}, \ldots, v_{n}\right\}\)
    \(\omega\left(G\left[S_{i}\right]\right) \leftarrow\) MaxCliqueSubroutine \(\left(G\left[S_{i}\right]\right)\)
end
\(\underline{\text { return } \omega(G)=1+\max _{1 \leq i \leq n} \omega\left(G\left[S_{i}\right]\right)}\)
```

Theorem 5. Algorithm 4 solves the maximum clique problem in d-degenerate graphs in time $O^{*}\left(T_{d}\right)=O^{*}\left(2^{d / 4}\right)$.

Proof. The algorithm's correctness follows by Lemma 13, so we only need to consider the runtime. The degeneracy ordering $\left(v_{1}, \ldots, v_{n}\right)$ can be found in time $O(m+n)$ time by Lemma 12. By the degeneracy ordering, each of the $G\left[S_{i}\right]$ subgraphs has at most $d$ vertices, hence the maximum clique subroutine takes time $O\left(T_{d}\right)=O\left(2^{d / 4}\right)$ by Robson [95]. The number of such subproblems and the time needed to set them up is polynomial, and hence is ignored in the $O^{*}(\cdot)$ notation.

The most time-consuming step of Algorithm 4, namely, solving the $n$ subproblems of the for-loop, can be done in parallel. This may be helpful for very large graphs.

### 3.1.2 Algorithm based on community degeneracy

We now move on to the second maximum clique algorithm, which is parameterized by the community degeneracy $c$ of the graph. In one sense, this improves upon the algorithm from the previous section, since its runtime is exponential in $c$ instead of $d$ and since the inequality $c<d$ holds for any graph. However, this comes at the cost of a larger polynomial factor, since we solve $m$ subproblems instead of $n$.

Definition 6 (community degeneracy). A graph is said to be c-community-degenerate if every (non-edgeless) subgraph $G^{\prime}$ has an edge $\{u, v\}$ with $\left|N_{G^{\prime}}(u) \cap N_{G^{\prime}}(v)\right| \leq c$. The community degeneracy of a graph is the smallest value of $c$ such that it is $c$ -community-degenerate.

Just like degeneracy, the community degeneracy of a graph can equivalently be defined based on an ordering.

Lemma 14. A graph $G=(V, E)$ is c-community degenerate if and only if it admits an ordering of its edges $\left(e_{1}, \ldots, e_{m}\right)$ such that each edge $e_{i}=\left\{u_{i}, v_{i}\right\}$ has $\mid N_{G\left[E_{i}\right]}\left(u_{i}\right) \cap$ $N_{G\left[E_{i}\right]}\left(v_{i}\right) \mid \leq c$, where $G\left[E_{i}\right]$ is the edge-induced subgraph of $E_{i}=\left\{e_{i}, \ldots, e_{m}\right\}$.

Proof. If $G$ is $c$-community degenerate, then it contains an edge $e_{1}=\left\{u_{1}, v_{1}\right\}$ satisfying $\left|N_{G}\left(u_{1}\right) \cap N_{G}\left(v_{1}\right)\right| \leq c$. Place edge $e_{1}$ first in the ordering. Then, in the graph $G_{2}:=G-e_{1}$, there exists an edge $e_{2}=\left\{u_{2}, v_{2}\right\}$ satisfying $\left|N_{G_{2}}\left(u_{2}\right) \cap N_{G_{2}}\left(v_{2}\right)\right| \leq c$. Place edge $e_{2}$ second in the ordering. Clearly, this process can be repeated until all edges of $G$ have been placed into the ordering.

Now suppose $G$ admits such an ordering $\left(e_{1}, \ldots, e_{m}\right)$ of its edges. Consider an arbitrary subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of $G$. Consider the earliest edge $e_{j}=\left\{u_{j}, v_{j}\right\}$ in the ordering that belongs to $E^{\prime}$ and let $G_{j}$ denote the edge-induced subgraph of $E_{j}$.

Then,

$$
\left|N_{G_{j}}\left(u_{j}\right) \cap N_{G_{j}}\left(v_{j}\right)\right| \leq\left|N_{G^{\prime}}\left(u_{j}\right) \cap N_{G^{\prime}}\left(v_{j}\right)\right| \leq c,
$$

where the first inequality holds since $G_{j}$ is a subgraph of $G^{\prime}$ and the second inequality holds by the edge ordering. Thus $G$ is $c$-community degenerate.

Such an ordering of the graph's edges is called a community degeneracy ordering. We now give an efficient algorithm for computing community degeneracy, which follows by the proof of Lemma 14.

```
Algorithm 5 An algorithm for finding a community degeneracy ordering.
Data: A graph \(G=(V, E)\)
Result: A community degeneracy ordering \(\left(e_{1}, \ldots, e_{m}\right)\) of \(E(G)\)
\(H \leftarrow G\)
for \(i=1, \ldots, m\) do
    find an edge \(e=\{u, v\}\) in \(H\) that minimizes \(\left|N_{H}(u) \cap N_{H}(v)\right|\)
    \(e_{i} \leftarrow e\)
    \(H \leftarrow H-e\)
end
return \(\left(e_{1}, \ldots, e_{m}\right)\)
```

Lemma 15. Algorithm 5 finds a community degeneracy ordering and can be implemented to run in time $O(n m)$.

Proof. The correctness is clear, so we are left with devising data structures that achieve $O(n m)$ time. The idea is to mimic the data structures used in the degeneracy
algorithm [80], but instead of using an adjacency list of the neighbors for each vertex, we have an intersection list for each edge $e=\{u, v\}$ that lists the vertices from $N(u) \cap N(v)$. Clearly, the intersection list of an edge contains at most $n-2$ vertices, and since $N(u) \cap N(v)$ can be obtained in $O(n)$ time, generating all such lists takes $O(n m)$ time.

Let $D_{H}(e)=\left|N_{H}(u) \cap N_{H}(v)\right|$. To execute the steps in the for-loop, instead of updating the intersection lists at each iteration, it is possible to keep track of the edges that have not been removed using a bucket structure. This structure is comprised of $n-1$ buckets (namely, $\{0,1, \ldots, n-2\}$ ) and an array of headers pointing to one of the elements in each bucket. The buckets are stored as linked lists and are initialized while creating the intersection lists. At each iteration of the for-loop, if edge $e$ is still in $H$, it is stored in bucket $D_{H}(e)$. Identifying the edge to be removed can be done in $O(n)$ time by searching for the first nonempty bucket. Furthermore, whenever an edge $e=\{u, v\}$ is removed from $H$, the algorithm scans the intersection list of $e$ checking if edges $e^{\prime}=\{u, w\}$ and $e^{\prime \prime}=\{v, w\}$ remain in $H$, for all $w$ in the list. If $e^{\prime}$ or $e^{\prime \prime}$ were not removed before, they are relocated to buckets $D_{H}\left(e^{\prime}\right)-1$ and $D_{H}\left(e^{\prime \prime}\right)-1$, respectively. Scanning the intersection list takes $O(n)$ time, and any edge relocation in a linked list takes constant time. Thus, since the algorithm removes all $m$ edges and every iteration takes $O(n)$ time, the algorithm runs in $O(n m)$ time.

Lemma 16. Let $\left(e_{1}, \ldots, e_{m}\right)$ be any edge ordering of an m-edge graph $G=(V, E)$ with $m \geq 1$. Denote by $\omega(G)$ the size of a maximum clique in a graph $G$. Then,

$$
\begin{equation*}
\omega(G)=2+\max _{1 \leq i \leq m} \omega\left(G_{i}\right) \tag{3.2}
\end{equation*}
$$

where $e_{i}=\left\{u_{i}, v_{i}\right\}, E_{i}=\left\{e_{i}, \ldots, e_{m}\right\}, S_{i}=N_{G\left[E_{i}\right]}\left(u_{i}\right) \cap N_{G\left[E_{i}\right]}\left(v_{i}\right)$, and $G_{i}=$ $\left(S_{i}, E_{i} \cap\binom{S_{i}}{2}\right)$.

If we use a community degeneracy ordering, each of the $G_{i}$ subproblems in Lemma 16 has at most $c$ vertices. This is the main insight to our approach.

Proof. First see that $\omega(G) \geq 2+\omega\left(G_{i}\right)$ for any edge $e_{i}=\left\{u_{i}, v_{i}\right\} \in E$; take a maximum clique in $G_{i}$ and add vertices $u_{i}$ and $v_{i}$. Now we show the reverse inequality. Let $S$ be a maximum clique in $G$ and let $e_{i^{*}}=\left\{u_{i^{*}}, v_{i^{*}}\right\}$ be the earliest edge of $G[S]$ in the edge ordering. Then every vertex in $S \backslash\left\{u_{i^{*}}, v_{i^{*}}\right\}$ belongs to $G_{i^{*}}$ and every pair of vertices in $S \backslash\left\{u_{i^{*}}, v_{i^{*}}\right\}$ is adjacent in $G_{i^{*}}$, so $\omega\left(G_{i^{*}}\right) \geq \omega(G)-2$.

```
Algorithm 6 A maximum clique algorithm parameterized by community degener-
acy.
Data: A graph \(G=(V, E)\)
```

Result: The clique number $\omega(G)$
compute a community degeneracy ordering $\left(e_{1}, \ldots, e_{m}\right)$ of $E(G)$

$$
\begin{aligned}
& \text { for } i=1, \ldots, m \text { do } \\
& \qquad \begin{array}{l}
\left\{u_{i}, v_{i}\right\} \leftarrow e_{i} \quad E_{i} \leftarrow\left\{e_{i}, \ldots, e_{m}\right\} \\
S_{i} \leftarrow N_{G\left[E_{i}\right]}\left(u_{i}\right) \cap N_{G\left[E_{i}\right]}\left(v_{i}\right) \\
G_{i} \leftarrow\left(S_{i}, E_{i} \cap\binom{S_{i}}{2}\right) \\
\omega\left(G_{i}\right) \leftarrow \operatorname{MaxCliqueSubroutine}\left(G_{i}\right)
\end{array} \\
& \text { end } \\
& \text { return } \omega(G)=2+\max _{1 \leq i \leq m} \omega\left(G_{i}\right)
\end{aligned}
$$

Theorem 6. Algorithm 6 solves the maximum clique problem in c-community degenerate graphs in time $O^{*}\left(T_{c}\right)=O^{*}\left(2^{c / 4}\right)$.

Proof. The community degeneracy ordering $\left(e_{1}, \ldots, e_{m}\right)$ can be found in polynomial time by Lemma 15. There are polynomially many iterations of the for-loop, and in
each we compute the maximum clique of a graph on at most $c$ vertices. This proves the runtime. Correctness of the algorithm follows by Lemma 16.

Again, the iterations of the for-loop can be run in parallel.

### 3.1.3 Discussion

In this section, we discuss the relationship between the parameters $c, d$, and $n$-and hence the runtime of our algorithms.

We have mentioned that $c<d$, but have not proven it yet. However, this is not hard to see, as any $d$-degenerate-ordering immediately gives a $(d-1)$-communitydegenerate ordering: replace the vertex $v_{1}$ in the vertex-ordering by the edges incident to $v_{1}$, replace the vertex $v_{2}$ by the edges incident to $v_{2}$ but not to $v_{1}$, etc. In general, the community degeneracy $c$ is sandwiched between $\min _{\{u, v\} \in E}|N(u) \cap N(v)|$ and $\max _{\{u, v\} \in E}|N(u) \cap N(v)|$, whereas the degeneracy is sandwiched between the minimum and maximum degrees of the graph.

While $c<d$, it is possible for them to be very close to each other. Indeed, the $n$-vertex complete graph $K_{n}$ has $d=n-1$ and $c=n-2$. However, there are classes of graphs for which $c \ll d \ll n$. For example, the $p$-dimensional hypercube graph $Q_{p}$ is triangle-free and hence has $c=0 \ll d=p \ll n=2^{p}$.

However, we are not so interested in these contrived classes of graphs. What we really want to know is whether the parameters $c$ and $d$ are small compared to $n$ on real-life instances. This was demonstrated empirically in Table 3.1, but we would also like some analytical evidence. It has been noted that the degrees of reallife graphs often follow a power-law distribution [33], which leads to the notion of power-law graphs. A graph is said to be power-law if the number of vertices with degree $q$ is proportional to $q^{-\alpha}$, where $\alpha \in(1,3)$ is a constant. There are numerous theoretical models of power-law graphs, including the Bianconi-Marsili and Barabási-

Albert models. It has been shown [10] that, in Bianconi-Marsili power-law random graph model, $d=O\left(n^{1 /(2 \alpha)}\right)$ whenever $1<\alpha \leq 2$ and $d=O\left(n^{(3-\alpha) / 4}\right)$ whenever $2<\alpha<3$. In this case, our algorithm that is parameterized by degeneracy runs in $2^{O(\sqrt{n})}$ time with high probability $(\alpha>1)$. The time bound improves as $\alpha$ increases, running in time $2^{O\left(n^{1 / 4}\right)}$ for $\alpha>2$. We also note that the Barabási-Albert model creates graphs with bounded degeneracy [47], in which case our algorithms run in polynomial time.

In both of these power-law models, our algorithms run in time $2^{o(n)}$, whereas it is believed that no such algorithm exists for arbitrary graphs [30]. This provides theoretical support for the claim that the maximum clique problem is easier in reallife graphs than it is in arbitrary graphs, just as empirical observations suggest [107].

### 3.2 Algorithms for 0-1 Programs

In this section, we consider the canonical 0-1 programming problem:

$$
\begin{aligned}
& \operatorname{maximize} c^{T} x \\
& \text { subject to } A x \leq b \\
& \qquad x \in\{0,1\}^{n}
\end{aligned}
$$

Here, $n$ denotes the number of 0-1 variables, and we will let $m$ denote the number of rows of $A$, i.e., the number of constraints.

Many combinatorial optimization problems can be formulated as a 0-1 programs. This includes the maximum clique problem, the minimum dominating set problem, and the maximum satisfiability problem. Consequently, the worst-case complexity of optimizing or approximating 0-1 programs is just as dismal. Indeed, the problem of determining whether a $0-1$ program is even feasible cannot be solved in time
$O\left((2-\epsilon)^{n} \operatorname{poly}(m)\right)$ for any constant $\epsilon>0$, unless the Strong Exponential Time Hypothesis (SETH) is false [61, 29]. However, a 0-1 program can trivially be solved in time $O^{*}\left(2^{n}\right)$ by exhaustive search, but it is doubtful that anyone would want to actually do this in practice.

This suggests that we should look for parameters besides $n$. A natural parameter is the number $k$ of nonzeros in the solution vecor $x$. This leads to the problem

$$
\max _{x \in\{0,1\}^{n}}\left\{c^{T} x \mid A x \leq b \text { and } \sum_{i=1}^{n} x_{i} \leq k\right\} .
$$

However, even this problem cannot be solved in time $O\left(n^{o(k)}\right)$ under reasonable complexity assumptions since we can formulate the $k$-clique problem in this way. Even worse, the $k$-dominating set problem cannot be solved in time $O\left(n^{k-\epsilon}\right)$ for any constant $\epsilon>0$, unless SETH fails [93]. This suggests that these types of 0-1 program cannot be solved in time $O\left(n^{k-1-\epsilon} m\right)$.

The approach that we take here uses ideas from our clique algorithms. In the degeneracy-based clique algorithm, we branched on the decision to include a particular vertex. In the branch where we choose to include the vertex, the resulting subproblem has at most $d$ vertices by the degeneracy ordering. To solve a $0-1$ program in a similar fashion, there should always be an unfixed variable such that when we fix it, one of its subproblems has at most $d$ unfixed variables. In the clique algorithms, the graph's topology determined how the vertices should be fixed; if a vertex is included in the solution, then its nonneighbors are fixed out of the solution. To solve a 0-1 program, we seek a similar way to represent these logical implications, e.g., the implication $x_{i}=1 \Longrightarrow x_{j}=0$.

A common approach in computer science is to use an implication graph. This is a directed graph in which there are two vertices $x_{i}$ and $\bar{x}_{i}$ for each variable $x_{i}$,
and the directed edges denote logical implications between pairs of variables. For example, there is a directed edge $\left(x_{i}, \bar{x}_{j}\right)$ to represent $x_{i}=1 \Longrightarrow x_{j}=0$. By the contrapositive, there will also be a directed edge $\left(x_{j}, \bar{x}_{i}\right)$. Using this representation, one can solve 2SAT in linear time [3]. In this case, the 2SAT instance is infeasible if and only if there is a variable $x_{i}$ and its negation $\bar{x}_{i}$ that belong to the same strongly connected component of the implication graph [3].

While implication graphs (and extensions thereof) are sometimes used in the operations research literature [1], it is perhaps more common to see conflict graphs [4]. The vertex set in this case is the same as in the implication graph; however, the edges are undirected and represent conflicts instead of implications. For example, an edge $\left\{x_{i}, \bar{x}_{j}\right\}$ means that we cannot simultaneously set $x_{i}=1$ and $x_{j}=0$. One important observation is that any feasible solution to our 0-1 program (and hence to the conflict graph) corresponds to a subset of $n$ vertices that is independent in the conflict graph. This allows us to generate valid inequalities for the 0-1 program based on known polyhedral results for the independent set polytope. For example, the so-called clique inequalities [89] can be used to tighten the linear programming relaxation of the 0-1 program [4]. In this case, for a clique $C \subseteq V(G)$ of the conflict graph $G$, the corresponding clique inequality is

$$
\sum_{i: x_{i} \in C} x_{i}+\sum_{i: \overline{x_{i}} \in C}\left(1-x_{i}\right) \leq 1
$$

So, the use of conflict graphs is not new in solving 0-1 programs. However, we know of no previous research in which a conflict graph is used to develop an algorithm or branching strategy with provable worst-case runtimes, which is our task.

It is often easier to work with the complement of the conflict graph. This graph, which we will call a compatibility graph, will be sparse whenever the conflict graph
is dense. An optimal solution to the $0-1$ program corresponds to a clique in the compatibility graph. The converse is obviously not true.

In the following, we will consider the complexity of safely generating conflict edges. Then, we extend the concepts of degeneracy and community degeneracy to compatibility graphs. This results in compatibility degeneracy and bicompatibility degeneracy. Informally, compatibility degeneracy $d$ means that every subproblem of the 0-1 program is clearly infeasible (via a 2 SAT algorithm) or has an unfixed variable $x_{i}$ and $t \in\{0,1\}$ such that when it is fixed to $x_{i}=t$, at most $d$ other variables in the $x_{i}=t$ branch remain undetermined. Bicompatibility degeneracy $d^{\prime}$ is defined analogously for pairs of unfixed variables. We show that these parameters $d$ and $d^{\prime}$ can be efficiently computed. They lead to algorithms that list all feasible solutions to $0-1$ programs in time $O^{*}\left(2^{d}\right)$ or $O^{*}\left(2^{d^{\prime}}\right)$. This shows that the problem of solving 0-1 programs is fixed-parameter tractable when parameterized by $d$ or $d^{\prime}$. Moreover, these algorithm are optimal in the sense that there are cases where the number of solutions is $\Omega\left(2^{d}\right)$ or $\Omega\left(2^{d^{\prime}}\right)$. We also include calculations of the parameter $d$ for instances from literature.

### 3.2.1 The complexity of generating conflict edges

We will assume that we are given the compatibility graph as part of the problem input; we do not construct it in the course of our algorithms. In practice, conflict graphs are created using simple preprocessing rules and probing [99, 4, 1]. While these procedures can quickly find many conflict edges for real-life instances (typically for problems with packing constraints $\sum_{i \in S} x_{i} \leq 1$ ), we show that this appears to be extremely difficult in the worst-case.

## Problem: Conflict Edge Creation.

Input: matrix $A$; vector $b$; variables $x_{i}$ and $x_{j}$; values $s, t \in\{0,1\}$.

Question: Is it true that no $x \in\{0,1\}^{n}$ simultaneously satisfies $x_{i}=s, x_{j}=t$, and $A x \leq b ?$

Notice that the answer to the question above is 'yes' if and only if we can safely generate the corresponding conflict edge.

Proposition 1. For any $\epsilon>0$, Conflict Edge Creation cannot be solved in time $O\left((2-\epsilon)^{n} m^{O(1)}\right)$, unless SETH fails.

Proof. Suppose there is an $\epsilon>0$ such that we can solve Conflict Edge Creation in time $O\left((2-\epsilon)^{n} m^{O(1)}\right)$. Consider the following instance of Conflict Edge Creation. Formulate CNF-SAT as a 0-1 program in the usual way and add two additional variables $x_{n+1}$ and $x_{n+2}$ that appear in no constraints. Let $i=n+1, j=n+2, s=$ $t=0$. Clearly, the CNF formula is satisfiable if and only if this Conflict Edge Creation instance is a 'no' instance. But this means we can solve CNF-SAT in time $O\left((2-\epsilon)^{n} m^{O(1)}\right)$, which contradicts SETH.

It may be the case that we are willing to accept any conflict edge. This leads to the following problem, where the variables and values are not specified in the input as they were for Conflict Edge Creation.

Problem: Unspecified Conflict Edge Creation.
Input: matrix $A$; vector $b$.
Output: (If any exist) variables $x_{i}$ and $x_{j}, i \neq j$, and values $s, t \in\{0,1\}$ such that no solution $x \in\{0,1\}^{n}$ to $A x \leq b$ has $\left(x_{i}, x_{j}\right)=(s, t)$.

Consider the following algorithm to determine feasibility of $0-1$ programs. First attempt to find a conflict edge, in time $f(n, m)$. If none exist, then the $0-1$ program is feasible. Otherwise, there is a conflict edge that shows that no solution satisfies $x_{i}=s$ and $x_{j}=t$ for some $i, j, s, t$ with $i \neq j$. In this case, create two subproblems:
in the first fix $x_{i}=s$ and $x_{j}=1-t$; in the second fix $x_{i}=1-s$. This is a valid disjunction by the conflict edge. Solve the two subproblems recursively using the same procedure.

Lemma 17. The number of subproblems in the algorithm above is $O\left(\phi^{n}\right)$, where $\phi=\frac{1+\sqrt{5}}{2}=1.6180 \ldots$ is the golden ratio .

Proof. The number $g(n)$ of subproblems satisfies the recurrence $g(n) \leq g(n-1)+$ $g(n-2)$. By standard techniques (cf. Theorem 2.1 of [52]), the solution to this recurrence is $g(n)=O\left(\phi^{n}\right)$.

Proposition 2. For any $\epsilon>0$, Unspecified Conflict Edge Creation cannot be solved in time $O^{*}\left(\left(\frac{2}{\phi}-\epsilon\right)^{n}\right)$, unless SETH fails.

Proof. Suppose Unspecified Conflict Edge Creation can be solved in time $O^{*}\left(\left(\frac{2}{\phi}-\epsilon\right)^{n}\right)$
for some constant $\epsilon>0$. Then, consider the algorithm proposed for determining feasibility of 0-1 programs that is described above. There are $O\left(\phi^{n}\right)$ subproblems by Lemma 17. And, at each node in the computation tree, we solve an instance Unspecified Conflict Edge Creation in time $O^{*}\left(\left(\frac{2}{\phi}-\epsilon\right)^{n}\right)$. Thus, the total time to determine feasibility a $0-1$ program is

$$
O^{*}\left(\left(\frac{2}{\phi}-\epsilon\right)^{n} \phi^{n}\right)=O^{*}\left((2-\epsilon \phi)^{n}\right)=O^{*}\left(\left(2-\epsilon^{\prime}\right)^{n}\right),
$$

where $\epsilon^{\prime}=\epsilon \phi>0$. But, this would show that SETH is false.

The exhaustive search algorithm solves Unspecified Conflict Edge Creation in time $O^{*}\left(2^{n}\right)$, but we do not know how to do better. How can we close the gap between the (conditional) lower bound of $\left(\frac{2}{\phi}\right)^{n}$ and the upper bound of $O^{*}\left(2^{n}\right)$ ?

### 3.2.2 Extending degeneracy for compatibility graphs

In this section, we extend the notion of degeneracy for conflict graphs. To make the definitions similar to those before, we will work with the complement of the conflict graph, which we will call a compatibility graph. It will also be convenient to write the vertices $x_{i}$ and $\bar{x}_{i}$ of the conflict graph as $x_{i 1}$ and $x_{i 0}$, respectively. Thus the edge $\left\{x_{i}, \bar{x}_{j}\right\}$ can alternatively be written as $\left\{x_{i 1}, x_{j 0}\right\}$.

Given a compatibility graph one may ask if there is a binary assignment to the variables that avoids all conflicts. This is an instance of 2SAT, which can be solved in linear time [3] (possibly quadratic with respect to the number $n$ of variables). We will say that a compatibility graph is feasible if such an assignment exists. This can be generalized for subgraphs of compatibility graphs, and feasibility can still be determined in linear time.

Definition 7 (feasible subgraph). A subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of a compatibility graph $G=(V, E)$ is said to be feasible if and only if there exists a mutually compatible subset $S \subseteq V^{\prime}$ of $n$ vertices, i.e., for every pair of distinct vertices $u, v \in S$, we have $\{u, v\} \in E^{\prime}$. Otherwise, $G^{\prime}$ is said to be infeasible.

We remark that the class of infeasible subgraphs of a compatibility graph is closed under taking induced subgraphs. This is easy to see because the $n$ "mutually compatible" vertices are a clique. Note that a feasible 0-1 program implies a feasible subgraph, but the converse may not be true.

For simple undirected graphs the open (closed) neighborhood of a vertex is denoted by $N(\cdot)(N[\cdot])$. A similar notion, specifically for compatibility graphs, is denoted by the calligraphic $\mathcal{N}(\cdot)$.

Definition 8 (compatibility-neighborhood). Given a feasible subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of a compatibility graph $G$, the compatibility-neighborhood of a vertex $x_{i t} \in V^{\prime}$ in $G^{\prime}$
is denoted by $\mathcal{N}_{G^{\prime}}\left(x_{i t}\right)=\left\{j \mid\left\{x_{i t}, x_{j 0}\right\} \in E^{\prime}\right.$ and $\left.\left\{x_{i t}, x_{j 1}\right\} \in E^{\prime}\right\}$, which is the set of indices of variables that remain free when fixing $x_{i}=t$.

Definition 9 (compatibility degeneracy). A compatibility graph is said to be $d$ -compatibility-degenerate if for every feasible subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ there exists a vertex $x_{i t} \in V^{\prime}$ with compatibility degree $\left|\mathcal{N}_{G^{\prime}}\left(x_{i t}\right)\right| \leq d$. The compatibility degeneracy is the smallest value of $d$ such that the graph is d-compatibility-degenerate.

Just as a $d$-degenerate graph admits a degeneracy-ordering, a $d$-compatibilitydegenerate graph admits a compatibility-degeneracy ordering. We will see that a compatibility-degeneracy ordering can also be computed in polynomial time.

Proposition 3. A compatibility graph $G$ is $d$-compatibility-degenerate if and only if it admits an ordering $\left(x_{i_{1} t_{1}}, \ldots, x_{i_{2 n} t_{2 n}}\right)$ of its vertices such that for every vertex $x_{i_{j} t_{j}}$ either $G\left[S_{j}\right]$ is infeasible or $\left|\mathcal{N}_{G\left[S_{j}\right]}\left(x_{i_{j} t_{j}}\right)\right| \leq d$, where $S_{j}=\left\{x_{i_{j} t_{j}}, \ldots, x_{i_{2 n} t_{2 n}}\right\}$.

Proof. It is clear that a $d$-compatibility-degenerate graph admits such an ordering: iteratively remove a vertex of minimum compatibility degree and append it to the ordering (until the subgraph is infeasible). Once the subgraph is infeasible, append the remaining vertices to the ordering arbitrarily. By definition of $d$-compatibilitydegeneracy, the subgraph obtained after removing each vertex in this way will have minimum compatibility degree at most $d$, or the subgraph will be infeasible.

For the other direction, consider a satisfactory vertex ordering $\left(x_{i_{1} t_{1}}, \ldots, x_{i_{2 n} t_{2 n}}\right)$. We want to show that every feasible subgraph of $G$ has a vertex of compatibility degree at most $d$. We can assume, without loss of generality, that $G^{\prime}$ is induced by a vertex subset $S$ and that $G^{\prime}=G[S]$ is feasible. Let $v \in S$ be the earliest vertex (among vertices from $S$ ) in the ordering. By the assumption about the ordering, $\left|\mathcal{N}_{G^{\prime}}(v)\right| \leq d$, and since $G^{\prime}$ was chosen arbitrarily, $G$ is $d$-compatibility-degenerate.

Thus, if we have fixed $x_{i_{j}}=t_{j}$, there are at most $d$ variables whose vertices occur later in the ordering, i.e., at most $d$ variables remain undetermined. This is the main idea that will be exploited in the algorithm that is based on compatibility degeneracy.

Now we describe a different parameter related to the compatibility graph that is based on pairs of adjacent vertices. This results in the notion of bicompatibility degeneracy $d^{\prime}$, which is a generalization of community degeneracy introduced in our previous paper [26]. We will show that the bicompatibility degeneracy (and such an ordering) can be found in polynomial time.

Definition 10 (bicompatibility degeneracy). A compatibility graph is said to be $d$ -bicompatibility-degenerate if for every feasible subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ there exists an edge $\left\{x_{i s}, x_{j t}\right\} \in E^{\prime}$ with $\left|\mathcal{N}_{G^{\prime}}\left(x_{i s}\right) \cap \mathcal{N}_{G^{\prime}}\left(x_{j t}\right)\right| \leq d$. The bicompatibility degeneracy $d^{\prime}$ is the smallest value of $d$ such that the graph is d-bicompatibility-degenerate.

Given a graph $G=(V, E)$, the edge-induced subgraph of $E^{\prime} \subseteq E$, denoted $G\left[E^{\prime}\right]=$ $\left(V^{\prime}, E^{\prime}\right)$, includes those vertices $V^{\prime}$ that are an endpoint of an edge in $E^{\prime}$.

Proposition 4. A compatibility graph $G$ is d-bicompatibility-degenerate if and only if it admits an ordering $\left(e_{1}, \ldots, e_{m}\right)$ of its edges such that for every edge $e_{k}=\{u, v\}$ either $G\left[E_{k}\right]$ is infeasible or $\left|\mathcal{N}_{G\left[E_{k}\right]}(u) \cap \mathcal{N}_{G\left[E_{k}\right]}(v)\right| \leq d$, where $E_{k}=\left\{e_{k}, \ldots, e_{m}\right\}$.

Proof. The proof is very similar to that of Proposition 3 and is omitted.

### 3.2.3 Algorithms based on compatibility degeneracy

Before providing the main algorithm, we describe an efficient algorithm for finding a compatibility-degeneracy ordering.

```
Algorithm 7 An algorithm for finding a compatibility-degeneracy ordering.
Data: a (2n)-vertex compatibility graph \(G=(V, E)\).
Result: a compatibility-degeneracy ordering \(\left(x_{i_{1} t_{1}}, \ldots, x_{i_{2 n} t_{2 n}}\right)\).
Initialize \(V^{\prime} \leftarrow V\)
while \(V^{\prime} \neq \emptyset\) do
    let \(v \in V^{\prime}\) be a vertex with minimum compatibility degree \(\left|\mathcal{N}_{G\left[V^{\prime}\right]}(v)\right|\)
    append \(v\) to compatibility-degeneracy ordering
    \(V^{\prime} \leftarrow V^{\prime} \backslash\{v\}\)
end
return compatibility-degeneracy ordering \(\left(x_{i_{1} t_{1}}, \ldots, x_{i_{2 n} t_{2 n}}\right)\)
```

Lemma 18. Algorithm 7 finds a compatibility-degeneracy ordering of a (2n)-vertex graph and can be implemented to run in time and space $O\left(n^{2}\right)$.

Proof. The algorithm mimics the degeneracy algorithm [80], as described in the proof of Proposition 3, and is clearly correct. In each iteration of the while-loop, the algorithm finds a vertex of minimum compatibility degree and updates the compatibility degrees in $O(n)$ time. There are $O(n)$ iterations for a total runtime of $O\left(n^{2}\right)$.

We note that after Algorithm 7 has been executed, the actual value of the compatibility degeneracy $d$ can be calculated in time $O\left(n^{2} \log n\right)$. Namely, perform binary search across the subgraphs $G\left[S_{j}\right]$ for $j=1, \ldots, 2 n$, where $S_{j}=\left\{x_{i_{j} t_{j}}, \ldots, x_{i_{2 n} t_{2 n}}\right\}$ to find the last subgraph $G\left[S_{q}\right]$ that is feasible. Then, let $d=\max _{j \in[q]}\left\{\left|\mathcal{N}_{G\left[S_{j}\right]}\left(x_{i_{j} t_{j}}\right)\right|\right\}$.

## Algorithm 8 An algorithm for solving 0-1 programs, parameterized by compatibility <br> degeneracy.

Data: $m$-vector $b ; n$-vector $c ; m \times n$ matrix $A$;
an associated $(2 n)$-vertex compatibility graph $G=(V, E)$,
where for every variable $x_{i}$ we have
vertices $x_{i 0}\left(x_{i 1}\right)$ representing $x_{i}=0\left(x_{i}=1\right)$.
Result: $z^{*}=\max \left\{c^{T} x: A x \leq b, x \in\{0,1\}^{n}\right\} .\left(z^{*}=-\infty\right.$ when infeasible $)$.
compute a compatibility-degeneracy ordering $\left(x_{i_{1} t_{1}}, \ldots, x_{i_{2 n} t_{2 n}}\right)$ of $G$
let $S_{j}=\left\{x_{i_{j} t_{j}}, \ldots, x_{i_{2 n} t_{2 n}}\right\}, j=1, \ldots, 2 n$
find last feasible subgraph, i.e., $q=\max _{j \in[2 n]}\left\{j \mid G\left[S_{j}\right]\right.$ is feasible $\}$, via binary search for $j=1, \ldots, q$ do

$$
\begin{array}{ll}
F_{j}=\left\{x \in\{0,1\}^{n} \mid x_{i_{k}}=1-t_{k} \forall x_{i_{k} t_{k}} \notin N_{G\left[S_{j}\right]}\left[x_{i_{j} t_{j}}\right]\right\} ; & \quad / / \text { fix vars } \\
z_{j} \leftarrow \max _{x}\left\{c^{T} x \mid A x \leq b, x \in F_{j}\right\} ;
\end{array}
$$

end
return $z^{*}=\max \left\{z_{j}: 1 \leq j \leq q\right\}$

For the following theorem, let $T_{d, m}$ denote the time to solve a $0-1$ program with $d$ variables and $m$ constraints. In general, the best known bound for $T_{d, m}$ is achieved by a simple recursive algorithm that runs in time $O\left(m 2^{d}\right)$. Unfortunately, this is essentially best-possible if the Strong Exponential Time Hypothesis holds [61, 29], but it can be improved when restricted to $0-1$ programs for which $m=O(d)$ [62].

Theorem 7. Algorithm 8 solves 0-1 programs with d-compatibility-degenerate graphs in time $O\left(n^{2} \log n+n^{2} m+n T_{d, m}\right)=O^{*}\left(2^{d}\right)$.

Proof. First we examine the runtime. The degeneracy ordering can be found in time $O\left(n^{2}\right)$ by Lemma 18. The value of $q$ can be found in time $O\left(n^{2} \log n\right)$ : check feasibil-
ity of $G\left[S_{j}\right]$ in time $O\left(n^{2}\right)$ using a 2SAT algorithm [3] and perform $O(\log n)$ iterations using binary search. Before solving the subproblem for $z_{j}$, fix the appropriate variables and update the right-hand-sides. The process of updating the right-hand-sides takes $O(n m)$ time. Solving for $z_{i}$ takes time $T_{d, m}=O\left(m 2^{d}\right)$ since the subproblem has at most $d$ non-fixed variables by the compatibility-degeneracy ordering. This proves the runtime.

Now we show correctness, claiming that $z^{*}=\max _{j \in[q]}\left\{z_{j}\right\}$. Clearly $z^{*} \geq \max _{j \in[q]}\left\{z_{j}\right\}$, since $z_{j}$ is the optimal objective over a smaller feasible region. To establish the reverse inequality, consider an optimal solution $x^{*} \in\{0,1\}^{n}$ to the original problem (assuming it is feasible). Consider the $n$ corresponding vertices $V^{*}=\left\{x_{i, t_{i}} \mid x_{i}^{*}=\right.$ $\left.t_{i}, i=1, \ldots, n\right\}$ and the earliest vertex $v \in V^{*}$ in the ordering among vertices from $V^{*}$. Let its position in the ordering be $k \leq q$. Then the point $x^{*}$ is feasible to subproblem $k$, so $\max _{j \in[q]}\left\{z_{j}\right\} \geq z_{k} \geq z^{*}$.

We note that Algorithm 8 can be modified to slightly improve the runtime to $O\left(n^{2} \log n+(n-d)\left(n m+T_{d, m}\right)\right)$. When $q \leq n-d$, the algorithm is the same. However, when $q>n-d$, solve the first $n-d$ subproblems as usual, and solve one last subproblem where we fix $x_{i_{k}}=1-t_{k} \forall k \leq n-d$ and all other variables are free. The same idea slightly improves the runtime in Theorem 8 below as well.

Theorem 8. All feasible solutions of d-compatibility-degenerate 0-1 programs can be listed in time $O\left(n^{2}\left(\log n+m 2^{d}\right)\right)=O^{*}\left(2^{d}\right)$. Any such algorithm requires $\Omega\left(n(n-d) 2^{d}\right)$ time, so the approach is optimal to within a polynomial factor.

Proof. The approach is similar to Algorithm 8. Instead of solving for $z_{j}$, check all possible solutions (by exhaustive search) of the at most $d$ unfixed variables, and list the feasible points. For the second claim, it is sufficient to find an infinite class of
$d$-degenerate graphs with $(n-d+1) 2^{d}$ cliques. By [111], for all $n \geq d$ there exists a $d$-degenerate $n$-vertex graph with $(n-d+1) 2^{d}$ cliques.

This is not the only algorithm that can be shown to list all solutions in time $O^{*}\left(2^{d}\right)$. In another approach, one could rely on a 2 SAT enumeration algorithm that runs with polynomial delay, e.g., [37]. In this case, list all of the $O\left(n 2^{d}\right)$ possible solutions and check each to see if it is feasible for the 0-1 program. Such an algorithm would run in time $O\left((D+n m) n 2^{d}\right)$, where $D$ denotes the delay of the 2SAT enumeration algorithm. Note that there exist 2SAT enumeration algorithms for which $D$ is linear in the size of the 2SAT instance [96]. Thus, $D=\Omega\left(n^{2}\right)$ when the formula has many clauses, but it could be that $D=O(n)$. Either approach might be preferred depending on the values of $d, D$, and $n$.

### 3.2.4 Algorithms based on bicompatibility degeneracy

We first provide an efficient algorithm for computing a bicompatibility-degeneracy edge ordering. The algorithm mimics the community degeneracy algorithm [26], and its runtime is derived with similar arguments.

```
Algorithm 9 An algorithm for finding a bicompatibility-degeneracy edge ordering.
Data: a (2n)-vertex compatibility graph \(G=(V, E)\).
Result: a bicompatibility-degeneracy edge ordering \(\left(e_{1}, \ldots, e_{|E|}\right)\).
Initialize \(E^{\prime} \leftarrow E\)
while \(E^{\prime} \neq \emptyset\) do
    let \(e=\{u, v\} \in E^{\prime}\) be an edge with minimum \(\left|\mathcal{N}_{G\left[E^{\prime}\right]}(u) \cap \mathcal{N}_{G\left[E^{\prime}\right]}(v)\right|\)
    append \(e\) to bicompatibility-degeneracy ordering
    \(E^{\prime} \leftarrow E^{\prime} \backslash\{e\}\)
end
return bicompatibility-degeneracy edge ordering \(\left(e_{1}, \ldots, e_{|E|}\right)\)
```

Lemma 19. Algorithm 9 finds a bicompatibility-degeneracy edge ordering of a (2n)vertex $|E|$-edge compatibility graph and can be implemented to run in time $O\left(n|E|^{2}\right)$.

We note that after Algorithm 9 has been executed, the actual value of the bicompatibility degeneracy $d^{\prime}$ can be calculated in time $O\left(n^{2} \log n\right)$. Namely, perform binary search across the subgraphs $G\left[E_{j}\right]$ for $j=1, \ldots,|E|$, where $E_{j}=\left\{e_{j}, \ldots, e_{|E|}\right\}$ to find the last subgraph $G\left[E_{q}\right]$ that is feasible. Then let $d^{\prime}=\max _{j \in[q]}\left\{\mid \mathcal{N}_{G\left[E_{j}\right]}\left(u_{j}\right) \cap\right.$ $\left.\mathcal{N}_{G\left[E_{j}\right]}\left(v_{j}\right) \mid\right\}$.
$\overline{\text { Algorithm } 10 \text { An algorithm for solving 0-1 programs, parameterized by bicompat- }}$ ibility degeneracy.
Data: $m$-vector $b ; n$-vector $c ; m \times n$ matrix $A$;
an associated $(2 n)$-vertex compatibility graph $G=(V, E)$,
where for every variable $x_{i}$ we have
vertices $x_{i 0}\left(x_{i 1}\right)$ representing $x_{i}=0\left(x_{i}=1\right)$.
Result: $z^{*}=\max \left\{c^{T} x: A x \leq b, x \in\{0,1\}^{n}\right\} .\left(z^{*}=-\infty\right.$ when infeasible).
compute a bicompatibility-degeneracy edge ordering $\left(e_{1}, \ldots, e_{|E|}\right)$ of $G$
let $E_{k}=\left\{e_{k}, \ldots, e_{|E|}\right\}, k=1, \ldots,|E|$
find last feasible subgraph, i.e., $q=\max _{k \in[|E|]}\left\{k \mid G\left[E_{k}\right]\right.$ is feasible $\}$ via binary search
for $k=1, \ldots, q$ do
$\{u, v\} \leftarrow e_{k}$
$F_{k}=\left\{x \in\{0,1\}^{n}: x_{i_{k}}=1-t_{k} \forall x_{i_{k} t_{k}} \notin N_{G\left[E_{k}\right]}[u] \cap N_{G\left[E_{k}\right]}[v]\right\}$
$z_{k} \leftarrow \max _{x}\left\{c^{T} x: A x \leq b, x \in F_{k}\right\} ; \quad / /-\infty$ if infeasible
end
return $z^{*}=\max \left\{z_{k}: 1 \leq k \leq q\right\}$

Theorem 9. Algorithm 10 solves $0-1$ programs with $d^{\prime}$-bicompatibility-degenerate graphs $G=(V, E)$ in time $O\left(n^{2} \log n+|E|\left(n|E|+n m+T_{d^{\prime}, m}\right)\right)=O^{*}\left(2^{d^{\prime}}\right)$. Using $q$ processors (where $q=O(|E|)$, as defined in Algorithm 10), this reduces to time $\left.O\left(n|E|^{2}+n^{2} \log n+n m+T_{d^{\prime}, m}\right)\right)$.

Proof. The proof is similar to that of Theorem 5 and is omitted. The key point is that the subproblems have at most $d^{\prime}$ unfixed variables by the bicompatibility-degeneracy ordering.

Lemma 20. For any $d^{\prime} \leq n$, with $n-d^{\prime}$ even, there exists a $d^{\prime}$-community-degenerate graph with $\left[\frac{1}{4}\left(n-d^{\prime}\right)^{2}+\left(n-d^{\prime}\right)+1\right] 2^{d^{\prime}}$ cliques.

Proof. Recall that, by definition of [26], every non-edgeless subgraph $G^{\prime}$ of a $d^{\prime}$ -community-degenerate graph has an edge $\{u, v\}$ with $\left|N_{G^{\prime}}(u) \cap N_{G^{\prime}}(v)\right| \leq d^{\prime}$. For all $d^{\prime}$ and $n \geq d^{\prime}$ such that $n-d^{\prime}$ is even, we construct such a graph $G=\left(U \cup V_{1} \cup V_{2}, E\right)$. Let $|U|=d^{\prime}$ and $\left|V_{1}\right|=\left|V_{2}\right|=\left(n-d^{\prime}\right) / 2$. Let $G$ have all edges, except that $V_{1}$ and $V_{2}$ should each be independent sets in $G$. The graph is $d^{\prime}$-community-degenerate: find an appropriate ordering by first removing all edges with both endpoints in $V_{1} \cup V_{2}$, then all edges with one endpoint in $V_{1} \cup V_{2}$, then all edges with no endpoints in $V_{1} \cup V_{2}$. There are $2^{d^{\prime}}$ cliques in $G[U]$. Any such clique can be enlarged by adding any one of the $\frac{1}{4}\left(n-d^{\prime}\right)^{2}$ pairs of adjacent vertices from $V_{1} \cup V_{2}$ or any of the $\left(n-d^{\prime}\right)$ vertices from $V_{1} \cup V_{2}$.

Theorem 10. All feasible solutions of d-compatibility-degenerate 0-1 programs can be listed in time $O^{*}\left(2^{d^{\prime}}\right)$. Any such algorithm requires $\Omega\left(n\left(n-d^{\prime}\right)^{2} 2^{d^{\prime}}\right)$ time, so the approach is optimal to within a polynomial factor.

Proof. The proof of the first claim is similar to that of Theorem 8. The second claim follows by Lemma 20.

### 3.2.5 Preliminary computations

For the proposed algorithms to be practically useful, there should exist real-life 0-1 programs for which compatibility degeneracy $d$ or bicompatibility degeneracy $d^{\prime}$ are small compared to the number $n$ of $0-1$ variables. Here, we calculate $d$ for some problems that were considered by [4] and [26].

To formulate the maximum clique problem, one typically uses a binary variable $x_{i}$ for each vertex $i$, and for each pair of nonadjacent vertices $i, j$ the constraint $x_{i}+x_{j} \leq 1$ is added. So, the conflict graph (based solely on feasibility conflicts) closely resembles the complement of the input graph, and the compatibility graph resembles the input graph. In fact, for clique, the values of compatibility degeneracy (in the compatibility graph) and degeneracy (in the input graph) coincide.

Table 3.3: Degeneracy $d$ of graphs (i.e., compatibility degeneracy for max-clique). The left (right) table includes those graphs from the 2nd (10th) DIMACS Challenge [65] ([5]) that were considered by [4] ([26]).

| Graph | $n$ | $d$ |
| :--- | ---: | ---: |
| brock200_2 | 200 | 84 |
| c-fat200-1 | 200 | 14 |
| c-fat200-2 | 200 | 32 |
| p_hat300-1 | 300 | 49 |
| san200_0.7_2 | 200 | 125 |


| Graph | $n$ | $d$ |
| :--- | ---: | ---: |
| as-22july06 | 22,963 | 25 |
| kron_g500-simple-logn16 | 65,536 | 432 |
| citationCiteseer | 268,495 | 15 |
| ldoor | 952,203 | 34 |
| in-2004 | $1,382,908$ | 488 |
| cage15 | $5,154,859$ | 25 |
| uk-2002 | $18,520,486$ | 943 |

We now turn to MIPLIB 3.0 [13] instances that were considered by [4]. The instance air03 is also included as it had the largest difference between $d$ and $n$. Note that the value of $d$ depends largely on the process used to generate the conflict graph. Here, the conflict graph is generated using built-in functions of GLPK [77]. Denser
conflict graphs could be generated with more computational effort. However, since the MIPLIB instances are known to be challenging, one should expect that the values of $d$ and $n$ will be close to each other. The instance vpm 2 illustrates the worst-case example. Its conflict graph has only the trivial edges; for each variable $x_{i}$, the edge $\left\{x_{i 0}, x_{i 1}\right\}$ appears.

Table 3.4: Compatibility-degeneracy $d$ for some instances from MIPLIB 3.0 [13]. The parameter $n$ refers to the number of $0-1$ variables, $|\bar{E}|$ is the number of conflict edges, and $\rho$ is the density of the conflict graph as a percentage (rounded to three significant digits).

| Instance | $n$ | $d$ | $\|\bar{E}\|$ | $\rho$ |
| :--- | ---: | ---: | ---: | :---: |
| air03 | 10,757 | 3,301 | $32,095,418$ | $13.9 \%$ |
| air04 | 8,904 | 7,899 | $2,121,648$ | $1.34 \%$ |
| air05 | 7,195 | 5,857 | $2,527,253$ | $2.44 \%$ |
| dcmulti | 75 | 72 | 107 | $0.957 \%$ |
| mitre | 10,724 | 10,696 | 155,498 | $0.0676 \%$ |
| vpm2 | 168 | 167 | 168 | $0.299 \%$ |

## 4. FIXED-PARAMETER TRACTABLE EXTENDED FORMULATIONS

This chapter is based on work with Sergiy Butenko [24]. Here, we apply ideas from parameterized complexity to the study of extended formulations. When constructing an extended formulation for an optimization problem, an important thing to keep in mind is its size. However, due to the computational intractability of many problems, one cannot always expect to find polynomial-size extended formulations. To deal with this, one approach is to introduce a parameter, and look for extended formulations whose size grows polynomially in the problem size, but exponentially (or worse) in the parameter. We illustrate this approach on the independent set and vertex cover problems and consider parameters such as the number $\mu$ of maximal independent sets (or minimal vertex covers), the treewidth $\mathbf{t w}$ of the graph, and the size $k$ of the vertex cover.

The first formulation is for arbitrary independence systems and has size $O(n+\mu)$, which implies size $O\left(1.4423^{n}\right)$ for the independent set polytope of graphs.

The second formulation, of size $O\left(2^{\mathbf{t w}} n\right)$, applies to both independent set and vertex cover and relies on a framework for generating extended formulations from dynamic programs due to Martin et al. [79]. This improves upon the size $O\left(n^{\text {tw+1 }}\right)$ extended formulations implied by the Sherali-Adams reformulation procedure [103] (as shown by Bienstock and Ozbay [12]). This leads to small formulations for particular classes of graphs: size $O(n)$ extended formulations for outerplanar, seriesparallel, and Halin graphs; size $2^{O(\sqrt{n})}$ extended formulations for planar graphs; and size $O\left(1.2247^{n}\right)$ extended formulations for graphs of maximum degree three.

The third and fourth extended formulations are for the cardinality-constrained variants. The third has size $O\left(n \mu_{k}\right)$ where $\mu_{k}$ denotes the number of maximal in-
dependent sets that have size at least $k$ (or minimal vertex covers that have size at most $k$ ). This implies size $O\left(2^{k} n\right)$ extended formulations for the $k$-vertex cover polytope, which significantly improves upon the naive $O\left(n^{k}\right)$ extended formulation. A more complicated approach yields an extended formulation for $k$-vertex covers of size $O\left(1.466^{k} n^{2}\right)$ using insights of Chen et al. [31].

### 4.1 Background on Extended Formulations and Independent Set Polytope

Frequently, when one wants to solve a discrete optimization problem, an integer programming (IP) formulation is created. However, it is generally difficult to solve, partially because the linear programming relaxation does not do a good job of approximating the integer hull. In some cases, the formulation can be modified (by adding variables and constraints), so that the resulting linear programming relaxation is tight. In this case, one can drop the integrality constraints and solve a linear program. This modified formulation is called an extended formulation. In this chapter, the polyhedron in the following definition is typically the integer hull for a particular combinatorial optimization problem (and not its linear programming relaxation).

Definition 11. Let $P=\{x \mid A x \leq b\} \subseteq \mathbb{R}^{n}$ be a polyhedron. A polyhedron $Q \subseteq \mathbb{R}^{d}$ is an extension for $P$ if $\operatorname{proj}_{x}(Q)=P$, where $\operatorname{proj}_{x}(Q):=\{x \mid \exists y:(x, y) \in Q(G)\}$. The size of an extension is the number of its facets.

Extended formulations for numerous combinatorial optimization problems can be found in literature; consult the surveys of Conforti et al. [34] and Kaibel [66] for some notable cases. We mention two important "meta" extended formulations that will be useful later. Balas $[6,7]$ creates polysize extended formulations for the union of polyhedra. Martin et al. [79] craft extended formulations for a broad class of dynamic programs.

Only recently have researchers shown that many important combinatorial optimization problems have high extension complexity, that is, if one wants to drop the integrality constraints, a very large number of constraints must be added in the worst case.

Definition 12. The extension complexity of a polyhedron $P$ is

$$
\operatorname{xc}(P):=\min \{\operatorname{size}(Q) \mid Q \text { is an extension for } P\}
$$

Since the pioneering work of Yannakakis [112], there have been numerous advances showing that certain polytopes have high extension complexity. For example, it has been shown that polytopes associated with NP-hard problems such as the traveling salesman problem and the 0-1 knapsack problem admit no polysize extended formulation [49, 94]-irrespective of whether $\mathrm{P}=\mathrm{NP}$. There are even polytime solvable problems, such as matching, that do not admit polysize extended formulations [97].

Research into extended formulations often mimics the trajectory of algorithm design after the theory of NP-completeness was introduced. Under widely-held beliefs in complexity theory, "no algorithm exactly solves all instances in polynomial time." Relaxing the words in this statement leads, roughly, to the fields of approximation algorithms, parameterized algorithms, and exponential algorithms. Each has a polyhedral counterpart.

The independent set and vertex cover problems have both been studied from the perspective of approximate extended formulations. It has been shown that independent set admits no polynomial-size uniform extended formulation ${ }^{1}$ that achieves an $O\left(n^{1-\epsilon}\right)$ approximation for any constant $\epsilon>0$ [22], which matches the inapproxima-

[^4]bility of the maximum independent set problem [59, 113]. If we allow for non-uniform extended formulations, that is, the inequalities defining the feasible region need not be the same for every $n$-vertex graph, $O(1)$-approximate formulations still require superpolynomial size [9]. Somewhat surprisingly, however, a $O(\sqrt{n})$-approximation can be achieved with size $O(n)$ extended formulations [9]. For the vertex cover problem, no polysize extended formulation achieves a $(2-\epsilon)$-approximation [9], and the naive linear programming relaxation provides a matching upper bound of 2 .

Prior to our work, little was known about parameterized and exponential-size extended formulations for independent set and vertex cover. It was even mentioned [21] as an open question whether it was possible to beat $2^{n}$. We show a size $O\left(1.4423^{n}\right)$ bound. Perhaps the most interesting previous work was that of Bienstock and Ozbay [12], who showed that tw levels of Sherali-Adams reformulation procedure [103], when applied to the traditional edge formulation, are enough to recover the independent set polytope of the graph. This shows that there are size $O\left(n^{\mathrm{tw}+1}\right)$ extended formulations. Our formulation significantly improves this bound to $O\left(2^{\mathrm{tw}} n\right)$. After we posted this work online [24], the results were generalized to $0-1$ programs by Bienstock and Munoz [11] and to Constraint Satisfaction Problems by Kolman and Kouteckỳ [70].

There are also some small extended formulations for independent set and vertex cover for particular classes of graphs. Barahona and Mahjoub [8] showed that, in the case of series-parallel graphs, there are linear-size extended formulations for independent set. (Series-parallel graphs have treewidth at most 2, so our formulation is also of linear-size.) In the case of bipartite graphs, there are linear-size formulations (with no need for extra variables) using the 0-1 bounds and edge inequalities [57]. Perfect graphs admit size $n^{O(\log n)}$ extended formulations [112]. There are also polynomialsize formulations for comparability graphs and chordal graphs, which are subclasses
of perfect graphs [112].
In the following definitions, the characteristic vector $x^{S}$ of $S \subseteq V$ is an $n$ dimensional 0-1 vector that has $x_{i}^{S}=1$ if and only if $i \in S$.

Definition 13. The independent set polytope of a graph $G=(V, E)$ is

$$
\begin{aligned}
P(G) & =\text { conv.hull }\left\{x^{S} \in\{0,1\}^{n} \mid S \text { is an independent set of } G\right\} \\
& =\text { conv.hull }\left\{x \in\{0,1\}^{n} \mid x_{i}+x_{j} \leq 1 \text { for every }\{i, j\} \in E\right\} .
\end{aligned}
$$

Definition 14. The vertex cover polytope of a graph $G=(V, E)$ is

$$
\begin{aligned}
Q(G) & =\text { conv.hull }\left\{x^{S} \in\{0,1\}^{n} \mid S \text { is a vertex cover for } G\right\} \\
& =\text { conv.hull }\left\{x \in\{0,1\}^{n} \mid x_{i}+x_{j} \geq 1 \text { for every }\{i, j\} \in E\right\}
\end{aligned}
$$

Before proceeding, we make the following simple, but important, connection between the independent set polytope $P(G)$ of a graph $G$ and its vertex cover polytope $Q(G)$.

Lemma 21 (folklore). The equality $P(G)=1-Q(G)$ holds, that is, $x \in P(G)$ if and only if $1-x \in Q(G)$.

Proof. ( $\Longrightarrow$ ) Let $x^{*} \in P(G)$. Without loss of generality, suppose that $x^{*}$ is an extreme point and is hence the characteristic vector of an independent set $S$ of $G$. It is easy to see that $V \backslash S$ is a vertex cover for $G$. Hence, $\mathbf{1}-x^{*}=1-x^{S}=x^{V \backslash S} \in Q(G)$.

$$
(\Longleftarrow) \text { Similarly. }
$$

Proposition 5. For any graph $G, \operatorname{xc}(P(G))=\mathrm{xc}(Q(G))$.

Proof. This follows from Lemma 21 by a change of variables. Namely, given an extended formulation for $P(G)$, we can construct an extended formulation for $Q(G)$
of the same size by replacing every instance of the variable $x_{i}$ by $1-x_{i}$. Hence $\mathrm{xc}(Q(G)) \leq \mathrm{xc}(P(G))$. The reverse inequality holds by the same argument.

### 4.2 Formulation Based on Maximal Independent Sets

Our first extended formulation is fairly simple and is based on introducing a variable for each maximal independent set of the graph. The number $\mu$ of maximal independent sets of a graph is at most $3^{n / 3}$, and this bound is tight on what we will call the MM graphs, which are the disjoint union of $n / 3$ triangles. Historically, MM referred to Moon and Moser [84], but the same results were given several years earlier by Miller and Muller [82]. Further, all maximal independent sets of an arbitrary graph can be listed in time $O\left(3^{n / 3}\right)$ [23, 104]. In fact, there are output-sensitive algorithms that, for example, list all maximal independent sets in time $O(n m \mu)$, where $m$ denotes the number of edges and $\mu$ denotes the number of maximal independent sets [105]. As a consequence, if a graph has polynomially many maximal independent sets, not only does its independent set polytope admit a compact extended formulation, but it can be constructed in polynomial time.

While the focus of this chapter is on the independent set polytope of graphs, we will state the first extended formulation for the more general case of an arbitrary independence system. An independence system is a pair $(I, \mathcal{I})$, where $I$ is a finite ground set and $\mathcal{I}$ is a collection of subsets of $I$ satisfying:

1. (non-emptiness) $\emptyset \in \mathcal{I}$, and
2. (down-monotonicity) $S \subseteq S^{\prime} \in \mathcal{I}$ implies $S \in \mathcal{I}$.

In the extended formulation below, $x$ is the decision vector representing the chosen independent set, and for every maximal independent set $S$, there is a variable $y_{S}$. Denote by $\mathcal{I}_{M}$ the set of all inclusion-wise maximal independent sets.

## Extended Formulation 1:

$$
\begin{align*}
\sum_{S \in \mathcal{I}_{M}} y_{S} & =1  \tag{4.1}\\
x_{i} & \leq \sum_{S \in \mathcal{I}_{M}: i \in S} y_{S}, \text { for every } i \in I  \tag{4.2}\\
y_{S} & \geq 0, \text { for every maximal independent set } S \in \mathcal{I}_{M}  \tag{4.3}\\
x_{i} & \geq 0, \text { for every } i \in I . \tag{4.4}
\end{align*}
$$

Note that the maximal independent set polytope admits an extended formulation of the same size and can be obtained by changing every inequality $x_{i} \leq \sum_{S \in \mathcal{I}_{M}: i \in S} y_{S}$ to an equality. Such an extended formulation is clearly correct as it simply writes $x$ as a convex combination of maximal independent sets.

Lemma 22. For an independence system $(I, \mathcal{I})$, let $F_{1}(I, \mathcal{I})$ be the set of all $(x, y)$ satisfying constraints (4.1)-(4.4). Then the projection of $F_{1}(I, \mathcal{I})$ onto the $x$ variables is precisely $(I, \mathcal{I})$ 's independence system polytope $P(I, \mathcal{I})$.

Proof. First see that $P(I, \mathcal{I}) \subseteq \operatorname{proj}_{x} F_{1}(I, \mathcal{I})$. Consider $x^{\prime} \in P(I, \mathcal{I})$, which we can assume, without loss of generality, is integer. Then $x^{\prime}$ is the characteristic vector of some independent set $I$ which is a subset of a maximal independent set $I^{\prime}$. Then the binary vector $\left(x^{\prime}, y^{\prime}\right)$ belongs to $F_{1}(I, \mathcal{I})$, where $y_{S}^{\prime}=1$ iff $I^{\prime}=S$.

To show $P(I, \mathcal{I}) \supseteq \operatorname{proj}_{x} F_{1}(I, \mathcal{I})$, let $(u, v) \in F_{1}(I, \mathcal{I})$. Then also $(x, v) \in$ $F_{1}(I, \mathcal{I})$, where, for each $i \in I, x_{i}:=\sum_{S \in \mathcal{I}_{M}: i \in S} v_{S}$. Note that $x \in P(I, \mathcal{I})$, since it belongs to the maximal independent set face of $P(I, \mathcal{I})$. Then, since $0 \leq u \leq x$, and by down-monotonicity of $P(I, \mathcal{I})$ (see, e.g., [58]), we have $u \in P(I, \mathcal{I})$.

Theorem 11. An independence system with $n$ ground elements and $\mu$ maximal independent sets admits an extended formulation of size $2 n+\mu$.

Corollary 5. The extension complexity of a graph's independent set polytope is at most $2 n+3^{n / 3}=O\left(1.4423^{n}\right)$.

Proof. This follows directly from Theorem 11 and the fact that a graph has at most $3^{n / 3}$ maximal independent sets $[82,84]$.

It is not too hard to see that similar results hold if, instead of down-monotonicity, we enforce up-monotonicity, i.e., that $S \supseteq S^{\prime} \in \mathcal{I}$ implies $S \in \mathcal{I}$. This allows us to write extended formulations for, say, the dominating set polytope of a graph with $O\left(1.7159^{n}\right)$ variables and constraints [51]. The extended formulation also implies that the dominating set polytope admits a compact extended formulation whenever the graph has polynomially many minimal dominating sets. However, it is not yet clear if such an extended formulation could be constructed in polynomial time, as, to date, there is no known output-polynomial time algorithm for enumerating minimal dominating sets [67]. This is to be expected for some independence systems, as it has been shown that no algorithm lists all maximal independent sets of an independence system in output-polynomial time, unless $\mathrm{P}=\mathrm{NP}[72]$.

### 4.3 Formulation Based on Treewidth

The second extended formulation that we describe borrows ideas from a treewidthbased dynamic programming algorithm for independent set. We will first represent the problem as a network flow problem of sorts. The directed network that we construct has hyperarcs, complicating the proof of the linear programming formulation's integrality. For clarity, we will refer to the input graph of the independent set problem as a graph with vertices and edges; the directed graph that represents the network flow problem will be called a network with nodes and (hyper)arcs.

If we based the extended formulation on a pathwidth-based dynamic programming algorithm, then there would be no hyperarcs. In this case, it is pretty straight-
forward to achieve an extended formulation with $O\left(2^{\mathbf{p w}} n\right)$ entities, where $\mathbf{p w}$ denotes pathwidth. It turns out that $\mathbf{p w}(G)=O(\mathbf{t w}(G) \log n)$ so this would yield polynomial-size extended formulations for graphs of bounded treewidth. However, if we construct the formulation from a treewidth-based dynamic programming algorithm, then we can make a stronger claim - that graphs of bounded treewidth admit linear-size extended formulations for their independent set polytopes.

Since there is the possibility for hyperarcs, the usual total unimodularity argument is not enough to show that the proposed formulation is integral. Fortunately for us, Martin et al. [79] have shown how to craft extended formulations for these types of dynamic programs. We will only need to construct the necessary directed acyclic hypergraph and show that it fits into their paradigm. First, however, we will need some background information about treewidth and the treewidth-based dynamic programming algorithm.

Definition 15. A tree decomposition of a graph $G=(V, E)$ is a pair $(\mathcal{B}, T)$, where $T=(J, F)$ is a tree and $\mathcal{B}=\left\{B_{j} \mid j \in J\right\}$ is a collection of subsets of $V$ (each $B_{j}$ is called a bag) such that

- $\bigcup_{j \in J} B_{j}=V$;
- for every edge $\{u, v\} \in E$ there is a bag that contains $u$ and $v$; and
- for all $i, j, k \in J:$ if $j$ is on the path from $i$ to $k$ in $T$ then $B_{i} \cap B_{k} \subseteq B_{j}$.

The width of the decomposition is $\max _{i}\left\{\left|B_{i}\right|\right\}-1$. The treewidth of $G$, denoted $\boldsymbol{t w}(G)$, is the minimum width among the tree decompositions of $G$.

The " -1 " in the definition of width is merely a cosmetic detail done so that the treewidth of a tree is one. A path decomposition is a tree decomposition, where $T$ is further required to be a path graph. Pathwidth is defined similarly.

While many problems are quickly solvable on graphs of small treewidth, actually determining a graph's treewidth is NP-hard. However, Bodlaender's theorem states that, for any fixed $w$, there is a linear-time algorithm that finds a tree decomposition of width $w$ (if one exists). Even though Bodlaender's algorithm runs in linear time for fixed $w$, its dependence on $w$ is very large and the algorithm is notoriously impractical. Still, there are practical, linear-time algorithms for small values of treewidth, e.g., for $\mathbf{t w}=1,2,3,4$. Consult the surveys of Bodlaender for these and other facts about treewidth [15, 16].

It will be convenient to work with a nice tree decomposition, and from now on we will assume, without loss of generality, that our tree decompositions will be nice and will have $O(n)$ bags. This follows by a standard linear-time algorithm that, when given a tree decomposition, outputs a nice tree decomposition of the same width and with at most $4 n$ bags (see Lemma 13.1.2 of [69]).

Definition 16. A tree decomposition is nice if it is a rooted binary tree such that each node $j \in J$ is one of the following four types:

- Leaf nodes $j$ are leaves of $T$ and have $\left|B_{j}\right|=1$.
- Introduce nodes $j$ have one child $c$ with $B_{j}=B_{c}+v$ for some vertex $v \in V$.
- Forget nodes $j$ have one child $c$ with $B_{j}=B_{c}-v$ for some vertex $v \in V$.
- Join nodes $j$ have two children $c_{1}$ and $c_{2}$ with $B_{j}=B_{c_{1}}=B_{c_{2}}$.

We will now describe the treewidth-based dynamic programming algorithm for weighted independent set [17]. For each bag $B_{j} \subseteq V$ and for every subset $S \subseteq B_{j}$ of the bag, let $f(j, S)$ be the weight of a maximum weight independent set $I$ of the subgraph induced by $V_{j}$ such that $S=I \cap B_{j}$. Here, $V_{j}$ is the union of $B_{j}$ along with all of its descendant bags (not necessarily direct descendants). Whenever $S$
is itself not independent, the subproblem is infeasible with the convention that its objective is $-\infty$. The formula for computing $f(j, S)$ depends on the type of bag $B_{j}$. The weight of a vertex $v$ is denoted $w_{v}$, and the weight of $S \subseteq V$ is denoted by $w(S):=\sum_{v \in S} w_{v}$.

- Leaf node, where $B_{j}=\{v\}$. Set $f(j, \emptyset)=0$ and $f(j,\{v\})=w_{v}$.
- Introduce node, where $B_{j}=B_{c}+v$. For every $S \subseteq B_{c}$, set

$$
\begin{gathered}
f(j, S)=f(c, S), \text { and } \\
f(j, S+v)= \begin{cases}w_{v}+f(c, S) & \text { if } S+v \text { is independent } \\
-\infty & \text { otherwise } .\end{cases}
\end{gathered}
$$

- Forget node, where $B_{j}=B_{c}-v$. For every $S \subseteq B_{j}$, set

$$
f(j, S)=\max \{f(c, S), f(c, S+v)\} .
$$

- Join node, where $B_{j}=B_{c_{1}}=B_{c_{2}}$. For every $S \subseteq B_{j}$, set

$$
f(j, S)=f\left(c_{1}, S\right)+f\left(c_{2}, S\right)-w(S)
$$

The objective of the maximum independent set problem for the original graph can be found by looking at the root bag $B_{r}$ and computing the maximum of $f(r, S)$ such that $S \subseteq B_{r}$.

Notice that the algorithm does not depend on the graph's structure, in the sense that dependent subsets are penalized in the objective with a weight of $-\infty$, instead of being explicitly excluded during algorithm's execution. For example, the complete
graph on $n$ nodes and the empty graph on $n$ nodes both admit the trivial tree decomposition where a single bag contains all vertices. The algorithm's execution on these two graphs with the trivial decomposition is essentially the same, and hence, a polyhedral representation of this dynamic programming algorithm will not describe the graph's independent set polytope. Hard constraints are necessary.

We are now ready to construct our directed acyclic hypergraph $D=(N, A)$ that will model the treewidth-based dynamic programming algorithm for the independent set problem for a graph $G=(V, E)$. The main idea is to disallow nodes that represent infeasible solutions, i.e., dependent subsets of vertices. We can assume, without loss of generality, that the given tree decomposition is nicer and has width $w$.

Definition 17. A nicer tree decomposition is nice tree decomposition with $O(n)$ bags that is rooted at an empty bag.

The node set $N$ is created as follows. For every bag $B_{j}$ in the tree decomposition, and for every subset $S \subseteq B_{j}$ that is independent in $G$ (including the empty set), create a node $S^{j}$. This implies, by the nicer tree decomposition, a single node $t=\emptyset^{r} \in N$ from the empty root bag $B_{r}$ that we will call the sink node. Finally, for every leaf bag $B_{j}$, create a source node $s_{j}$. The number of nodes is $|N|=O\left(2^{w} n\right)$, since there are $O(n)$ bags, and for each bag $B_{j}$ there are at most $2^{\left|B_{j}\right|} \leq 2^{w+1}$ independent sets.

The arc set $A$ will allow a partial solution to "grow" at introduce bags and "shrink" at forget bags. Create $A$ as follows depending on the type of bag $B_{j}$.

- Leaf node, where $B_{j}=\{v\}$. Add the $\operatorname{arcs}\left(\emptyset, s_{j}\right),\left(s_{j}, \emptyset^{j}\right)$, and $\left(s_{j},\{v\}^{j}\right)$. Note that $\left(\emptyset, s_{j}\right)$ is strange in that it has no tail and is called a boundary arc in Theorem 12.
- Introduce node, where $B_{j}=B_{c}+v$. For every independent $S \subseteq B_{c}$, add the $\operatorname{arc}\left(S^{c}, S^{j}\right)$ and if $S+v$ is also independent, then add the $\operatorname{arc}\left(S^{c},(S+v)^{j}\right)$.


Figure 4.1: A nicer tree decomposition of $P_{3}$ (the path on 3 vertices) and the proposed construction $D$. (This is also a nice path decomposition.) There are no "join" nodes in the tree decomposition, so there is no need for hyperarcs.

- Forget node, where $B_{j}=B_{c}-v$. For every independent $S \subseteq B_{j}$, add the arc $\left(S^{c}, S^{j}\right)$, and if $S+v$ is also independent, then add the $\operatorname{arc}\left((S+v)^{c}, S^{j}\right)$.
- Join node, where $B_{j}=B_{c_{1}}=B_{c_{2}}$. For every independent subset $S \subseteq B_{j}$, add the hyperarc $\left(\left\{S^{c_{1}}, S^{c_{2}}\right\}, S^{j}\right)$.

The $c$ in $S^{c}$ and $(S+v)^{c}$ refers to bag $B_{c}$ and not to the set's complement.
Examples of the constructed hypergraphs can be found in Figures 4.1, 4.2, and 4.5. Figure 4.1 illustrates the most basic case, where each node in the directed network represents at most one vertex in the input graph and there are no 'join' bags in the tree decomposition. Figure 4.2 shows an example where some bags contain independent sets of size two. Figure 4.3 shows the smallest graph with $\mathbf{t w}=1$ and $\mathbf{p w}=2$. A nicer tree decomposition and constructed hypergraph follow in Figures 4.4 and 4.5. Since the given tree decomposition has 'join' bags, there are hyperarcs in the directed network.

We are now ready to provide the extended formulation. For each (hyper)arc $a \in A$ of $D$, there is a variable $y_{a}$ representing the amount of flow across it. As


Figure 4.2: A width-2 nicer tree decomposition of the cycle graph on five vertices and the proposed construction $D$. (This is also a path decomposition.)
usual, $x$ is the decision vector representing the chosen independent set of $G$. For a node $v \in N, \delta^{o u t}(v)$ is the set of (hyper)arcs that have $v$ as (one of) its tail(s). The set $\delta^{i n}(v)$ is defined similarly. The set $\operatorname{FORGET}(v)$ is the set of all arcs that "forget" $v \in N$, i.e., arcs of the form $\left((S+v)^{c}, S^{j}\right)$. The polytope $F_{2}(G)$ is the set of all $(x, y)$ satisfying the following constraints.

## Extended Formulation 2:

$$
\begin{align*}
\sum_{a \in \delta^{i n}(t)} y_{a} & =1, \text { for sink node } t  \tag{4.5}\\
\sum_{a \in \delta^{\text {out }}(v)} y_{a}-\sum_{a \in \delta^{\sin }(v)} y_{a} & =0, \text { for every node } v \in N \backslash\{t\}  \tag{4.6}\\
x_{i}-\sum_{a \in \operatorname{FORGET}(i)} y_{a} & =0, \text { for every vertex } i \in V  \tag{4.7}\\
y_{a} & \geq 0, \text { for every (hyper)arc } a . \tag{4.8}
\end{align*}
$$



Figure 4.3: A tree (of pathwidth 2).


Figure 4.4: A nicer tree decomposition of width 1 that is rooted at the right.


Figure 4.5: The proposed directed acyclic hypergraph $D$. Since there is a "join" node in the tree decomposition, $D$ has hyperarcs.

Theorem 12 (Martin et al. [79]). Let $\mathcal{H}=(\mathcal{V}, \mathcal{A})$ be a directed hypergraph such that

1. each hyperarc has a single head, i.e., hyperarcs are of the form $(J, i)$ where $J \subseteq \mathcal{V}$ and $i \in \mathcal{V} ;$
2. $\mathcal{H}$ is acyclic; more specifically, there is a mapping $\sigma: \mathcal{V} \rightarrow \mathbb{R}$ such that for every hyperarc $(J, i) \in \mathcal{A}$ and every $j \in J$, we have $\sigma(j)<\sigma(i)$;
3. there is finite set $Q$ and a mapping $f: \mathcal{V} \rightarrow 2^{Q}$ such that
(a) $f$ is "consistent" with the acyclicity, namely, for every hyperarc $(J, i) \in \mathcal{A}$ and for every $j \in J$, we have $f(j) \subseteq f(i)$;
(b) for every hyperarc $(J, i) \in \mathcal{A}$ and for distinct "tails" $j, j^{\prime} \in J$ of the hyperarc, we have $f(j) \cap f\left(j^{\prime}\right)=\emptyset$;
(c) there is a single "sink" node $t$ with $f(t)=Q$.
4. every $i \in \mathcal{V}$ has at least one incoming arc. Since the graph is acyclic this implies that some arcs (called boundary arcs) will have no tail nodes, i.e., arcs of the type ( $J, i$ ) with $J=\emptyset$.

Then, the set of all $z$ satisfying the following constraints is a 0-1 polytope.

$$
\begin{align*}
& \sum_{a=(J, t) \in \mathcal{A}} z_{a}=1  \tag{4.9}\\
& \sum_{a=(J, i) \in \mathcal{A}} z_{a}-\sum_{a=(J, j) \in \mathcal{A}: i \in J} z_{a}=0, \text { for every node } i \in V \backslash\{t\}  \tag{4.10}\\
& z_{a} \geq 0, \quad \forall a \in \mathcal{A} . \tag{4.11}
\end{align*}
$$

Lemma 23. $\operatorname{proj}_{y}\left(F_{2}(G)\right)$ is a 0-1 polytope.

Proof. Apply Theorem 12. The directed hypergraph that we constructed clearly satisfies points 1,2 , and 4 . For point 3 , let $Q$ be the set of source nodes, and for $v \in N$, let $f(v)$ be the set of source nodes from which there is a directed path to $v$ in $D$.

Lemma 24. In a nicer tree decomposition, each vertex is 'forgotten' once, i.e., for each $v \in V$, there is one pair $\left(B_{j}, B_{c}\right)$ of bags, where $B_{j}$ is the parent of $B_{c}$, such that $B_{j}=B_{c}-v$.

Proof. Each vertex is forgotten at least once, since each vertex belongs to at least one bag and all vertices have been forgotten by the empty root bag. Now suppose that a vertex is forgotten at least twice, so that there are distinct bags $B_{j_{1}}=B_{c_{1}}-v$ and $B_{j_{2}}=B_{c_{2}}-v$ that forget $v$. We consider two cases. In the first case, assume that one of the bags that forgets $v$ is a descendant of the other bag that forgets $v$. Without loss of generality suppose that $B_{j_{2}}$ is a descendant of $B_{j_{1}}$. Then, bags $B_{c_{2}}$ and $B_{c_{1}}$ both contain $v$, but bag $B_{j_{2}}$ does not, yet it lies between $B_{c_{1}}$ and $B_{c_{2}}$, contradicting the tree decomposition. In the second case, $B_{j_{1}}$ is neither a descendant nor an ancestor of $B_{j_{2}}$. In this case, they lie in different branches of the tree and both of $B_{j_{1}}$ and $B_{j_{2}}$ lie on the unique path between $B_{c_{1}}$ and $B_{c_{2}}$, and the same contradiction occurs.

Note that for a feasible solution $(x, y)$ to $F_{2}(G)$ there will be one unit of flow 'from' bag $B_{c}$ 'to' its parent $B_{j}$. For example, when $B_{j}=B_{c}-v$, we have

$$
\begin{equation*}
\sum_{\substack{a=\left(S^{c}, S^{j}\right) \in A \\ \text { s.t. } \\ S \subseteq B_{c} \text { is independent }}} y_{a}+\sum_{\substack{a=\left((S+v)^{c}, S^{j}\right) \in A \\ \text { s.t. } S+v \subseteq B_{j} \text { is independent }}} y_{a}=1 . \tag{4.12}
\end{equation*}
$$

If this flow were greater (less) than one, then the flow into the sink node $t$ would be greater (less) than one, violating constraint (4.5).

Lemma 25. $F_{2}(G)$ is a 0-1 polytope.

Proof. First see that $F_{2}(G)$ is an integral polytope, $\operatorname{since} \operatorname{proj}_{y}\left(F_{2}(G)\right)$ is a 0-1 polytope (by Lemma 23), and since there is a nonnegative integer matrix $M$ such that $x=M y$. Now we must show that the $x$ variables are bounded by zero and one. By Lemma 24, for any vertex $v \in V$, there will be one bag $B_{j}=B_{c}-v$ that forgets $v$. Then, for any $(x, y) \in F_{2}(G)$, we have that

$$
\begin{aligned}
0 \leq x_{v} & =\sum_{a \in \operatorname{FORGET}(v)} y_{a} \\
& \leq \sum_{\substack{a=\left(S^{c}, S^{j}\right) \in A \\
\text { s.t. } S \subseteq B_{c} \text { is independent }}} y_{a}+\sum_{a \in \operatorname{FORGET}(v)} y_{a} \\
& =\sum_{\substack{a=\left(S^{c}, S^{j}\right) \in A \\
\text { s.t. } S \subseteq B_{c} \text { is independent }}} y_{a}+\sum_{\substack{a=\left((S+v)^{c}, S^{j}\right) \in A \\
\text { s.t. } S+v \subseteq B_{j} \text { is independent }}} y_{a}=1 .
\end{aligned}
$$

Lemma 26. $P(G) \subseteq \operatorname{proj}_{x}\left(F_{2}(G)\right)$.

Proof. Consider $x \in P(G)$. Without loss of generality, suppose that $x$ is an extreme point of $P(G)$, and is thus the characteristic vector of an independent set $I$. We construct an integral feasible point of $F_{2}(G)$ as follows. For every non-boundary arc $a=\left(S_{1}^{c}, S_{2}^{j}\right) \in A$ that is not a hyperarc, set

$$
y_{a}= \begin{cases}1, & \text { if } S_{1}=B_{c} \cap I \text { and } S_{2}=B_{j} \cap I \\ 0, & \text { otherwise }\end{cases}
$$

For each boundary arc, set the corresponding variable to one. Similarly, for every hyperarc, say $a=\left(\left\{S^{c_{1}}, S^{c_{2}}\right\}, S^{j}\right) \in A$, set $y_{a}=1$ iff $S=B_{j} \cap I$. Then, for every
arc, say $a=\left(s_{j}, S^{i}\right)$, emanating from a source node $s_{j}$, set $y_{a}=1$ iff $S=B_{i} \cap I$. It can be verified that $(x, y) \in F_{2}(G)$.

Lemma 27. $\operatorname{proj}_{x}\left(F_{2}(G)\right) \subseteq P(G)$.

Proof. Consider $\left(x^{\prime}, y^{\prime}\right) \in F_{2}(G)$. Without loss of generality, suppose that $\left(x^{\prime}, y^{\prime}\right)$ is an extreme point of $F_{2}(G)$. By Lemma 25 , this means that $\left(x^{\prime}, y^{\prime}\right)$ is $0-1$. We are to show that $x^{\prime} \in P(G)$. By the flow constraints of $F_{2}(G)$, the integrality of $\left(x^{\prime}, y^{\prime}\right)$, and equality (4.12), the set of all arcs with positive flow induce a directed tree of $D$-a sort of reverse arborescence rooted at the sink $\emptyset^{t}$ with the boundary arcs at the leaves. We claim that $S^{\prime}:=\left\{i \in V \mid x_{i}^{\prime}>0\right\}$ is an independent set in $G$. Suppose not, then there exist adjacent $u, v \in S^{\prime}$. By the tree decomposition, there is a bag $B_{j_{1}}$ that contains $u$ and $v$. Further, there is a unique path $\left(S_{1}^{j_{1}}, S_{2}^{j_{2}}, S_{3}^{j_{3}}, \ldots, \emptyset^{t}\right)$ leading to the sink node $\emptyset^{t}$ crossing only arcs of nonzero flow. Notice that, by Lemma 24, there is a single opportunity to "forget" $u$ and a single opportunity to "forget" $v$ along this path, and both arcs must be taken to have $x_{u}>0$ and $x_{v}>0$. Moreover, $u$ and $v$ cannot be re-introduced along this path, since this would contradict the tree decomposition. This implies that $S_{1}^{j_{1}}$ must contain both $u$ and $v$, but this contradicts the construction of $N$, since for every node $S^{j_{1}} \in N, S$ is independent in $G$. Thus, $S^{\prime}$ is independent, so $x^{\prime}=x^{S^{\prime}} \in P(G)$.

Theorem 13. The extension complexity of a graph's independent set polytope is $O\left(2^{t w} n\right)$, where $\boldsymbol{t w}$ denotes its treewidth.

Proof. Lemmata 26 and 27 show that $\operatorname{proj}_{x}\left(F_{2}(G)\right)=P(G)$. Since $F_{2}(G)$ has size $O\left(2^{\text {tw }} n\right)$, the result follows.

### 4.4 Formulation for Cardinality-Constrained Independence Systems

In this section, we study extended formulations for cardinality-constrained independence systems. Given an independence system $(I, \mathcal{I})$, define the following cardinality-constrained polytope.

$$
\begin{equation*}
P_{k}(I, \mathcal{I})=\text { conv.hull }\left\{x^{S} \in\{0,1\}^{|I|}|S \in \mathcal{I} ;|S|=k\}\right. \tag{4.13}
\end{equation*}
$$

The extended formulation for $P_{k}(I, \mathcal{I})$ that we propose is based on Balas's extended formulation for the disjunction of polyhedra.

Theorem 14 (Balas [6, 7]). Consider $q$ nonempty polytopes $P^{i} \subseteq \mathbb{R}^{n}, i=1, \ldots, q$ and let $P=$ conv.hull $\left(\bigcup_{i=1}^{q} P^{i}\right)$. Then, $\mathrm{xc}(P)=O\left(\sum_{i=1}^{q} \mathrm{xc}\left(P^{i}\right)\right)$.

We will refer to the set $\mathcal{I}_{\text {max }}$ of (inclusion-wise) maximal independent sets, and a cardinality-constrained counterpart:

$$
\mathcal{I}_{\max , k}=\left\{S\left|S \in \mathcal{I}_{\max } ;|S| \geq k\right\}\right.
$$

Now, for each $S \in \mathcal{I}_{\max , k}$ we will define a polytope:

$$
\begin{equation*}
P_{k}(I, \mathcal{I}, S)=\left\{x \in[0,1]^{|I|} \mid \sum_{i \in I} x_{i}=k ; x_{j}=0 \forall j \in I \backslash S\right\} \tag{4.14}
\end{equation*}
$$

Lemma 28. $P_{k}(I, \mathcal{I})=$ conv.hull $\left(\bigcup_{S \in \mathcal{I}_{\max , k}} P_{k}(I, \mathcal{I}, S)\right)$.
Proof. First we show the inclusion $P_{k}(I, \mathcal{I}) \subseteq$ conv.hull $\left(\bigcup_{S \in \mathcal{I}_{\text {max,k }}} P_{k}(I, \mathcal{I}, S)\right)$. Consider a point $x^{S}$ of $P_{k}(I, \mathcal{I})$, which we can assume, without loss of generality, is an extreme point and is thus the characteristic vector of an independent set $S$. Then $S$ is a $k$-vertex subset of a maximal independent set $S^{\prime}$. Hence $S^{\prime} \in \mathcal{I}_{\max , k}$ and
$x^{S} \in P_{k}\left(I, \mathcal{I}, S^{\prime}\right)$, as desired.
Now we show the inclusion $P_{k}(I, \mathcal{I}) \supseteq$ conv.hull $\left(\bigcup_{S \in \mathcal{I}_{\text {max }, k}} P_{k}(I, \mathcal{I}, S)\right)$. Consider a point $x^{\prime}$ of conv.hull $\left(\bigcup_{S \in \mathcal{I}_{m a x, k}} P_{k}(I, \mathcal{I}, S)\right)$, which we can assume, without loss of generality, is an extreme point of polytope $P_{k}(I, \mathcal{I}, S)$ for some $S \in \mathcal{I}_{m a x, k}$. If $x^{\prime}$ is integral, then $x^{\prime}$ is the characteristic vector of a $k$-vertex subset of $S$, and any subset of $S$ is independent, so $x^{\prime} \in P_{k}(I, \mathcal{I})$, as desired. Now, if $x^{\prime}$ is not integral, then at least one component $x_{j}^{\prime}$ is fractional. Then there must be another component $x_{k}^{\prime}$ that is also fractional, since otherwise the sum of the $x$ variables could not equal $k$. This implies an $\epsilon>0$ such that

$$
\begin{aligned}
& 0 \leq x_{j}^{\prime}-\epsilon<x_{j}^{\prime}+\epsilon \leq 1 \\
& 0 \leq x_{k}^{\prime}-\epsilon<x_{k}^{\prime}+\epsilon \leq 1
\end{aligned}
$$

Then $x^{\prime}$ can be written as a convex combination of points from $P_{k}(I, \mathcal{I}, S)$, namely $x^{\prime}+\epsilon\left(e_{j}-e_{k}\right)$ and $x^{\prime}+\epsilon\left(e_{k}-e_{j}\right)$. (The vector $e_{i}$ has zeros in all entries except for a one in position i.) This contradicts that $x^{\prime}$ is an extreme point, hence $x^{\prime}$ must be integral. This concludes the proof.

Theorem 15. $\mathrm{xc}\left(P_{k}(I, \mathcal{I})\right)=O\left(|I|\left|\mathcal{I}_{\text {max }, k}\right|\right)$.

Proof. Directly from Theorem 14 and Lemma 28, since $\operatorname{xc}\left(P_{k}(I, \mathcal{I}, S)\right)=O(|I|)$.

### 4.5 Formulation for Cardinality-Constrained Vertex Covers

In this section we provide extended formulations for the $k$-vertex cover polytope, based on Theorem 15 and from ideas of Chen et al. [31]. The former easily leads to a size $O\left(2^{k} n\right)$ bound, while the latter improves the dependence on $k$ to $O\left(1.466^{k} n^{2}\right)$.

Definition 18. The $k$-vertex cover polytope of a graph $G$ is

$$
\begin{aligned}
Q_{k}(G) & =\text { conv.hull }\left\{x^{S} \in\{0,1\}^{n}| | S \mid=k ; S \text { is a vertex cover for } G\right\} \\
& =\text { conv.hull }\left\{x \in\{0,1\}^{n} \mid \sum_{i \in V} x_{i}=k ; x_{i}+x_{j} \geq 1 \forall\{i, j\} \in E\right\} .
\end{aligned}
$$

The following lemma is implied by the bounded-search tree algorithm for vertex cover, c.f. [42], and has been explicitly noted by Damaschke [39]. The bound is sharp on the graph comprised of $k$ disjoint edges.

Lemma 29. The number of (inclusion-wise) minimal vertex covers that have cardinality $\leq k$ is at most $2^{k}$.

An immediate consequence is as follows.

Corollary 6. The number of maximal independent sets of an n-vertex graph that have cardinality $\geq n-k$ is at most $2^{k}$.

Corollary 7. $\mathrm{xc}\left(Q_{k}(G)\right)=O\left(2^{k} n\right)$.

Proof. Directly from Corollary 6, Theorem 15, and a change of variables.

Now we will improve the dependence on $k$. In the following theorem, we say that a vertex cover $C$ of $G$ is consistent with a partition $(F, D, R)$ of $V(G)$ if $F \subseteq C$ and $D \cap C=\emptyset$. The idea is that vertices from $F$ are fixed in the cover, vertices from $D$ are fixed out of the cover, and the remaining vertices from $R$ are undetermined.

Theorem 16 (Chen et al. [31]). There is an algorithm, running in time $O\left(1.47^{k} n\right)$, that returns a collection $\mathcal{L}(G, k)$ of triples that satisfies:

1. $|\mathcal{L}(G, k)| \leq 1.466^{k}$;
2. each $(F, D, R) \in \mathcal{L}(G, k)$ is a partition of $V(G)$;
3. each $k$-vertex cover of $G$ is consistent with exactly one triple in $\mathcal{L}(G, k)$;
4. for each $(F, D, R) \in \mathcal{L}(G, k)$, the degree of each vertex in $G[R]$ is $\leq 2$.

Note that a graph with maximum degree at most 2 is the disjoint union of path and cycle graphs. Hence, $\operatorname{tw}(G[R]) \leq 2$.

Theorem 17. For any $k, \operatorname{xc}\left(Q_{k}(G)\right)=O\left(2^{t w(G)} n^{2}\right)$.

Proof. The proof is long, so we provide a brief and informal sketch. The ideas are similar to those used in Section 4.3 to show that the independent set polytope of a graph has extension complexity $O\left(2^{\text {tw }} n\right)$. The main change is to make $n-k+1$ 'layers' of the hypergraph's vertex set, and anytime a vertex $v$ is forgotten in the tree decomposition, the corresponding edge that forgets $v$ in the hypergraph should be routed to the next layer. In the last layer, the forget edges should be removed. This will ensure that the independent set has cardinality $n-k$, so the resulting vertex cover has cardinality $k$. The number of vertices and edges in this directed acyclic hypergraph is $O\left(2^{\text {tw }} n(n-k)\right)=O\left(2^{\text {tw }} n^{2}\right)$. Then, the machinery of [79] is used to show that a flow-based extended formulation over this hypergraph is integral.

Lemma 30. For any $(F, D, R) \in \mathcal{L}(G, k)$, the convex hull of $k$-vertex covers that are consistent with $(F, D, R)$ has extension complexity $O\left(n^{2}\right)$.

Proof. We can also assume, without loss of generality, that $S \subseteq V(G)$ is a vertex cover for $G$ if and only if $S \cap R$ is a vertex cover for $G[R]$. Thus, we only need a polyhedral representation of the $(k-|F|)$-vertex cover polytope of $G[R]$. By Theorem 17 and the observation that $\operatorname{tw}(G[R]) \leq 2$, we have $\mathrm{xc}\left(Q_{k-|F|}(G[R])\right)=O\left(|R|^{2}\right)=$ $O\left(n^{2}\right)$.

Theorem 18. $\operatorname{xc}\left(Q_{k}(G)\right)=O\left(1.466^{k} n^{2}\right)$.

Proof. For each $(F, D, R) \in \mathcal{L}(G, k)$ create an extended formulation for $k$-vertex covers that are consistent with $(F, D, R)$. Each of these polytopes has extension complexity $O\left(n^{2}\right)$ by Lemma 30. By Theorem 16 , there are at most $1.466^{k}$ of these triples. It can then be shown that the convex hull of the union of these polytopes is precisely $Q_{k}(G)$, so $\operatorname{xc}\left(Q_{k}(G)\right)=O\left(1.466^{k} n^{2}\right)$ by Theorem 14 .

### 4.6 Discussion

It should be noted that the size bounds of $O\left(2^{\mathrm{tw}} n\right)$ and $O(n+\mu)$ from Sections 4.2 and 4.3 are incomparable. For example, the number $\mu\left(P_{n}\right)$ of maximal independent sets of the $n$-vertex path graph $P_{n}$ satisfies the recurrence $\mu\left(P_{n}\right)=\mu\left(P_{n-2}\right)+\mu\left(P_{n-3}\right)$ with initial values $\mu\left(P_{-1}\right)=\mu\left(P_{0}\right)=\mu\left(P_{1}\right)=1$, and this sequence, the Padovan sequence, grows as $\rho^{n}$, where $\rho=1.3247 \ldots$ is the plastic number [53]. This implies that the first extended formulation would use exponentially many variables, but the treewidth-based formulation would have size $O(n)$. In the other extreme, the complete graph $K_{n}$ on $n$ vertices has $\mathbf{t w}\left(K_{n}\right)=n-1$, but $K_{n}$ has $n$ maximal independent sets.

## 5. CONCLUSION AND FUTURE WORK

In this dissertation we study challenging combinatorial optimization problems from the perspective of parameterized complexity. Below, we revisit our contributions and offer ideas for future work.

In Chapter 2, we provide fixed-parameter tractable (fpt) algorithms for the NodeWeighted Steiner Tree (NWST) problem and the Maximum-Weight Connected Subgraph (MWCS) problem. The NWST algorithm is parameterized by the number of terminals. The MWCS algorithms are parameterized by the number of positive- and negative-weight vertices. Interestingly, a complexity assumption called the Strong Exponential Time Hypothesis suggests that the MWCS algorithm parameterized by the number of negative-weight vertices is essentially best-possible.

On the other hand, we strongly suspect that the other algorithms can be improved. As noted previously, the Steiner tree algorithm due to Dreyfus and Wagner [44] runs in time $O^{*}\left(3^{k}\right)$ for instances with $k$ terminals. A more recent paper [83] solves the Steiner tree problem in time $O^{*}\left((2+\delta)^{k}\right)$ where $\delta$ is any positive constant ${ }^{1}$. We suspect that their algorithm can be generalized to solve the NWST problem in roughly the same time bound. However, the analysis is more involved, and the authors state that the constants in their algorithm's runtime "become very large even for moderate $\delta$. . For these reasons, we do not attempt to improve the dependence on $k$ for NWST here. This is a subject for future work which would improve upon our runtimes for solving both NWST and MWCS.

It may also be interesting to study the connected subgraph polytope $\mathscr{P}(G)$ for other small values of $\alpha(G)$. Our work implies that any facet-defining inequality of

[^5]$\mathscr{P}(G)$ has at most $\alpha(G)$ positive coefficients. So, $\mathscr{P}(G)$ is, in some sense, relatively tame when $\alpha(G)$ is small. Another research direction is to look for extended formulations for $\mathscr{P}(G)$ whose size grows polynomially in $n$ but exponentially in $\alpha(G)$.

In Chapter 3, we provide fpt algorithms for the maximum clique problem (parameterized by the graph's degeneracy and community degeneracy). Then we extend the approach to solve arbitrary $0-1$ programs based on properties of an associated conflict graph. Roughly speaking, our algorithms are quick when the conflict graph is dense. We also examine the complexity of generating conflict edges, and show that this is difficult (conditioned on the hardness of SAT).

Our algorithms for solving 0-1 programs have runtimes that are $O^{*}\left(T_{d, m}\right)$, where $T_{d, m}$ denotes the time to solve a subproblem of an $m$-constraint $0-1$ program in which all but at most $d$ variables are unfixed. By the exhaustive search algorithm, $T_{d, m}=O^{*}\left(2^{d}\right)$, and SETH would imply that this cannot really be improved. However, we note that $T_{d, m}$ can be improved for special classes of 0-1 programs where the subproblems admit nontrivial algorithms. For example, $d$-compatibility-degenerate set packing problems can be solved in time $O^{*}\left(2^{d / 4}\right)$ by our analysis and the independent set algorithm of [95]. (Alternatively, this is implied by our maximum clique algorithm.) The analysis provides additional theoretical evidence for the usefulness of conflict graphs in solving integer programs; the running time is bounded by a function that is exponential in the compatibility-degeneracy or the bicompatibilitydegeneracy instead of in the number of 0-1 variables. These results can provide one explanation for the ability to solve problems in practice that are intractable in general-provided the associated conflict graphs are suitably dense.

There is nothing particular about the approach that limits it to linear 0-1 programs. It is just as easily applied to other mathematical optimization problems that have 0-1 variables. Similar worst-case runtimes can be achieved for mixed 0-1 linear
programs, for quadratic 0-1 programs, and even for tractable problems whose bestknown algorithms have high-polynomial runtimes. The only requirement is that the subproblems have the same structure as the original problem, where subproblems are defined as having some binary variables fixed to zero or one. It is an interesting empirical question to see if our algorithms work well for these problems.

In Chapter 4, we study fpt extended formulations for various combinatorial optimization problems. Below, we summarize our contributions.

Theorem 19. The extension complexities of the independent set polytope $P(G)$ and of the vertex cover polytope $Q(G)$ of a graph $G$ satisfy:

1. $\mathrm{xc}(P(G))=\mathrm{xc}(Q(G))$;
2. $\mathrm{xc}(P(G))=O\left(1.4423^{n}\right)$;
3. $\operatorname{xc}(P(G))=O\left(2^{t w} n\right)$.

Further, the $k$-vertex cover polytope $Q_{k}(G)$ satisfies

1. $\mathrm{xc}\left(Q_{k}(G)\right)=O\left(2^{k} n\right)$;
2. $\mathrm{xc}\left(Q_{k}(G)\right)=O\left(1.466^{k} n^{2}\right)$.

This improves upon the previously best bounds of $\mathrm{xc}(P(G))=O\left(n^{\mathrm{tw}+1}\right) ; \mathrm{xc}(P(G))=$ $O\left(2^{n}\right) ;$ and $\operatorname{xc}\left(Q_{k}(G)\right)=O\left(n^{k}\right)$.

We suspect that several of our size bounds can be improved. The $k$-vertex cover problem can be solved in time $O^{*}\left(1.2738^{k}\right)$ [32], which leads one to believe that a similar size bound can be achieved. However, some of the techniques that are used to achieve the $O^{*}\left(1.2738^{k}\right)$ runtime remove feasible solutions, and may not be applicable when developing extended formulations. On the other hand, we think that it is possible that our independent set formulations based on maximal independent
sets and treewidth are optimal. To disprove this, one should find a constant $\epsilon>0$ such that $\mathrm{xc}(P(G))$ can be improved to size $O^{*}\left((2-\epsilon)^{\mathbf{t w}}\right)$ or to size $O\left((\sqrt[3]{3}-\epsilon)^{n}\right)$.

We suspect that the following is true. Here, $P_{k}(I, \mathcal{I})$ is the polytope corresponding to the (cardinality constrained) independence system $(I, \mathcal{I})$.

Conjecture 1. $\mathrm{xc}\left(P_{k}(I, \mathcal{I})\right)=O\left(|I|+\left|\mathcal{I}_{\text {max }, k}\right|\right)$.

The formulation below is our prime candidate to prove it. Introduce a variable $y_{S}$ for each $S \in \mathcal{I}_{\text {max }, k}$, where $\mathcal{I}_{\text {max }, k}$ is the set of inclusion-wise maximal independent sets that have cardinality at least $k$. The formulation is the set of $(x, y) \geq 0$ satisfying:

$$
\begin{gather*}
\sum_{i \in I} x_{i}=k  \tag{5.1}\\
\sum_{S \in \mathcal{I}_{\max , k}} y_{S}=1  \tag{5.2}\\
x_{i}-\sum_{S \in \mathcal{I}_{\text {max }, k}: i \in S} y_{S} \leq 0, \forall i \in I . \tag{5.3}
\end{gather*}
$$

It would be interesting to find nontrivial lower bounds for $\operatorname{xc}\left(Q_{k}(G)\right)$, specifically to study its extension complexity as a function of $k$. It would also be interesting to investigate lower and upper bounds for the cardinality-constrained independent set polytope. Due to the widely held belief that the independent set problem is not fpt with respect to solution size, this makes us think that fpt extended formulations are unachievable. However, we know of no complexity-theoretic justification for the belief that they do not exist (only that they cannot be constructed efficiently).
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[^0]:    ${ }^{1}$ By this definition of connectivity, the trivial graphs $(\emptyset, \emptyset)$ and $(\{v\}, \emptyset)$ are connected. However, it is sometimes convenient to define the trivial graphs as disconnected. As Diestel [40] notes, " $[\mathrm{s}]$ ometimes, ..., trivial graphs can be useful; at other times they form silly counterexamples and become a nuisance. To avoid cluttering the text with non-triviality conditions, we shall mostly treat the trivial graphs. . . with generous disregard."

[^1]:    ${ }^{2}$ Often, researchers refer to a clique of $k$ vertices as as a $k$-clique and the associated decision problem as $k$-CliQUE. We will typically refer to both as $k$-clique, and it will be clear what we mean based on the context. The same conventions will be used for $k$-coloring, $k$-vertex cover, $k$-independent set, etc.

[^2]:    ${ }^{1}$ For the definition of $D_{Q}(v)$, recall the notation $S_{Y}(x)$ introduced prior to Lemma 1.

[^3]:    ${ }^{1}$ Reprinted with permission from "Solving maximum clique in sparse graphs: an $O\left(n m+n 2^{d / 4}\right)$ algorithm for d-degenerate graphs" by A. Buchanan, J.L. Walteros, S. Butenko, and P.M. Pardalos, 2014. Optimization Letters, 8(5):1611-1617, Copyright 2014 by Springer.

[^4]:    ${ }^{1}$ This notion of extended formulation is different than that of Definition 11 as it refers to the optimal objective value of the LP relaxation, not necessarily a polyhedral approximation.

[^5]:    ${ }^{1}$ We can achieve a runtime of $O^{*}\left(2^{k}\right)$ using polynomial space if the edge weights are bounded [14, 85].

