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#### Abstract

Given two von Neumann algebras $M$ and $N$ acting on the same Hilbert space, $d(M, N)$ is defined to be the Hausdorff distance between their unit balls. The Kadison-Kastler problem asks whether two sufficiently close von Neumann algebras are spatially isomorphic. In this article, we show that if $P_{0}$ is an injective von Neumann algebra with a cyclic tracial vector, $G$ is a free group, $\alpha$ is a free action of $G$ on $P_{0}$ and $N$ is a von Neumann algebra such that $d\left(N, P_{0} \rtimes_{\alpha} G\right)<1 / 7 \cdot 10^{-7}$, then $N$ and $P_{0} \rtimes_{\alpha} G$ are spatially isomorphic. Suitable choices of the actions give the first examples of infinite noninjective factors for which this problem has a positive solution.
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## 1. INTRODUCTION

The study of perturbation of operator algebras was initiated by Kadison and Kastler. In [23], they introduced a metric on all closed *-subalgebras of bounded linear operators on a Hilbert space and asked if two sufficiently close von Neumann algebras are spatially isomorphic. The metric is defined in terms of the Hausdorff distance of the unit balls of the algebras (see Definition 2.1 for the exact details). Examples of close von Neumann algebras can be obtained by conjugating an operator algebra by a unitary close to the identity operator. The Kadison-Kastler problem for injective von Neumann algebras was solved positively by the independent work of Christensen [10], Johnson [22], Raeburn and Taylor [30]. There is also a similar formulation for $\mathrm{C}^{*}$-algebras represented on Hilbert spaces: whether close $\mathrm{C}^{*}$-algebras are isomorphic or spatially isomorphic. Although there are counterexamples where close $C^{*}$-algebras are non-isomorphic [7], the problem was solved positively for various classes of $\mathrm{C}^{*}$-algebras (for example, [12], [28], [29]). Recently, Christensen et al. [15] solved it completely for separable and nuclear C*-algebras on separable Hilbert spaces. Other recent progress was obtained in [3], where Cameron et al. provided the first examples of finite non-injective factors for which the Kadison-Kastler problem holds. They considered crossed product algebras associated with trace preserving actions of certain discrete nonamenable groups. Their techniques were specific to the finite case, so it is natural to ask if their results hold for the case of infinite factors. By modifying their methods to apply to the infinite case, we will show that the Kadison-Kastler problem holds for $P_{0} \rtimes_{\alpha} G$ where $P_{0}$ is an injective von Neumann algebra with a cyclic tracial vector, $G$ is a free group and $\alpha$ is a free action of $G$ on the von Neumann algebra $P_{0}$. We do not assume that $G$ preserves any trace of $P_{0}$,
so that these crossed products include infinite factors.
When $P_{0} \subseteq B\left(\mathcal{H}_{0}\right)$ is an injective von Neumann algebra with a cyclic tracial vector $\xi_{0}$ and $\alpha$ is a free action of a free group $G$ on $P_{0}$, there is a natural cyclic and separating vector $\xi$ (related to $\xi_{0}$ ) for $M=P_{0} \rtimes_{\alpha} G$ and a group of normalizing unitaries $\left\{u_{g}: g \in G\right\}$ for the algebra $P \subseteq M$ (the image of $P_{0}$ in $M$ ) and the Hilbert space $\mathcal{H}$, where $M$ is represented, decomposes as a direct sum of closed subspaces spanned by $u_{g} P \xi$. If we have another von Neumann algebra $N \subseteq B(\mathcal{H})$ close to $M$, by a theorem of Christensen [12, Theorem 4.3], we may find a unitary $w$ close to the identity so that $P \subseteq N_{1}=w N w^{*}$ and $J_{M} P J_{M} \subseteq N_{1}^{\prime}$ where $J_{M}$ is the modular conjugation associated with $M$ and the cyclic and separating vector $\xi$. Using the methods of Cameron et al. [3], for each $g \in G$, we may find a unitary $v_{g} \in N_{1}$ close to $u_{g}$ so that $v_{g}$ normalizes $P, v_{g} P \xi$ and $u_{g} P \xi$ generate the same closed subpace, and $v_{g}$ and $u_{g}$ have the same conjugate action on $P$. Now, $g \mapsto v_{g}$ may not be a group homomorphism in general. However, due to the freeness of $G$, we may find a group homomorphism $g \mapsto \tilde{v}_{g}$ from $G$ into the group of normalizing unitaries for the inclusion $P \subseteq N_{1}$ such that $\tilde{v}_{g}$ and $v_{g}$ coincide on a generating set of $G$. Moreover, $\tilde{v}_{g}$ and $u_{g}$ have the same conjugate action on $P$, and $\tilde{v}_{g} P \xi$ and $u_{g} P \xi$ generate the same closed subspace. Then there is a natural unitary $w_{2}$ such that $w_{2} u_{g} w_{2}^{*}=\tilde{v}_{g}$ for all $g \in G$ and $w_{2}$ commutes with $P$. To show $N_{1}=w_{2} M w_{2}^{*}$, it suffices to show that $\left\{\tilde{v}_{g}: g \in G\right\}$ and $P$ generate $N_{1}$. Here we use a different method which does not need the finiteness of $N$. Let $N_{2}$ be the von Neumann algebra generated by $\left\{\tilde{v}_{g}: g \in G\right\}$ and $P$. We can show that $\xi$ is also a cyclic and separating vector for $N_{1}$ and $N_{2}$. Let $J_{N_{1}}$ (resp. $J_{N_{2}}$ ) be the modular conjugation associated with $N_{1}$ and $\xi$ (resp. $N_{2}$ and $\xi)$. Then $M_{1}=w_{2}^{*} J_{N_{2}} N_{1}^{\prime} J_{N_{2}} w_{2}$ is a von Neumann algebra of $M$ containing $P$ and $\xi$ is cyclic for $M_{1}$. We then show that $M_{1}=M$. Hence, $N_{2}=N_{1}$ which implies that $M$ and $N$ are spatially isomorphic.

In section 2, we recall some background results in von Neumann algebras and some existing perturbation results of von Neumann algebras.

In section 3, we relax the factor requirement and prove that commutants of a pair of close von Neuman algebras are close when one algebra has a cyclic vector. In [5], the connection between having the similarity property and having close commutants is established. While it is unknown if commutants of a pair of close von Neumann algebras are close, this question is settled when one algebra is properly infinite [11, Corollary 2.5] and when both algebras are $\mathrm{II}_{1}$ factors with one algebra having a cyclic vector [3, Lemma 4.1(iii)]. This is Corollary 3.7 (see also Proposition 3.6) and the proof is based on a type-decomposition argument and modification of [3, Lemma 4.1(iii)]. This result is needed when we prove the main theorem, Theorem 4.11, of this thesis. It allows us to reduce the problem to the hypothesis of Theorem 4.7.

In section 4, we prove the main result of this thesis, Theorem 4.11, after several propositions. When $M$ and $N$ are close von Neumann algebras with a common injective subalgebra $P$, we show that several properties can be transferred from the inclusion $P \subseteq M$ to the inclusion $P \subseteq N$.

In section 5, we construct examples of actions of $F_{\infty}$ (free group of countably infinite many generators) on some measure spaces ( $Z, \mu$ ) which gives non-injective type $\mathrm{II}_{\infty}$ and type III factors $L^{\infty}(Z) \rtimes F_{\infty}$. The construction is due to Houdayer and Vaes [21, Corollary B].

The thesis ends with section 6 where, under mild restrictions, we show that the property of being isomorphic to close neighbors is independent of the representation in the following sense: if $M \subseteq B(\mathcal{H})$ is *-isomorphic to any close von Neumann algebra on $\mathcal{H}$ and $M_{1}$ is another von Neumann algebra acting on a possibly different Hilbert space $\mathcal{K}$ and is ${ }^{*}$-isomorphic to $M$, then $M_{1}$ is ${ }^{*}$-isomorphic to any close von Neumann algebra on $\mathcal{K}$. We do not know if this holds in general, but we establish
this for countably decomposable von Neumann algebras in Theorem 6.9. As a consequence, we provide some examples of infinite non-injective von Neumann algebras that are weakly Kadison-Kastler stable and some that are Kadison-Kastler stable (see Definition 6.1 and Corollary 6.12).

Sections 3-6 of this thesis were published in [8].

## 2. PRELIMINARIES

### 2.1 Background results in von Neumann algebras theory

We will assume familiarity of the basic theory of von Neumann algebras, as can be found in chapter 5 of [24] and chapters $6-8$ of [25]. We will briefly review some of these results in this subsection. Given a Hilbert space $\mathcal{H}$, there are several natural topologies on the set $B(\mathcal{H})$ of all bounded operators on $\mathcal{H}$ : strong operator topology (SOT), weak operator topology (WOT) and ultraweak operator topology among the others. A net $\left\{x_{\lambda}\right\}_{\lambda \in \Lambda}$ in $B(\mathcal{H})$ converges to some operator $x \in B(\mathcal{H})$ in the strong operator topology if $\left\|x_{\lambda} \xi-x \xi\right\| \rightarrow 0$ holds for all vectors $\xi$ in $\mathcal{H}$. A net $\left\{x_{\lambda}\right\}_{\lambda \in \Lambda}$ in $B(\mathcal{H})$ converges to some operator $x \in B(\mathcal{H})$ in the weak operator topology if $\left\langle x_{\lambda} \xi, \eta\right\rangle \rightarrow\langle x \xi, \eta\rangle$ holds for all vectors $\xi$ and $\eta$ in $\mathcal{H}$. A net $\left\{x_{\lambda}\right\}_{i \in \Lambda}$ in $B(\mathcal{H})$ converges to some operator $x \in B(\mathcal{H})$ in the ultraweak operator topology if $\sum_{k=1}^{\infty}\left\langle x_{\lambda} \xi_{k}, \eta_{k}\right\rangle \rightarrow \sum_{k=1}^{\infty}\left\langle x \xi_{k}, \eta_{k}\right\rangle$ holds for all sequences $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ and $\left\{\eta_{k}\right\}_{k=1}^{\infty}$ in $\mathcal{H}$ such that $\sum_{k=1}^{\infty}\left\|\xi_{k}\right\|^{2}<\infty$ and $\sum_{k=1}^{\infty}\left\|\eta_{k}\right\|^{2}<\infty$.

The identity operator on a Hilbert space $\mathcal{H}$ will be denoted by either $1_{\mathcal{H}}$ or simply 1. Given a subset $A$ of $B(\mathcal{H}), A^{\prime}$ is the commutant of $A$ in $B(H)$, i.e. $\{x \in B(\mathcal{H}): x y=y x$ for all $y \in A\} . A$ is a ${ }^{*}$-subalgebra of $B(\mathcal{H})$ if it is a subalgebra of $B(\mathcal{H})$ such that $x^{*} \in A$ for all $x \in A$. A von Neumann algebra is a weak-operatorclosed ${ }^{*}$-subalgebra of $B(\mathcal{H})$ containing the identity operator $1_{\mathcal{H}}$. The following theorem gives other equivalent definitions for a *-subalgebra to be a von Neumann algebra. A proof of the theorem can be found in [24, Theorem 5.3.1].

Theorem 2.1 (Double commutant theorem). Let $M$ be $a^{*}$-subalgebra of $B(\mathcal{H})$ containing the identity operator 1. Then the following are equivalent:
(i) $M$ is WOT-closed.
(ii) $M$ is SOT-closed.
(iii) $M=M^{\prime \prime}$, where $M^{\prime \prime}=\left(M^{\prime}\right)^{\prime}$.

The crucial part of the following theorem is the norm estimate on the approximating nets $\left\{x_{\lambda}\right\}_{\lambda \in \Lambda}$. A proof of the theorem can be found in [24, Theorem 5.3.5].

Theorem 2.2 (the Kaplansky density theorem). If $A$ is a ${ }^{*}$-subalgebra of $B(\mathcal{H})$ and $x$ is an element in the unit ball of $\bar{A}^{\text {WOT }}$, then there exists a net $\left\{x_{\lambda}\right\}_{\lambda \in \Lambda}$ in the unit ball of $A$ such that $x_{\lambda}$ converges to $x$ in the strong operator topology. If $x$ is a self-adjoint element in the unit ball of $\bar{A}^{W O T}$, then there exists a net $\left\{x_{\lambda}\right\}_{\lambda \in \Lambda}$ of self-adjoint elements in the unit ball of $A$ such that $x_{\lambda}$ converges to $x$ in the strong operator topology.

Let $M$ be a von Neumann algebra on a Hilbert space $\mathcal{H}$. The center of $M$ will be denoted by $Z(M)$ or $Z_{M}$. A central projection $e$ of $M$ is a projection in the center of $M$. For each projection $e$ in $M$, there exists a smallest projection $c_{e}$ in $Z(M)$ such that $c_{e} \geq e$. The projection $c_{e}$ is called the central support of $e$ relative to M. Murray and von Neumann classified different types of von Neumann algebras by introducing an equvalence relation on the set of projections in $M$. Given two projections $p$ and $q$ in $M$, we say that $p$ is equivalent to $q$ (write $p \sim q$ ) relative to $M$ if there exists $v \in M$ such that $p=v^{*} v$ and $q=v v^{*}$. We say that $p$ is subequivalent to $q$ (write $p \preccurlyeq q$ ) relative to $M$ if there exists a projection $q_{1}$ such that $q_{1} \leq q$ and $p \sim q$. A projection $e$ in $M$ is finite relative to $M$ if $e=f$ whenever $f \leq e$ and $f \sim e$ relative to $M$. A projection $e$ in $M$ is called infinite relative to $M$ if it is not finite relative to $M$. A projection $e$ in $M$ is properly infinite relative to $M$ if $p e$ is an infinite projection relative to $M$ or $p e=0$ for each projection $p$ in $Z(M)$. These definitions on projections depend on the ambient algebra $M$. We will drop the words
'relative to $M$ ' when the context is clear. We say that $M$ is a finite (properly infinite resp.) von Neumann algebra if 1 is a finite (properly infinite) projection relative to $M$. For any von Neumann algebra $M$, there exists a largest projection in $Z(M)$ such that $M p$ is a finite von Neuman algebra (acting on the Hilbert space $p(\mathcal{H})$ ). Moreover, $M\left(1_{\mathcal{H}}-p\right)$ is a properly infinite von Neumann algebra on $\left(1_{\mathcal{H}}-p\right)(\mathcal{H})$ if $1_{\mathcal{H}}-p$ is not zero. A projection $e$ in $M$ is called abelian relative to $M$ if $p M p$ is a commutative algebra. A von Neumann algebra $M$ is type I if there exists an abelian projection $e$ in $M$ such that $c_{e}=1$. A von Neumann algebra $M$ is type $\mathrm{II}_{1}$ if it has no nonzero abelian projections and 1 is a finite projection in $M$. A von Neumann algebra $M$ is type $\mathrm{II}_{\infty}$ if: it has no nonzero abelian projections, there exists a finite projection $e$ in $M$ such that $c_{e}=1$ and 1 is a properly infinite projection in $M$. A von Neumann algebra is type III if it has no nonzero finite projections.

A proof of the following theorem can be found in [25, Theorem 8.2.8]. The map $T$ is called the center-valued trace of $M$.

Theorem 2.3 (Center-valued trace). Let $M$ be a finite von Neumann algebra. Then there exists a unique positive linear map $T: M \rightarrow Z(M)$ such that
(i) $T(a b)=T(b a)$ for all $a$ and $b$ in $M$.
(ii) $T(c)=c$ for all $c$ in $Z(M)$.

Morover, for all $a \in A$ and $c \in Z(M)$,
(iii) $T(a)>0$ if $a>0$.
(iv) $T(c a)=c T(a)$.
(v) $\|T(a)\| \leq\|a\|$.
(vi) $T$ is ultraweakly continuous.

A proof of the following theorem can be found in [25, Theorem 8.3.5].

Theorem 2.4 (the Diximier approximation theorem). Let $M$ be a von Neumann algebra and $Z(M)$ be its center. Let $x$ be an element in $M$ and $\overline{\operatorname{conv}_{M}(x)}$ be the normclosed convex hull of the set $\left\{u x u^{*}: u\right.$ is a unitary in $\left.M\right\}$. Then $\overline{\operatorname{conv}_{M}(x)} \cap Z(M) \neq$ $\emptyset$.

Recall that a linear map between two von Neumann algebras is called normal if it is ultraweakly continuous. Equivalently, a linear map between two von Neumann algebras is normal if and only if it is weak-operator-continuous on the unit ball.

If a von Neumann algebra $M$ acts on a Hilbert space $\mathcal{H}$, then a subset $\mathcal{F}$ of $\mathcal{H}$ is a cyclic set for $M$ if the closed linear span of $\{x \eta: x \in M, \eta \in \mathcal{F}\}$ is $\mathcal{H}$. A set $\mathcal{F}$ is a separating set for $M$ if: $x \in M$ such that $x \eta=0$ for all $\eta \in \mathcal{F} \Rightarrow x=0$. A vector $\eta$ is called cyclic vector (resp. separating vector) for $M$ if the set $\{\eta\}$ is a cyclic set (resp. separating set) for $M$.

Theorem 2.5. [25, Theorem 7.2.3] Let $M \subseteq B(\mathcal{H})$ be a von Neumann algebra with a separating vector. Then any normal state $\tau$ on $M$ is a vector state, i.e. there exists a vector $\eta \in \mathcal{H}$ such that $\tau(x)=\langle x \eta, \eta\rangle$ for all $x \in M$.

Proposition 2.6. [25, Proposition 9.1.2] Let $M$ be a von Neumann algebra on a Hilbert space $\mathcal{H}$ and $\eta$ be a vector in $\mathcal{H}$. Let e be the orthogonal projection from $\mathcal{H}$ onto $\overline{M^{\prime} \eta}$ and $e^{\prime}$ be the orthogonal projection from $\mathcal{H}$ onto $\overline{M \eta}$. Then $e$ is an abelian (resp. finite or infinite) projection in $M$ if and only if $e^{\prime}$ is an abelian (resp. finite or infinite) projection in $M^{\prime}$.

The following proposition is an immediate and well known consequence of the previous proposition.

Proposition 2.7. If $M \subseteq B(\mathcal{H})$ is a finite von Neumann algebra and $M$ has a cyclic vector $\eta$, then the commutant $M^{\prime}$ is a finite von Neumann algebra.

Proof. Let $e$ be the orthogonal projection from $\mathcal{H}$ onto $\overline{M^{\prime} \eta}$ and $e^{\prime}$ be the orthogonal projection from $\mathcal{H}$ onto $\overline{M \eta}$. Since $M$ is a finite von Neumann algebra, $e$ is a finite projection in $M$. Since $e^{\prime}$ equals 1, by the previous proposition, 1 is a finite projection in $M^{\prime}$ and hence $M^{\prime}$ is a finite von Neumann algebra.

Proposition 2.8. [25, Excercise 6.9.11] Let $M$ be a finite von Neumann algebra. Let $e$ and $f$ be two projections in $M$ such that $p \sim q$. Then there exists a unitary $u$ in $M$ such that $u e u^{*}=f$.

Note that part (ii) of the following proposition follows from part (i) since $M=M^{\prime \prime}$ by the double commutant theorem.

Proposition 2.9. [24, Proposition 5.5.11] Let $M$ be a von Neumann algebra on a Hilbert space $\mathcal{H}$ and $\mathcal{F}$ be a subset in $\mathcal{H}$. Then
(i) $\mathcal{F}$ is a cyclic set for $M$ if and only if it is a separating set for $M^{\prime}$.
(ii) $\mathcal{F}$ is a separating set for $M$ if and only if it is a cyclic set for $M^{\prime}$.

Recall that a vector $\eta$ is tracial for a von Neumann algebra algebra $M$ if $\langle x y \eta, \eta\rangle=$ $\langle y x \eta, \eta\rangle$ holds for all elements $x$ and $y$ in $M$.

Proposition 2.10. [25, Lemma 7.2.14] A cyclic tracial vector for a von Neumann algebra $M$ is a separating vector for $M$.

A left ideal $I$ of a von Neumann algebra $M$ is a subspace of $M$ such that $a x \in I$ whenever $a \in M$ and $x \in I$. An ideal $I$ of a von Neumann algebra $M$ is a subspace of $M$ such that $a x \in I$ and $x a \in I$ whenever $a \in M$ and $x \in I$. A *-ideal $I$ of $M$ is an ideal of $M$ such that $x^{*} \in I$ whenever $x \in I$.

Proposition 2.11. [25, Proposition 6.8.9] An ideal of a von Neumann algebra is a *-ideal.

Theorem 2.12. [25, Theorem 6.8.8] If I is a weak-operator-closed left ideal of a von Neumann algebra $M$, then there exists a projection $p$ in $M$ such that $I=M p$. If $I$ is a weak-operator-closed ideal of a von Neumann algebra $M$, then there exists a central projection $p$ in $M$ such that $I=M p$.

Proposition 2.13. [24, Proposition 5.5.5] Let $M$ be a von Neumann algebra. Let e be a projection in $M^{\prime}$ and $p$ be the central support of e relative to $M^{\prime}$. Let $\Phi: M p \rightarrow$ Me be the map given by $\Phi(x p)=$ xe for all $x \in M$. Then $\Phi$ is a*-isomorphism.

In the following theorem, the maximal condition means: if $\mathcal{A}$ is a family of orthogonal projections in $M$ such that $p \sim g$ for all $p \in \mathcal{A}$ and $\left\{e_{i}\right\}_{i \in \mathcal{F}_{1}} \subseteq \mathcal{A}$, then $\left\{e_{i}\right\}_{i \in \mathcal{F}_{1}}=\mathcal{A}$.

Theorem 2.14. [25, Theorem 6.3.11] Let $g$ be a finite projection in a von Neumann algebra $M$. Let $\left\{e_{i}\right\}_{i \in \mathcal{F}_{1}}$ and $\left\{f_{j}\right\}_{j \in \mathcal{F}_{2}}$ be two orthogonal family of subprojections in $M$ maximal with respect to the property $e_{i} \sim f_{j} \sim g$ for all $i \in \mathcal{F}_{1}$ and $j \in \mathcal{F}_{2}$. Then $\left|\mathcal{F}_{1}\right|=\left|\mathcal{F}_{2}\right|$.

Theorem 2.15. [25, Exercise 10.5.15] Let $\phi$ be a singular state on a von Neumann algebra $M$. Let e be a nonzero projection in $M$. Then there exists a nonzero subprojection $f$ of e such that $\phi(f)=0$.

Theorem 2.16. [31, Theorem IV 5.5] Let $\pi: M \rightarrow N$ be a normal ${ }^{*}$-homomorphism between two von Neumann algebras $M \subseteq B(\mathcal{H})$ and $N \subseteq B(\mathcal{K})$. Then there exists a Hilbert space $\mathcal{L}$, a projection e in $\left(M \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}$ and a unitary $u$ from $e(\mathcal{H} \otimes \mathcal{L})$ onto $\mathcal{K}$ such that

$$
\pi(x)=u(x \otimes 1)_{e} u^{*} \text { for all } x \in M
$$

### 2.2 Completely positive maps and conditional expectations

Let $A$ be a $\mathrm{C}^{*}$-algebra and $M_{n}(A)$ be the set of all $n \times n$ matrix with entries in $A$. $M_{n}(A)$ is a vector space under the pointwise scalar multiplication and addition. For $a=\left(a_{i, j}\right)_{i, j=1, \ldots n}$ and $b=\left(b_{i, j}\right)_{i, j=1, \ldots n}$, define $a b=\left(c_{i, j}\right)_{i, j=1, \ldots n}$ by $c_{i, j}=\sum_{k=1}^{n} a_{i, k} b_{k, j}$ and $a^{*}=\left(a_{j, i}^{*}\right)_{i, j=1 \ldots n}$. Then $M_{n}(A)$ is a ${ }^{*}$-algebra under these operations. Let $\pi: A \rightarrow B(\mathcal{H})$ be a faithful ${ }^{*}$-representation of $A$. By identifying $M_{n}(B(\mathcal{H}))$ as $B\left(\mathcal{H}^{n}\right)$, we can define a norm on $M_{n}(A)$ by $\left\|\left(a_{i, j}\right)_{i, j=1, \ldots n}\right\|=\left\|\left(\pi\left(a_{i, j}\right)\right)_{i, j=1, \ldots . n}\right\|$. Then $M_{n}(A)$ becomes a $\mathrm{C}^{*}$-algebra under this norm and note that the norm does not depends on the choice of faithful ${ }^{*}$-representation $\pi$.

Let $A$ and $B$ be $\mathrm{C}^{*}$-algebras. Then $M_{n}(A)$ and $M_{n}(B)$ are $\mathrm{C}^{*}$-algebras as described in the preceding paragraph. Let $\phi: A \rightarrow B$ be a linear map. Define $\phi_{n}: M_{n}(A) \rightarrow M_{n}(B)$ by $\phi_{n}\left(\left(a_{i, j}\right)_{i, j=1, \ldots n}\right)=\left(\phi\left(a_{i, j}\right)\right)_{i, j=1, \ldots n}$. A lineap map $\phi$ is called completely positive if $\phi_{n}$ are positive linear maps for all positive integers $n$.

Let $B \subseteq A$ be two $\mathrm{C}^{*}$-algebras. A projection from $A$ onto $B$ is a linear map $E: A \rightarrow B$ such that $E(b)=b$ for all $b \in B$. A conditional expectation $E$ from $A$ onto $B$ is a completely positive linear map $E$ from $A$ onto $B$ with the following properties:
(i) $\|E(x)\| \leq\|x\|$ for all $x \in A$.
(ii) $E(b)=b$ for all $x \in B$.
(iii) $E\left(b_{1} x b_{2}\right)=b_{1} E(x) b_{2}$ for all $b_{1}, b_{2} \in B$ and $x \in A$.

In [33, Theorem 1], Tomiyama showed that a norm-one projection $E$ from a C*algebra onto a $\mathrm{C}^{*}$-subalgbera is a positive linear map satisfying properties (i)-(iii) of the conditional expectation. The concept of completely positivity was introduced
after Tomiyama's paper [33]. A proof of the following theorem can be found in a recent book by Brown and Ozawa [2, Theorem 1.5.10].

Theorem 2.17. Let $B \subseteq A$ be $C^{*}$-algebras and $E$ be a projection from $A$ onto $B$. Then the following are equivalent:
(i) $E$ is a conditional expectation.
(ii) $E$ is a completely positive linear map and $\|E\| \leq 1$.
(iii) $\|E\| \leq 1$.

Recall that a positive linear map $\phi: A \rightarrow B$ between $\mathrm{C}^{*}$-algebras is faithful if $x=0$ whenever $x$ is a positive element in $A$ and $\phi(x)=0$.

Proposition 2.18. [32, Proposition IX 4.3] Let $M$ be a von Neumann algebra and $P$ be a von Neumann subalgebra of $M$ such that $P^{\prime} \cap M \subseteq P$. Assume that there exists a normal conditional expectation $E$ from $M$ onto $P$. Then $E$ is faithful and unique.

### 2.3 Modular theory

In the following theorem, $\Delta$ is called the modular operator associated with $M$ and $\xi$ while $J$ is called the modular conjugation associated with $M$ and $\xi$.

Theorem 2.19. [25, Theorem 9.2.9] Suppose that a von Neumann algebra $M$ has a unit cyclic and separating vector $\xi$ in a Hilbert space $\mathcal{H}$ and let $S_{0}: M \xi \rightarrow \mathcal{H}$ be the map $S_{0} x \xi=x^{*} \xi$ for any $x$ in $M$. Then $S_{0}$ is preclosed and let $S$ be the closure of $S_{0}$. Let $S=J \Delta^{1 / 2}$ be the polar decomposition of $S$. Then the following hold:
(i) $J$ is a conjugate-linear isometry onto $M$ such that $J^{2}=1$.
(ii) $S^{*} x \xi=x^{*} \xi$ for all $x \in M^{\prime}$.
(iii) $J \xi=\Delta^{1 / 2} \xi=\xi$.
(iv) $J \Delta^{i t}=\Delta^{i t} J$ for all $t \in \mathbb{R}$.
(v) $J M J=M^{\prime}$.
(vi) $\Delta^{i t} M \Delta^{-i t}=M$ for all $t \in \mathbb{R}$.

Recall that a one-parameter group of *-automorphisms of a von Neumann algebra $M$ is a map $t \mapsto \alpha_{t}$ from $\mathbb{R}$ to $\operatorname{Aut}(M)$ such that $\alpha_{t+s}=\alpha_{t} \alpha_{s}$ for all real numbers $t$ and $s$. A one-parameter group $\alpha$ of ${ }^{*}$-automorphisms of a von Neumann algebra $M$ satisfies the modular condition relative to a state $\omega$ on $M$ if: for any $a$ and $b$ in $M$, there exists a continuous function $f$ on the region $\{z \in \mathbb{C}: 0 \leq \operatorname{Im} z \leq 1\}$ and is analytic in $\{z \in \mathbb{C}: 0<\operatorname{Im} z<1\}$ such that

$$
f(t)=\omega\left(\alpha_{t}(a) b\right), \quad f(t+i)=\omega\left(b \alpha_{t}(a)\right) \text { for all } t \in \mathbb{R}
$$

Assume that a von Neumann algebra $M$ has a unit cyclic and separating vector $\xi$. Let $\Delta$ be the modular operator associated with $M$ and $\xi$. Let $\omega$ be the normal state on $M$ given by $\omega(x)=\langle x \xi, \xi\rangle$ for all $x \in M$. For each $t \in \mathbb{R}$, let $\alpha_{t}$ be the *-automorphism on $M$ by $\alpha_{t}(x)=\Delta^{i t} x \Delta^{-i t}$ for all $x \in M$. Then the map $t \mapsto \alpha_{t}$ is a one-parameter group of *-automorphisms of $M$ by the Tomita theorem. By [25, Theorem 9.2.13], $\alpha$ satisfies the modular condition relative to $\omega$. Then the following proposition follows from [25, Proposition 9.2.14(iii)].

Proposition 2.20. Let $M$ be a von Neumann algebra with a unit cyclic and separating vector $\xi$. Let $\Delta$ be the modular operator associated with $M$ and $\xi$. If $x$ is an element in $M$ such that $\langle a x \xi, \xi\rangle=\langle x a \xi, \xi\rangle$ for all $a \in M$, then $\Delta^{i t} x \Delta^{-i t}=x$ holds for all real numbers $t$.

The first three parts of the next result follow from Stone's Theorem [24, Theorem 5.6.36] and the last part is shown in the proof of [25, Theorem 9.2.16].

Theorem 2.21. Let $M \subseteq B(\mathcal{H})$ be a von Neumann algebra with a unit cyclic and separating vector $\xi$. Let $\Delta$ be the modular operator associated with $M$ and $\xi$. Then there exists a (possibly unbounded) self-adjoint operator $h$ defined on a dense subspace of $\mathcal{H}$ such that the following hold:
(i) $\exp (i t h)=\Delta^{i t}$.
(ii) $\operatorname{dom}(h)=\left\{\xi_{1} \in \mathcal{H}: \lim _{t \rightarrow 0} \frac{\Delta^{i t} \xi_{1}-\xi_{1}}{t}\right.$ exists in the norm topology $\}$.
(iii) For any $\xi_{1} \in \operatorname{dom}(h)$, $i h \xi_{1}=\lim _{t \rightarrow 0} \frac{\Delta^{i t} \xi_{1}-\xi_{1}}{t}$.
(iv) $\Delta=\exp (h)$.

### 2.4 Some existing perturbation results

In this subsection, we will recall some related lemmas and theorems known in the literature.

In [23], Kadison and Kastler introduced the following distance on the set of all von Neumann subalgebras of $B(\mathcal{H})$.

Definition 2.22. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$. Given a bounded operator $x \in B(\mathcal{H})$ and a subset $F$ of $B(\mathcal{H})$, define

$$
\begin{gathered}
d(x, F)=\inf \{\|x-y\|: y \in F\} \text { and } \\
d(M, N)=\sup \left\{d\left(a, N_{1}\right), d\left(b, M_{1}\right): a \in M_{1}, b \in N_{1}\right\}
\end{gathered}
$$

where $M_{1}\left(\right.$ resp. $\left.N_{1}\right)$ denotes the closed unit ball of $M($ resp. $N), M_{1}=\{a \in M$ : $\|a\| \leq 1\}$.

In [12], Christensen introduced the following notion of near inclusion for a pair of von Neumann algebras.

Definition 2.23. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$ and $\gamma>0 . M \subseteq_{\gamma} N$ means for any $a \in M$ with $\|a\| \leq 1$, there exists $b \in N$ such that $\|a-b\| \leq \gamma . M \subset_{\gamma} N$ means there exists $\gamma_{0}<\gamma$ such that $M \subseteq_{\gamma_{0}} N$.

The following proposition comes from [9, Lemma 2.7] where the bound for $\|u-1\|$ is sharper than stated here.

Proposition 2.24. Let $x$ be a bounded operator on a Hilbert space $\mathcal{H}$ and $x=u|x|$ be its polar decomposition. If $\|x-1\|<1$, then $\|u-1\| \leq \sqrt{2}\|x-1\|$.

A proof of the following proposition can be found in [27, Lemma 6.2.1].

Proposition 2.25. Let $p$ and $q$ be two projections in a unital $C^{*}$-algebras $A$ with $\|p-q\|<1$. Then there exists a unitary $u$ in $A$ such that $q=u p u^{*}$ and $\|u-1\| \leq$ $\sqrt{2}\|p-q\|$.

The following proposition is [23, Lemma 4].

Proposition 2.26. Let $p$ be a projection in a von Neumann algebra $M$. Then $p$ is central if and only if $\|p x-x p\|<1$ for all elements $x$ in the unit ball of $M$.

The following proposition is a consequence of [26, Lemma 1.10] since the function $\alpha(t)$ used there satisfies $\alpha(t) \leq \sqrt{2} t$.

Proposition 2.27. Let $A$ and $B$ be unital $C^{*}$-subalgebras of a unital $C^{*}$-algebra $C$ (In this case, $1_{A}=1_{B}=1_{C}$ ). Assume that $A \subset_{\gamma} B$ for some $\gamma<1$. Then
(i) If $u$ is a unitary in $A$, there exists a unitary $v$ in $B$ such that $\|u-v\|<\sqrt{2} \gamma$.
(ii) If $p$ is a projection in $A$, then there exists a projection $q$ in $B$ such that $\|p-q\|<$ $\frac{\gamma}{\sqrt{2}}$.

The following proposition was used in the proof of [12, Corollary 4.4]. We include a proof for the convenience of the reader.

Proposition 2.28. Let $B$ be a $C^{*}$-subalgebra of a $C^{*}$-algebra $A$. If $A \subset_{\gamma} B$ for some positive number $\gamma<1$. Then $A=B$.

Proof. For each element $y$ in $A$, we can find recursively a sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ in $B$ such that $\left\|y-x_{1}-\ldots-x_{n}\right\| \leq \gamma^{n}\|y\|$. Hence $y=\sum_{n=1}^{\infty} x_{n} \in B$.

The following proposition is an immediate consequence of [11, Theorem 2.4]. Note that $\mathcal{D}_{x}$ in $\left[11\right.$, Theorem 2.4] is the map on $B(\mathcal{H})$ such that $\mathcal{D}_{x}(y)=x y-y x$ for all $y \in B(\mathcal{H})$. Under the hypothesis of $(i)$, any element $x$ in the unit ball of $N^{\prime}$ statisfies $\left\|\left.\mathcal{D}_{x}\right|_{M}\right\| \leq 2 \gamma$.

Proposition 2.29. Let $M$ and $N$ be von Neumann algebras on a Hilbert space $\mathcal{H}$.
(i) If $M$ is a properly infinite von Neumann algebra and $M \subseteq_{\gamma} N$, then $N^{\prime} \subseteq_{3 \gamma} M^{\prime}$.
(ii) If $M$ and $N$ are properly infinite von Neumann algebras, then

$$
d\left(M^{\prime}, N^{\prime}\right) \leq 6(M, N)
$$

The following proposition (with other constant in the conclusion) follows from [13, Corollary 5.4]. The form stated here was obtained recently in [3, Proposition 2.8(ii)] with improved constant.

Proposition 2.30. Let $M$ and $N$ be von Neumann algebras on a Hilbert space $\mathcal{H}$. Assume that $M$ has a finite cyclic set of $m$ vectors. If $M \subseteq_{\gamma} N$, then $N^{\prime} \subseteq_{2(1+\sqrt{2}) m \gamma}$ $M^{\prime}$.

The following proposition is [14, Lemma 3.4].

Proposition 2.31. Let $M$ and $N$ be von Neumann algebras on a Hilbert space $\mathcal{H}$. Let $Z_{M}$ and $Z_{N}$ be the center of $M$ and $N$ respectively. Assume that $d(M, N) \leq \gamma$ for some $\gamma<1 / 6$. Then there exists a unitary $u \in\left(Z_{M} \cup Z_{N}\right)^{\prime \prime}$ such that $u Z_{M} u^{*}=Z_{N}$ and $\|u-1\| \leq 5 \gamma$.

The following proposition can be proved in the same way as the proof of [3, Lemma 4.1(ii)]. We briefly sketch the proof used in [3, Lemma 4.1(ii)]

Proposition 2.32. Let $M$ and $N$ be von Neumann algebras on a Hilbert space $\mathcal{H}$. Assume that $M \subseteq_{\gamma} N$ for some positive number $\gamma$ with $(2+\gamma) 2 \gamma<1$. If $N$ is a finite von Neumann algebra, then so is $M$.

Proof. Let $v$ be an element in $M$ such that $v^{*} v=1$ and $v v^{*}=e$ for some projection $e$ in $M$. By hypothesis, there exists an element $w$ in $N$ such that $\|v-w\| \leq \gamma$. Then $\left\|w^{*} w-1\right\|=\left\|w^{*} w-v^{*} v\right\| \leq(2+\gamma) \gamma$ and $\left\|w w^{*}-v v^{*}\right\| \leq(2+\gamma) \gamma$. Since $N$ is a finite von Neumann algebra, there exists a unitary $u$ in $N$ such that $w=$ $u|w|$. Then $w w^{*}=u w^{*} w u^{*}$ and $\left\|w w^{*}-1\right\|=\left\|u\left(w^{*} w-1\right) u^{*}\right\| \leq(2+\gamma) \gamma$. Hence $\|e-1\| \leq\left\|v v^{*}-w w^{*}\right\|+\left\|w w^{*}-1\right\| \leq(2+\gamma) 2 \gamma<1$. Since $1-e$ is a projection, the inequality $\|e-1\|<1$ implies that $e=1$. This shows that $M$ is a finite von Neumann algebra.

The following proposition is known (for example, [14, Lemma 3.5]). It is an immediate consequence of the previous proposition.

Proposition 2.33. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$ with common center $Z$. Assume that $d(M, N)<\gamma$ for some positive number $\gamma$ with $(2+\gamma) 2 \gamma<1$. Let $p$ (resp. q) be the largest projection in $Z$ such that $M p$ ( resp. $N p$ ) is a finite von Neumann algebra. Then $p=q$.

Proof. We have $N p \subseteq_{\gamma} M p$ and $M p$ is a finite von Neumann algebra on the Hilbert space $p \mathcal{H}$. By previous proposition, $N p$ is a finite von Neumann algebra on $p \mathcal{H}$. Hence $p \leq q$. Similarly, we can show that $q \leq p$. Hence, $p=q$.

The following proposition is [3, Lemma 4.1 (iii)].

Proposition 2.34. Let $M$ and $N$ be $\mathrm{II}_{1}$ factors acting on a Hilbert space $\mathcal{H}$. Suppose that $M$ has a cyclic vector. If $M \subset_{\gamma} N$ amd $N \subset_{\gamma} M$ for some $0<\gamma<1 / 47$, then $M^{\prime} \subset_{4(1+\sqrt{2}) \gamma} N^{\prime}$.

The following theorem is due to Christensen. Part (i) of the theorem is [12, Theorem 4.3] and part (ii) of the theorem is [12, Corollary 4.4].

Theorem 2.35. Let $M$ and $N$ be von Neumann algebras on a Hilbert space $\mathcal{H}$. Assume that $M$ is injective.
(i) If $M \subset_{\gamma} N$ for some $\gamma<1 / 100$, then there exists a unitary $u \in(M \cup N)^{\prime \prime}$ such that $u M u^{*} \subseteq N,\|u-1\| \leq 150 \gamma$ and $\left\|u x u^{*}-x\right\| \leq 100 \gamma\|x\|$ for all $x \in M$.
(ii) If $d(M, N)<\gamma<1 / 101$, then there exists a unitary $u \in(M \cup N)^{\prime \prime}$ such that $u M u^{*}=N$ and $\|u-1\| \leq 150 \gamma$.

### 2.5 Crossed product algebras

Let $P_{0}$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}_{0}$. Let $G$ be a discrete group with identity element $e$ and let $g \mapsto \alpha_{g}: G \rightarrow \operatorname{Aut}\left(P_{0}\right)$ be a free action on $P_{0}$. For any $g \in G$, let $\delta_{g} \in \ell^{2}(G)$ be the characteristic function of $\{g\}$, let $p_{g}$ be the orthogonal projection of $\ell^{2}(G)$ onto $\mathbb{C} \delta_{g}$ and let $\lambda_{g} \in B\left(\ell^{2}(G)\right)$ be the unitary operator determined by $\lambda_{g}\left(\delta_{h}\right)=\delta_{g h}$ for any $h \in G$. For any $a \in P_{0}$, define

$$
\pi(a)=\sum_{g \in G} \alpha_{g^{-1}}(a) \otimes p_{g}
$$

For any $g \in G$, define

$$
u_{g}=1_{\mathcal{H}_{0}} \otimes \lambda_{g} \in B\left(\mathcal{H}_{0} \otimes \ell^{2}(G)\right) .
$$

Then $P_{0} \rtimes_{\alpha} G$ is the von Neumann algebra generated by $\left\{\pi(a): a \in P_{0}\right\} \cup\left\{u_{g}: g \in\right.$ $G\}$.

Recall that the freeness of the action $\alpha$ means for any $g \in G$ with $g \neq e$, if $a \in P_{0}$ is such that $a \alpha_{g}(b)=b a$ for every $b \in P_{0}$, then $a=0$. It is folklore that the freeness of the action implies $\pi\left(P_{0}\right)^{\prime} \cap\left(P_{0} \rtimes_{\alpha} G\right) \subseteq \pi\left(P_{0}\right)$. Indeed, it follows easily from Proposition 4.9 (i) and (ii).

## 3. COMMUTANTS OF CLOSE VON NEUMANN ALGEBRAS WITH A CYCLIC VECTOR*

In [23], Kadison and Kastler introduced the following distance on the set of all von Neumann subalgebras of $B(\mathcal{H})$.

Definition 3.1. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$. Given a bounded operator $x \in B(\mathcal{H})$ and a subset $F$ of $B(\mathcal{H})$, define

$$
\begin{gathered}
d(x, F)=\inf \{\|x-y\|: y \in F\} \text { and } \\
d(M, N)=\sup \left\{d\left(a, N_{1}\right), d\left(b, M_{1}\right): a \in M_{1}, b \in N_{1}\right\}
\end{gathered}
$$

where $M_{1}\left(\right.$ resp. $\left.N_{1}\right)$ denotes the closed unit ball of $M$ (resp. $\left.N\right), M_{1}=\{a \in M$ : $\|a\| \leq 1\}$.

In [12], Christensen introduced the following notion of near inclusion for a pair of von Neumann algebras.

Definition 3.2. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$ and $\gamma>0 . M \subseteq_{\gamma} N$ means for any $a \in M$ with $\|a\| \leq 1$, there exists $b \in N$ such that $\|a-b\| \leq \gamma . M \subset_{\gamma} N$ means there exists $\gamma_{0}<\gamma$ such that $M \subseteq_{\gamma_{0}} N$.

In general, it is not known whether close von Neumann algebras have close commutants. Recently, [4] shows that a C*-algebra $\mathcal{A}$ satisfies the Kadison similarly property if and only if commutants are continuous at $\mathcal{A}$. The main result of this section is Corollary 3.7: commutants of close von Neumann algebras are close

[^0]when one algebra has a cyclic vector. More precisely, there exists $k>0$ such that $d\left(M^{\prime}, N^{\prime}\right) \leq k d(M, N)$ when $M$ has a cyclic vector, where $M^{\prime}$ denotes the commutant of $M$. Proposition 2.29 (ii) shows $d\left(M^{\prime}, N^{\prime}\right) \leq 6 d(M, N)$ when $M$ and $N$ are properly infinite von Neumann algebras. Lemma 6 and Lemma 9 of [23] show that $M$ is a properly infinite von Neumann algebra if and only if $N$ is a properly infinite von Neumann algebra when $d(M, N)$ is sufficiently small. Thus the question is settled when $M$ is properly infinite. By Proposition 2.30, the question is settled when both algebras have a cyclic vector. The question is settled when $M$ and $N$ are type $\mathrm{II}_{1}$ factors and $M$ has a cyclic vector by Proposition 2.30 and 2.34 . By modifying the proof of Proposition 2.34, we prove Proposition 3.5 which is a version of Proposition 2.34 when $M$ is a finite von Neumann algebra with a cyclic vector. Proposition 3.6 will be used to prove the main result of this work: Theorem 4.11.

The following lemma is analogous to [3, Lemma 2.15] and the proofs are the same. In the following lemma, $\operatorname{conv}(S)$ refers to the convex hull of a set $S$.

Lemma 3.3. Let $A$ and $B$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$. Let $A$ be a finite von Neumann algebra and suppose that $A \subset_{\gamma} B$ with $\gamma<1$. Let $T_{A}$ be the center-valued trace for $A$. Let $\rho$ be a state on $B(\mathcal{H})$ such that $\left.\rho\right|_{B}$ is tracial. Then, for each $x \in A$,

$$
\left|\rho\left(T_{A}(x)\right)-\rho(x)\right| \leq(2+2 \sqrt{2}) \gamma\|x\|
$$

Proof. Let $x \in A$ and let $u$ be a unitary in $A$. There exists $y \in B$ such that $\|x-y\| \leq \gamma\|x\|$ and there exists a unitary $v \in B$ such that $\|u-v\|<\sqrt{2} \gamma$ by

Proposition 2.27 (i). Then

$$
\begin{aligned}
\left\|u x u^{*}-v y v^{*}\right\| & \leq\left\|(u-v) x u^{*}\right\|+\left\|v x\left(u^{*}-v^{*}\right)\right\|+\left\|v(x-y) v^{*}\right\| \\
& \leq \sqrt{2} \gamma\|x\|+\sqrt{2} \gamma\|x\|+\gamma\|x\| .
\end{aligned}
$$

As $\left.\rho\right|_{B}$ is a trace,

$$
\begin{aligned}
\left|\rho\left(u x u^{*}\right)-\rho(x)\right| & \leq\left|\rho\left(u x u^{*}-v y v^{*}\right)\right|+\left|\rho\left(v y v^{*}\right)-\rho(y)\right|+|\rho(y-x)| \\
& \leq(2 \sqrt{2}+1) \gamma\|x\|+\gamma\|x\|=(2 \sqrt{2}+2) \gamma\|x\| .
\end{aligned}
$$

By the Dixmier approximation theorem (See Theorem 2.4), $T_{A}(x)$ lies in the norm closure of $\operatorname{conv}\left\{u x u^{*}: u\right.$ unitary in $\left.A\right\}$. Thus we have $\left|\rho\left(T_{A}(x)\right)-\rho(x)\right| \leq(2 \sqrt{2}+$ 2) $\gamma\|x\|$.

As remarked above, it is not known whether close von Neumann algebras have close commutants. Proposition 3.5 establishes this relationship under the additional hypothesis that there is a unit cyclic vector. Proposition 2.31 allows us to reduce to the situation where two algebras have a common center. Proposition 3.5 can be thought of as the generalization of Proposition 2.34 to general finite von Neumann algebras. We extract the main argument of the proof of Proposition 3.5 into the following lemma. Its proof is adapted from the proof of [3, Lemma 4.1.1(iii)] by using a center-valued trace.

Lemma 3.4. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$ with common center $Z$. Assume that $M$ is a finite von Neumann algebra and has a unit cyclic vector $\xi$. Suppose also that $M \subset_{\gamma} N$ and $N \subset_{\gamma} M$ for some positive number $\gamma<1 / 47$. Then there exists a nonzero projection $\tilde{q} \in Z$ such that $M^{\prime} \tilde{q} \subset_{4(1+\sqrt{2}) \gamma} N^{\prime} \tilde{q}$.

Proof. Since $M$ has a cyclic vector and $M \subset_{\gamma} N$, the near inclusion $N^{\prime} \subset_{2(1+\sqrt{2}) \gamma} M^{\prime}$ follows from Proposition 2.30. Since $M$ is a finite von Neumann algebra and has a cyclic vector, $M^{\prime}$ is finite by Proposition 2.7. Note that $N^{\prime}$ is finite since $M^{\prime}$ is finite and $N^{\prime} \subset_{2(1+\sqrt{2}) \gamma} M^{\prime}$ by Proposition 2.32.

The map $x \mapsto\left\langle T_{M^{\prime}}(x) \xi, \xi\right\rangle: M^{\prime} \rightarrow \mathbb{C}$ is a normal state on $M^{\prime}$ where $T_{M^{\prime}}$ is the center-valued trace of $M^{\prime}$. Now $M^{\prime}$ has a separating vector, so there exists a unit vector $\eta$ such that

$$
\begin{equation*}
\left\langle T_{M^{\prime}}(x) \xi, \xi\right\rangle=\langle x \eta, \eta\rangle \text { for any } x \in M^{\prime} \tag{3.1}
\end{equation*}
$$

by Theorem 2.5. As $J=\left\{y \in N^{\prime}: y \eta=0\right\}$ is a weak-operator-closed left ideal in $N^{\prime}$, there exists a projection $p \in N^{\prime}$ such that

$$
\begin{equation*}
J=N^{\prime} p \tag{3.2}
\end{equation*}
$$

For any $z \in Z$ such that $\|z \eta\| \neq 0$, define a state $\rho_{z}$ on $B(\mathcal{H})$ by

$$
\rho_{z}(x)=\langle x z \eta, z \eta\rangle /\|z \eta\|^{2}, x \in B(\mathcal{H}) .
$$

For $x \in M^{\prime}$,

$$
\begin{aligned}
\rho_{z}(x) & =\langle x z \eta, z \eta\rangle /\|z \eta\|^{2}=\left\langle z^{*} x z \eta, \eta\right\rangle /\|z \eta\|^{2} \\
& =\left\langle T_{M^{\prime}}\left(z^{*} x z\right) \xi, \xi\right\rangle /\|z \eta\|^{2}=\left\langle T_{M^{\prime}}(x) z \xi, z \xi\right\rangle /\|z \eta\|^{2},
\end{aligned}
$$

where the third equality follows from equation (3.1) and the last equality follows from the fact that $T_{M^{\prime}}$ is a $Z$-bimodular map Theorem 2.3 (iv). Thus $\left.\rho_{z}\right|_{M^{\prime}}$ is a tracial state on $M^{\prime}$. Then, by applying Lemma 3.3 to the pair $N^{\prime} \subset_{2(1+\sqrt{2}) \gamma} M^{\prime}$, we
have for any $y \in N^{\prime}$,

$$
\left|\rho_{z}\left(T_{N^{\prime}}(y)\right)-\rho_{z}(y)\right| \leq(2+2 \sqrt{2}) \cdot 2(1+\sqrt{2}) \gamma\|y\| .
$$

Now, $\rho_{z}(p)=\langle p z \eta, z \eta\rangle / \mid z \eta\left\|^{2}=\langle z p \eta, z \eta\rangle /\right\| z \eta \|^{2}=0$ since $p \eta=0$. Hence we have

$$
\left\langle T_{N^{\prime}}(p) z \eta, z \eta\right\rangle /\|z \eta\|^{2} \leq 4(1+\sqrt{2})^{2} \gamma,
$$

which is equivalent to

$$
\left\langle T_{N^{\prime}}(p) z \eta, z \eta\right\rangle \leq 4(1+\sqrt{2})^{2} \gamma\langle z \eta, z \eta\rangle .
$$

By density, it follows that for any $\tilde{\eta}$ in the closure of $Z \eta$, we have

$$
\begin{equation*}
\left\langle T_{N^{\prime}}(p) \tilde{\eta}, \tilde{\eta}\right\rangle \leq 4(1+\sqrt{2})^{2} \gamma\langle\tilde{\eta}, \tilde{\eta}\rangle . \tag{3.3}
\end{equation*}
$$

Let $q$ be the projection onto the closure of $Z \eta$. Then $q$ is a nonzero projection in $Z^{\prime}$ and the inequality (3.3) implies that

$$
\begin{equation*}
T_{N^{\prime}}(p) q \leq 4(1+\sqrt{2})^{2} \gamma q \tag{3.4}
\end{equation*}
$$

Let $\tilde{q}$ be the central support of $q$ relative to the von Neumann algebra $Z^{\prime}$. Then, $\tilde{q} \in Z$. Since the map $a \tilde{q} \mapsto a q$ is a *-isomorphism between $Z \tilde{q}$ and $Z q$ by Proposition 2.13, from (3.4), we have

$$
\begin{equation*}
T_{N^{\prime}}(p) \tilde{q} \leq 4(1+\sqrt{2})^{2} \gamma \tilde{q} \leq \frac{1}{2} \tilde{q} \tag{3.5}
\end{equation*}
$$

by the choice of $\gamma$. Thus,

$$
T_{N^{\prime}}(p \tilde{q}) \leq T_{N^{\prime}}((1-p) \tilde{q})
$$

and hence

$$
\begin{equation*}
p \tilde{q} \preccurlyeq(1-p) \tilde{q} \text { in } N^{\prime} \tag{3.6}
\end{equation*}
$$

by Theorem 2.3 (iii), (iv) and [25, Theorem 6.2.7]. As noted in the beginning of the proof, $N^{\prime}$ is finite and hence (3.6) implies that there exists a unitary $u \in N^{\prime}$ such that

$$
\begin{equation*}
u p \tilde{q} u^{*} \leq(1-p) \tilde{q} \tag{3.7}
\end{equation*}
$$

by Proposition 2.8.
Let $\eta_{1}=\tilde{q} \eta$ and $\eta_{2}=\tilde{q} u \eta$. If $y$ is an element of $N^{\prime} \tilde{q}$ such that $y \eta_{1}=y \eta_{2}=0$, then

$$
y \eta=y \tilde{q} \eta=y \eta_{1}=0 .
$$

Thus $y \in J$ and $y=y p$ by (3.2). Hence

$$
\begin{equation*}
y(1-p)=0 . \tag{3.8}
\end{equation*}
$$

Also, $y u \eta=y \tilde{q} u \eta=y \eta_{2}=0$. Then $y u \in J$ and by (3.2), we have

$$
y u=y u p .
$$

From the last equation, we have

$$
y=y u p u^{*}=y \tilde{q} u p u^{*}=y u p \tilde{q} u^{*}=y(1-p) u p \tilde{q} u^{*}=0
$$

by noting that $\tilde{q}$ is in the center $Z$ of $N^{\prime}$, and that inequality (3.7) and equation (3.8)
hold. Thus $\left\{\eta_{1}, \eta_{2}\right\}$ is separating for $N^{\prime} \tilde{q}$. The von Neumann algebra $N \tilde{q}$ acting on $\tilde{q} \mathcal{H}$ has a 2-cyclic set $\left\{\eta_{1}, \eta_{2}\right\}$. Together with $N \tilde{q} \subset_{\gamma} M \tilde{q}$, we have $M^{\prime} \tilde{q} \subset_{4(1+\sqrt{2}) \gamma} N^{\prime} \tilde{q}$ by Proposition 2.30.

Proposition 3.5. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$ with common center $Z$. Assume that $M$ is a finite von Neumann algebra and has a unit cyclic vector $\xi$. Suppose also that $M \subset_{\gamma} N$ and $N \subset_{\gamma} M$ for some positive number $\gamma<1 / 47$. Then $M^{\prime} \subset_{4(1+\sqrt{2}) \gamma} N^{\prime}$.

Proof. Lemma 3.4 shows that for any nonzero projection $p \in Z$, there exists a nonzero subprojection $q$ of $p$ such that $q \in Z$ and $M^{\prime} q \subset_{4(1+\sqrt{2}) \gamma} N^{\prime} q$. By a maximality argument, there exists an orthogonal family of projections $\left\{q_{i}\right\}_{i \in \Lambda}$ in $Z$ such that $\sum_{i \in \Lambda} q_{i}=1$ and $M^{\prime} q_{i} \subset_{4(1+\sqrt{2}) \gamma} N^{\prime} q_{i}$ for each $i \in \Lambda$. The proposition follows.

Proposition 3.6. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$ with common center $Z$. Assume that $M$ has a unit cyclic vector $\xi$. Suppose also that $M \subset_{\gamma} N$ and $N \subset_{\gamma} M$ for some positive number $\gamma<1 / 47$. Then $M^{\prime} \subset_{4(1+\sqrt{2}) \gamma}$ $N^{\prime}$.

Proof. Let $p$ be the largest projection in $Z$ such that $M p$ is finite. If $p=1$, the proposition follows from Proposition 3.5. Otherwise, $1-p$ is nonzero and $M(1-p)$ is properly infinite. In this case, $p$ is also the largest projection in $Z$ such that $N p$ is finite and $N(1-p)$ is properly infinite by Proposition 2.33.

Applying Proposition 3.5 to the pair of von Neumann algebras $M p$ and $N p$, we have $M^{\prime} p \subset_{4(1+\sqrt{2}) \gamma} N^{\prime} p$. Since $N(1-p)$ is properly infinite and $N(1-p) \subset_{\gamma} M(1-p)$, we have $M^{\prime}(1-p) \subset_{3 \gamma} N^{\prime}(1-p)$ by Proposition 2.29 (i). Thus $M^{\prime} \subset_{4(1+\sqrt{2}) \gamma} N^{\prime}$. The proposition follows.

Corollary 3.7. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$. Assume that $M$ has a unit cyclic vector $\xi$. If $d(M, N)<1 / 517$, then $d\left(M^{\prime}, N^{\prime}\right) \leq$ $230 d(M, N)$.

Proof. Let $\gamma$ be a real number such that $d(M, N)<\gamma<1 / 517$. Let $Z(M)$ and $Z(N)$ be the center of $M$ and $N$ respectively. Since $d(M, N)<\gamma<1 / 6$, by Proposition 2.31, there exists a unitary $u \in B(\mathcal{H})$ such that $u Z(M) u^{*}=Z(N)$ and $\|u-1\| \leq 5 \gamma$. Let $N_{1}$ be $u^{*} N u$. Then $Z\left(N_{1}\right)=Z(M)$ and

$$
d\left(N_{1}, M\right) \leq d\left(N_{1}, N\right)+d(N, M)<2\|u-1\|+\gamma \leq 11 \gamma .
$$

Hence $M \subset_{11 \gamma} N_{1}$ and $N_{1} \subset_{11 \gamma} M$. Since $M$ has a cyclic vector and $M \subset_{11 \gamma} N_{1}$, by Proposition 2.30, we have $N_{1}^{\prime} \subset_{2(1+\sqrt{2}) \cdot 11 \gamma} M^{\prime}$. Since $11 \gamma<1 / 47$, by Proposition 3.6, we have $M^{\prime} \subset_{4(1+\sqrt{2}) 11 \gamma} N_{1}^{\prime}$. Hence $d\left(M^{\prime}, N_{1}^{\prime}\right)<8(1+\sqrt{2}) \cdot 11 \gamma$ and

$$
d\left(M^{\prime}, N^{\prime}\right) \leq d\left(M^{\prime}, N_{1}^{\prime}\right)+d\left(N_{1}^{\prime}, N^{\prime}\right)<220 \gamma+2\|u-1\|<230 \gamma .
$$

The corollary follows.

Remark 3.8. A similar conclusion can be reached without an upper bound on $d(M, N)$.
The inequality $d\left(M^{\prime}, N^{\prime}\right) \leq 517 d(M, N)$ certainly holds for $d(M, N) \geq 1 / 517$ since $d\left(M^{\prime}, N^{\prime}\right) \leq 1$ generally, while it also holds for $d(M, N)<1 / 517$ by Corollary 3.7.

## 4. PERTURBATION RESULTS*

In this section, we will prove the main result of this thesis Theorem 4.11: For certain crossed product algebras of the form $P_{0} \rtimes_{\alpha} G$ where $P_{0}$ is an injective von Neumann algebra and $G$ is a free group, they are ${ }^{*}$-isomorphic to any nearby von Neumann algebras. By Corollary B of [21], suitable choices of actions by a free group G give type $\mathrm{II}_{\infty}$ and type III factors of the form $L^{\infty}(X, \mu) \rtimes_{\alpha} G$. Propositions 4.24.5 and Theorem 4.7 transfer several properties from one algebra to another close algebra, while Propositions 4.8-4.10 are used to identify a subalgebra of the crossed product algebra to be the whole algebra.

Throughout this section, for a subset $\mathcal{F}$ of a Hilbert space, $[\mathcal{F}]$ denotes the closed linear span of $\mathcal{F}$. For a von Neumann subalgebra $P \subseteq B(\mathcal{H})$ and $x \in B(\mathcal{H})$, $\overline{\operatorname{conv}}_{P}(x) \quad$ WOT is the closure of the set $\operatorname{conv}\left\{u x u^{*}: u\right.$ is a unitary in $\left.P\right\}$ in the weak operator topology.

In proving the next two propositions, we will need the normal-singular decomposition for a bounded linear functional on a von Neumann algebra and more generally the normal-singular decomposition for a bounded linear map between two von Neumann algebras. We give a brief description here. For details, we refer the reader to the reference [25, section 10.1] or [31, section III.2].

Let $M$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}$. Let $\iota$ be the inclusion map from $M$ into $B(\mathcal{H})$ and let $\pi$ be the universal representation of $M$. There exists a unique ultraweakly continuous *-homomorphism $\sigma: \overline{\pi(M)}^{\text {WOT }} \rightarrow$ $B(\mathcal{H})$ such that $\sigma \circ \pi=\iota$. Then $\operatorname{ker} \sigma$ is an ultraweakly closed two-sided ideal

[^1]of $\overline{\pi(M)}^{W O T}$ and hence there exists a central projection $p$ of $\overline{\pi(M)}^{\text {WOT }}$ such that $\operatorname{ker} \sigma=\overline{\pi(M)}^{W O T}(1-p)$. For any bounded linear functional $\phi$ on $M$, there exists a unique ultraweakly continuous linear functional $\tilde{\phi}$ on $\overline{\pi(M)}^{\text {WOT }}$ such that $\tilde{\phi} \circ \pi=\phi$. Then the normal part $\phi_{n}$ of $\phi$ is defined by $\phi_{n}(x)=\tilde{\phi}(\pi(x) p)$ for any $x \in M$ and the singular part $\phi_{s}$ of $\phi$ is defined by $\phi_{s}(x)=\tilde{\phi}(\pi(x)(1-p))$ for any $x \in M$. Then $\phi=\phi_{n}+\phi_{s}$ will be called the normal-singular decomposition of $\phi$.

Let $P$ be another von Neumann algebra and let $\Phi: M \rightarrow P$ be a bounded linear map. There exists a unique ultraweakly continuous linear map $\tilde{\Phi}: \overline{\pi(M)}^{\text {WOT }} \rightarrow P$ such that $\Phi=\tilde{\Phi} \circ \pi$. The normal part $\Phi_{n}: M \rightarrow P$ of $\Phi$ is defined by $\Phi_{n}(x)=$ $\tilde{\Phi}(\pi(x) p)$ for any $x \in M$ and the singular part $\Phi_{s}: M \rightarrow P$ of $\Phi$ is defined by $\Phi_{s}(x)=\tilde{\Phi}(\pi(x)(1-p))$ for any $x \in M$. Then $\Phi=\Phi_{n}+\Phi_{s}$ will be called the normalsingular decomposition of $\Phi$. Note that if $\Phi$ is a positive linear map, then so are $\Phi_{n}$ and $\Phi_{s}$. If $\rho \in P_{*}$, then $\rho \circ \tilde{\Phi}$ is ultraweakly continuous and $(\rho \circ \tilde{\Phi}) \circ \pi=\rho \circ \Phi$. For any $x \in M,(\rho \circ \Phi)_{n}(x)=\rho \circ \tilde{\Phi}(\pi(x) p)=\rho \circ \Phi_{n}(x)$. This shows $(\rho \circ \Phi)_{n}=\rho \circ \Phi_{n}$. A similar argument shows $(\rho \circ \Phi)_{s}=\rho \circ \Phi_{s}$.

Suppose in addition that $P$ is a von Neumann subalgebra of $M$ and $\Phi: M \rightarrow P$ is a $P$-bimodular map. Then for any $a \in P$ and $x \in M$,

$$
\tilde{\Phi}(\pi(a) \pi(x))=\Phi(a x)=a \Phi(x)=a \tilde{\Phi}(\pi(x))
$$

Since $\tilde{\Phi}$ is ultraweakly continuous and $\pi(M)$ is ultraweakly dense in $\overline{\pi(M)}^{W O T}$, we have $\tilde{\Phi}(\pi(a) y)=a \tilde{\Phi}(y)$ for any $y \in \overline{\pi(M)}^{W O T}$. Then for any $a \in P$ and $x \in M$,

$$
\Phi_{n}(a x)=\tilde{\Phi}(\pi(a) \pi(x) p)=a \tilde{\Phi}(\pi(x) p)=a \Phi_{n}(x)
$$

By noting that $p$ is a central projection of $\overline{\pi(M)}^{W O T}$, a similar argument will show
that $\Phi_{n}(x a)=\Phi_{n}(x) a$ for any $a \in P$ and $x \in M$. Thus $\Phi_{n}$ is a $P$-bimodular map. A similar argument gives that $\Phi_{s}$ is a $P$-bimodular map.

Proposition 4.1. Suppose that $M$ and $N$ are von Neumann algebras acting on a Hilbert space $\mathcal{H}$. Assume that $N \subset_{\gamma} M$ for some $0<\gamma<1$ and that $\phi$ is a state on $B(\mathcal{H})$ such that $\left.\phi\right|_{M}$ is normal. Let $\left.\phi\right|_{N}=\phi_{n}+\phi_{s}$ be the normal-singular decomposition of $\left.\phi\right|_{N}$. Then $\left\|\phi_{s}\right\| \leq \sqrt{2} \gamma$.

Proof. Since $\phi_{s}$ is singular, there is a net of projections $\left\{p_{i}\right\}_{i \in \Lambda}$ in $N$ such that $\phi_{s}\left(p_{i}\right)=0$ for all $i \in \Lambda$ and $p_{i} \rightarrow 1$ in the strong operator topology by Theorem 2.15. For each $i \in \Lambda$, there exists a projection $q_{i} \in M$ such that $\left\|p_{i}-q_{i}\right\|<2^{-1 / 2} \gamma$ by Proposition 2.27 (ii). Using the weak-operator-compactness of the unit ball of M, we may drop to a subnet and assume that $\left\{q_{i}\right\}_{i \in \Lambda}$ converges to some $x \in M$ in the weak operator topology. Since $\left\|p_{i}-q_{i}\right\|<2^{-1 / 2} \gamma$ for all $i \in \Lambda$,

$$
\begin{equation*}
\|1-x\| \leq 2^{-1 / 2} \gamma \tag{4.1}
\end{equation*}
$$

Since $0 \leq q_{i} \leq 1$ for all $i \in \Lambda$,

$$
\begin{equation*}
0 \leq x \leq 1 \tag{4.2}
\end{equation*}
$$

For each $i \in \Lambda$,

$$
\left|\phi_{n}\left(p_{i}\right)-\phi\right|_{M}\left(q_{i}\right)\left|=\left|\phi\left(p_{i}\right)-\phi\left(q_{i}\right)\right| \leq\left\|p_{i}-q_{i}\right\|<2^{-1 / 2} \gamma .\right.
$$

Since $\phi_{n}$ and $\left.\phi\right|_{M}$ are normal, by taking limits, we have

$$
\begin{equation*}
\left|\phi_{n}(1)-\phi\right|_{M}(x) \mid \leq 2^{-1 / 2} \gamma \tag{4.3}
\end{equation*}
$$

Now, from (4.1), (4.2) and (4.3), we have

$$
\begin{aligned}
0 & \leq \phi_{s}(1)=\phi(1)-\phi_{n}(1)=\phi(1)-\phi(x)-\left(\phi_{n}(1)-\phi(x)\right) \\
& \leq\|1-x\|+\left|\phi_{n}(1)-\phi(x)\right| \leq 2 \cdot 2^{-1 / 2} \gamma=\sqrt{2} \gamma,
\end{aligned}
$$

showing that $\left\|\phi_{s}\right\| \leq \sqrt{2} \gamma$.
Proposition 4.2. Suppose that $M$ and $N$ are von Neumann algebras acting on a Hilbert space $\mathcal{H}$ and $P$ is an injective von Neumann subalgebra of $M \cap N$. Assume that $N \subset \subset_{\gamma} M$ for some $0<\gamma<1 / \sqrt{2}$. If there exists a normal conditional expectation $\Phi$ from $M$ onto $P$, then there exists a normal conditional expectation $\theta$ from $N$ onto $P$.

Proof. Since $\Phi$ is a unital completely positive map and $P$ is injective, there exists a unital completely positive map $\Psi$ from $B(\mathcal{H})$ onto $P$ such that $\left.\Psi\right|_{M}=\Phi$. Then $\Psi$ is a conditional expectation from $B(\mathcal{H})$ onto $P$ and hence $\Psi$ is a $P$-bimodular map. Let $\left.\Psi\right|_{N}=\Psi_{n}+\Psi_{s}$ be the normal-singular decomposition of $\left.\Psi\right|_{N}$. Then $\Psi_{n}$, $\Psi_{s}$ are positive $P$-bimodular maps and their ranges lie in $P$. For each $0<\lambda<1$, there exists a normal state $\rho$ on $P$ such that $\rho \circ \Psi_{s}(1) \geq \lambda\left\|\Psi_{s}(1)\right\|=\lambda\left\|\Psi_{s}\right\|$. Then $\left.\rho \circ \Psi\right|_{N}=\rho \circ \Psi_{n}+\rho \circ \Psi_{s}$ is the normal-singular decomposition of $\left.\rho \circ \Psi\right|_{N}$. By Proposition 4.1, $\left\|\rho \circ \Psi_{s}\right\| \leq \sqrt{2} \gamma$. Thus $\lambda\left\|\Psi_{s}\right\| \leq \sqrt{2} \gamma<1$. By letting $\lambda \rightarrow 1$, we have $\left\|\Psi_{s}\right\| \leq \sqrt{2} \gamma<1$. Then $\left\|1-\Psi_{n}(1)\right\|=\left\|\Psi_{s}(1)\right\|<1$ and $\Psi_{n}(1)$ is invertible in $P$. Define $\theta: N \rightarrow P$ by

$$
\theta(x)=\Psi_{n}(1)^{-1 / 2} \Psi_{n}(x) \Psi_{n}(1)^{-1 / 2}
$$

Since $\Psi_{n}(1)$ lies in the center of $P$ and $\Psi_{n}$ is a $P$-bimodular map, $\theta(a)=a$ for any $a \in P$. Also, as $\theta$ is a positive linear map, $\|\theta\|=\|\theta(1)\|=1$. Thus $\theta$ is a normal
conditional expectation from $N$ onto $P$.

In this section, we will need the equivalence between Schwartz Property (P) and injectivity for a general von Neumann algebra. Recall that a von Neumann algebra $M \subseteq B(\mathcal{H})$ has Schwartz Property $(\mathrm{P})$ if ${\overline{\operatorname{conv}_{M}(x)}}^{W O T} \cap M^{\prime} \neq \emptyset$ for all $x \in B(\mathcal{H})$. It can be shown that a von Neumann algebra $M$ having Schwartz Property (P) has an injective commutant $M^{\prime}$ [25, Exercise 8.7.24] and hence $M$ is injective [1, Theorem IV.2.2.7]. Thus, a von Neumann algebra having Schwartz Property ( P ) is injective. The backward direction was obtained among the equivalence of other properties for a von Neumann algebra. A von Neumann algebra $M$ is approximately finite dimensional if there is an increasing sequence of finite dimensional ${ }^{*}$-subalgebras whose union is ultraweakly dense in $M$. When $M$ is a factor with separable predual, Connes proved that $M$ has Schwartz Property (P) if and only if $M$ is injective [16, Theorem 6] among other properties including approximate finite dimensionality. When $M$ is a von Neumann algebra with separable predual, injectivity of $M$ implies that $M$ is approximately finite dimensional [20, Theorem 2.2, Theorem 5.3 and section 6.3] and hence has Schwartz Property (P). That injectivity implies Schwartz Property (P) for a general von Neumann algebra follows from a result of Elliott [18, Theorem 4]. When the subalgebra $P \subseteq M$ is abelian, this section proceeds without the use of equivalence between Schwartz Property (P) and injectivity.

The following proof is very similar to [3, Lemma 2.16(i)] except that the use of conditional expectations is replaced by the use of the Schwartz Property (P).

Proposition 4.3. Suppose that $M$ and $N$ are von Neumann algebras acting on a Hilbert space $\mathcal{H}$ and $P$ is an injective von Neumann subalgebra of $M \cap N$. Assume that $N \subset_{\gamma} M$ for some $0<\gamma<1$. If $P^{\prime} \cap M \subseteq P$, then $P^{\prime} \cap N=Z(P)$.

Proof. Note that under the condition $P^{\prime} \cap M \subseteq P$, we have $P^{\prime} \cap M=Z(P)$. Fix
any $x \in P^{\prime} \cap N$ with $\|x\| \leq 1$. There exists $y \in M$ such that $\|x-y\| \leq \gamma$. For any unitary $u \in P$,

$$
\left\|x-u y u^{*}\right\|=\left\|u x u^{*}-u y u^{*}\right\| \leq\|x-y\| \leq \gamma
$$

Thus, $\|x-z\| \leq \gamma$ for any $z \in{\overline{\operatorname{conv}}{ }_{P}(y)}^{\text {WOT }}$. Since $P$ has the Schwartz Property (P), there exists $z_{0} \in{\overline{\operatorname{conv}}{ }_{P}(y)}^{\text {WOT }} \cap P^{\prime}$, and $z_{0} \in M \cap P^{\prime}=Z(P)$. We have that $\left\|x-z_{0}\right\| \leq \gamma$ with $z_{0} \in Z(P)$. This shows that $P^{\prime} \cap N \subseteq_{\gamma} Z(P)$. Since $Z(P) \subseteq P^{\prime} \cap N$ and $P^{\prime} \cap N \subseteq_{\gamma} Z(P)$ with $\gamma<1$, we have $P^{\prime} \cap N=Z(P)$.

Suppose that a von Neumann algebra $M$ has a unit cyclic and separating vector $\xi$ in a Hilbert space $\mathcal{H}$ and let $S_{0}: M \xi \rightarrow \mathcal{H}$ be the map $S_{0} x \xi=x^{*} \xi$ for any $x$ in $M$. Then $S_{0}$ is preclosed by Theorem 2.19 and let $S$ be the closure of $S_{0}$. Let $S=J \Delta^{1 / 2}$ be the polar decomposition of $S$, where $\Delta$ is called the modular operator associated with $M$ and $\xi$ and $J$ is called the modular conjugation associated with $M$ and $\xi$. Tomita's Theorem (See Theorem 2.19) states that $J$ is a conjugate-linear isometry onto $\mathcal{H}, J M J=M^{\prime}$ and $\Delta^{i t} M \Delta^{-i t}=M$ for any $t \in \mathbb{R}$. Note that we also have $J^{2}=1_{\mathcal{H}}$ and $J \xi=\Delta \xi=\xi$ by Theorem 2.19.

The following proposition is known to the experts. We include the proof of it for the convenience of the reader.

Proposition 4.4. Let $M$ be a von Neumann algebra on a Hilbert space $\mathcal{H}$ and let $P$ be a von Neumann subalgebra of $M$. Suppose that $M$ has a unit cyclic and separating vector $\xi$ and that there exists a normal conditional expectation $E$ from $M$ onto $P$ such that $\langle E(x) \xi, \xi\rangle=\langle x \xi, \xi\rangle$ for any $x$ in $M$. Assume also that $\xi$ is a tracial vector for $P$, i.e $\langle x y \xi, \xi\rangle=\langle x y \xi, \xi\rangle$ for any $x, y \in P$. Let $e_{P}$ be the orthogonal projection from $\mathcal{H}$ onto $[P \xi]$. Let $\Delta($ resp. J) be the modular operator (resp. modular conjugation) associated with $M$ and $\xi$. Then the following hold:
(i) $E(x) \xi=e_{P} x \xi$, for any $x$ in $M$.
(ii) $J a \xi=a^{*} \xi$, for any $a$ in $P$ and $J e_{P}=e_{P} J$.
(iii) $P=\left\{e_{P}\right\}^{\prime} \cap M$.
(iv) $J P J=\left(M \cup\left\{e_{P}\right\}\right)^{\prime}$.
(v) $e_{P} x e_{P}=E(x) e_{P}$ for any $x$ in $M$.

Proof. (i) For any $x \in M$ and $a \in P$,

$$
\begin{aligned}
\langle E(x) \xi, a \xi\rangle & =\left\langle a^{*} E(x) \xi, \xi\right\rangle=\left\langle E\left(a^{*} x\right) \xi, \xi\right\rangle \\
& =\left\langle a^{*} x \xi, \xi\right\rangle=\langle x \xi, a \xi\rangle=\left\langle e_{P} x \xi, a \xi\right\rangle .
\end{aligned}
$$

Since $E(x) \xi$ and $e_{P} x \xi$ are elements of $[P \xi]$, we have $E(x) \xi=e_{P} x \xi$.
(ii) For any $x \in M$ and $a \in P$,

$$
\langle a x \xi, \xi\rangle=\langle E(a x) \xi, \xi\rangle=\langle a E(x) \xi, \xi\rangle \stackrel{(*)}{=}\langle E(x) a \xi, \xi\rangle=\langle E(x a) \xi, \xi\rangle=\langle x a \xi, \xi\rangle,
$$

where $(*)$ holds since $\xi$ is a tracial vector for $P$. By Proposition 2.20, we have $\Delta^{i t} a \Delta^{-i t}=a$ for any $t \in \mathbb{R}$. By Stone's Theorem [24, Theorem 5.6.36], there exists a closed (possibly unbounded) self-adjoint operator $h$ such that $\exp (i t h)=\Delta^{i t}$ for any $t \in \mathbb{R}$,

$$
\begin{aligned}
& \operatorname{dom}(h)=\left\{\xi_{1} \in \mathcal{H}: \lim _{t \rightarrow 0} \frac{\Delta^{i t} \xi_{1}-\xi_{1}}{t} \text { exists in the norm topology }\right\} \text { and } \\
& i h \xi_{1}=\lim _{t \rightarrow 0} \frac{\Delta^{i t} \xi_{1}-\xi_{1}}{t} \text { for any } \xi_{1} \in \operatorname{dom}(h)
\end{aligned}
$$

For any $\xi_{1} \in \operatorname{dom}(h)$ and $a \in P$,

$$
\lim _{t \rightarrow 0} \frac{\Delta^{i t} a \xi_{1}-a \xi_{1}}{t}=\lim _{t \rightarrow 0} \frac{a\left(\Delta^{i t} \xi_{1}-\xi_{1}\right)}{t}=i a h \xi_{1} .
$$

This shows that $a \xi_{1} \in \operatorname{dom}(h)$ and $h a \xi_{1}=a h \xi_{1}$. From this, we can see that $a h \subseteq h a$ for any $a \in P$. Thus $h$ is affiliated to $P^{\prime}$. By the proof of [25, Theorem 9.2.16], $\exp (h)=\Delta$, hence we have $\Delta^{1 / 2}=\exp \left(\frac{1}{2} h\right)$ is affiliated to $P^{\prime}$ and $a \Delta^{1 / 2} \subseteq \Delta^{1 / 2} a$. For any $a \in P$,

$$
J a \xi=J a \Delta^{1 / 2} \xi=J \Delta^{1 / 2} a \xi=a^{*} \xi
$$

For the second assertion, we now have $J e_{P}=e_{P} J e_{P}$, and by taking adjoints, we have $e_{P} J=e_{P} J e_{P}=J e_{P}$.
(iii) $[P \xi]$ is invariant for $P$, and so $e_{P}$ lies in $P^{\prime}$. Thus $P \subseteq\left\{e_{P}\right\}^{\prime} \cap M$. Conversely, if $x \in\left\{e_{P}\right\}^{\prime} \cap M$, then $x \xi=x e_{P} \xi=e_{P} x \xi=E(x) \xi$, by (i). Since $\xi$ is a separating vector for $M$, we have $x=E(x) \in P$.
(iv) By (iii), $J P J=\left\{J e_{P} J\right\}^{\prime} \cap J M J=\left\{e_{P}\right\}^{\prime} \cap M^{\prime}$.
(v) For any $x \in M$ and $a \in P$,

$$
e_{P} x e_{P} a \xi=e_{P} x a \xi=E(x a) \xi=E(x) a \xi=E(x) e_{P} a \xi
$$

The following proposition is the corresponding version of [3, Lemma 2.10] that we will need for general von Neumann algebras $M$. The proof is basically the same as the proof of [19, Lemma 3.2] when $M$ is a finite von Neumann algebra.

Proposition 4.5. Let $P \subseteq M$ be von Neumann algebras satisfying the hypotheses of Proposition 4.4. Further assume that $P$ is injective and $P^{\prime} \cap M \subseteq P$. Then, for each $y \in P^{\prime} \cap\left(M \cup\left\{e_{P}\right\}\right)^{\prime \prime}$, there exists $a \in P$ such that $y \xi=a \xi$.

Proof. Let $y$ be an element in $P^{\prime} \cap\left(M \cup\left\{e_{P}\right\}\right)^{\prime \prime}$ and let $\eta=y \xi$. Pick a sequence $\left(x_{n}\right)$ in $M$ such that $\left\|x_{n} \xi-\eta\right\| \rightarrow 0$. Then for any unitary $u \in P$,

$$
\begin{equation*}
J u J u \eta=J u J u y \xi=y J u J u \xi=y \xi=\eta, \tag{4.4}
\end{equation*}
$$

where the second equality follows from $y \in P^{\prime}$ and $J u J$ is in the commutant of $\left(M \cup\left\{e_{P}\right\}\right)^{\prime \prime}$ by Proposition 4.4(iv) and the third equality follows from Proposition 4.4(ii). Thus, from (4.4), we have

$$
\begin{equation*}
\left\|J u J u x_{n} \xi-\eta\right\|=\left\|J u J u\left(x_{n} \xi-\eta\right)\right\|=\left\|x_{n} \xi-\eta\right\| . \tag{4.5}
\end{equation*}
$$

Since $J u J u x_{n} \xi=u x_{n} J u J \xi=u x_{n} u^{*} \xi$ by Proposition 4.4(ii), (iv), from (4.5), for any $w \in{\overline{\operatorname{conv}}{ }_{P}\left(x_{n}\right)}^{\text {WOT }}$, we have

$$
\|w \xi-\eta\| \leq\left\|x_{n} \xi-\eta\right\| .
$$

Since $P$ has Schwartz Property (P), for each positive integer $n$, there exists $y_{n} \in$ ${\overline{\operatorname{conv}_{P}\left(x_{n}\right)}}^{\text {WOT }} \cap P^{\prime} \subseteq M \cap P^{\prime} \subseteq P$. We have $\left\|y_{n} \xi-\eta\right\| \rightarrow 0$ as $n \rightarrow \infty$. Then for any $b \in P$,

$$
y b \xi=b y \xi=\lim _{n \rightarrow \infty} b y_{n} \xi
$$

This shows that

$$
y e_{P}=e_{P} y e_{P} \in e_{P}\left(M \cup\left\{e_{P}\right\}\right)^{\prime \prime} e_{P}=P e_{P}
$$

by Proposition 4.4(v). Thus there exists $a \in P$ such that $y e_{P}=a e_{P}$. Then $y \xi=$ $a \xi$.

Lemma 4.6. Let $P$ be an injective von Neumann subalgebra of a von Neumann algebra $N$ acting on a Hilbert space $\mathcal{H}$ such that $P^{\prime} \cap N \subseteq P$. Suppose that there exists a normal conditional expectation $E$ from $N$ onto $P$. Assume that there exists a vector $\xi \in \mathcal{H}$ such that $\left\langle u x u^{*} \xi, \xi\right\rangle=\langle x \xi, \xi\rangle$ for all unitaries $u \in P$ and elements $x \in N$. Then $\langle E(x) \xi, \xi\rangle=\langle x \xi, \xi\rangle$. Moreover, if $\xi$ is separating for $P$, then $\xi$ is separating for $N$.

Proof. Let $u$ be a unitary in $P$ and let $x$ be an element in $N$. By the hypothesis, $\left\langle u x u^{*} \xi, \xi\right\rangle=\langle x \xi, \xi\rangle$ and hence we have

$$
\begin{equation*}
\langle y \xi, \xi\rangle=\langle x \xi, \xi\rangle \text { for any } y \in{\overline{\operatorname{conv}_{P}(x)}}^{W O T} \tag{4.6}
\end{equation*}
$$

Also, since $E$ is a $P$-bimodular map and by the hypothesis

$$
\left\langle E\left(u x u^{*}\right) \xi, \xi\right\rangle=\left\langle u E(x) u^{*} \xi, \xi\right\rangle=\langle E(x) \xi, \xi\rangle
$$

The normality of $E$ then implies that

$$
\begin{equation*}
\langle E(y) \xi, \xi\rangle=\langle E(x) \xi, \xi\rangle \text { for any } y \in{\overline{\operatorname{conv}_{P}(x)}}^{W O T} \tag{4.7}
\end{equation*}
$$

Since $P$ has Schwartz Property (P), there exists $y_{0} \in{\overline{\operatorname{conv}}{ }_{P}(x)}^{\text {WOT }} \cap P^{\prime} \subseteq P$. Then combining equations (4.6) and (4.7), we have

$$
\begin{equation*}
\langle E(x) \xi, \xi\rangle=\left\langle E\left(y_{0}\right) \xi, \xi\right\rangle=\left\langle y_{0} \xi, \xi\right\rangle=\langle x \xi, \xi\rangle . \tag{4.8}
\end{equation*}
$$

This shows the first assertion.
Suppose also that $\xi$ is separating for $P$. If $x \in N$ is such that $x \xi=0$, then by (4.8),

$$
\left\|E\left(x^{*} x\right)^{1 / 2} \xi\right\|^{2}=\left\langle E\left(x^{*} x\right) \xi, \xi\right\rangle=\left\langle x^{*} x \xi, \xi\right\rangle=0
$$

Since $\xi$ is separating for $P, E\left(x^{*} x\right)^{1 / 2}=0$ and $E\left(x^{*} x\right)=0$. Since $E$ is faithful by Proposition 2.18, $x^{*} x=0$ and hence $x=0$. This shows that $\xi$ is separating for $N$.

In the following theorem, when $P$ is a von Neumann subalgebra of a von Neumann
algebra $M$, we denote by $\mathcal{N}(P \subseteq M)$ the set $\left\{u \in M: u\right.$ unitary in $M$ and $u P u^{*}=$ $P\}$ of unitary normalizers.

The following theorem can be thought of as a generalization of [3, Lemma 4.4] from a type $\mathrm{II}_{1}$ factor $M$ to general von Neumann algebras $M$.

Theorem 4.7. Let $M$ and $N$ be von Neumann algebras acting on a Hilbert space $\mathcal{H}$. Suppose that $M$ has a unit cyclic and separating vector $\xi$ and let $J_{M}$ be the modular conjugation associated with $M$ and $\xi$. Suppose that $P$ is an injective von Neumann subalgebra of $M$ such that $P^{\prime} \cap M \subseteq P, P \subseteq M \cap N$ and $J_{M} P J_{M} \subseteq M^{\prime} \cap N^{\prime}$. Assume that there exists a normal conditional expectation $E_{P}^{M}$ from $M$ onto $P$ such that $\left\langle E_{P}^{M}(x) \xi, \xi\right\rangle=\langle x \xi, \xi\rangle$ for any $x \in M$. Suppose also that $\langle x y \xi, \xi\rangle=\langle y x \xi, \xi\rangle$ for any $x, y \in P$. Assume that $d(M, N)<\gamma<1 / 7<1 /(2 \sqrt{2}(1+\sqrt{2}))$. Then
(i) There exists a normal conditional expectation $E_{P}^{N}$ from $N$ onto $P$ and $\left\langle E_{P}^{N}(x) \xi, \xi\right\rangle=$ $\langle x \xi, \xi\rangle$ for any $x \in N$.
(ii) $\xi$ is a cyclic and separating vector for $N$.
(iii) Let $J_{N}$ be the modular conjugation associated with $N$ and $\xi$. Let $e_{P}$ be the orthogonal projection from $\mathcal{H}$ onto $[P \xi]$. Then $J_{M} x J_{M}=J_{N} x J_{N}$ for any element $x \in P$ and $\left(M \cup\left\{e_{P}\right\}\right)^{\prime}=J_{M} P J_{M}=J_{N} P J_{N}=\left(N \cup\left\{e_{P}\right\}\right)^{\prime}$.
(iv) If $u \in \mathcal{N}(P \subseteq M)$, then there exists a normalizing unitary $v \in \mathcal{N}(P \subseteq N)$ such that $u x u^{*}=v x v^{*}$ for any $x \in P,[u P \xi]=[v P \xi]$ and $\|u-v\| \leq(4+2 \sqrt{2}) \gamma$.

Proof. (i) Applying Proposition 4.2 to the near inclusion $N \subset_{\gamma} M$ with the common injective subalgebra $P$, there exists a normal conditional expectation $E_{P}^{N}$ from $N$ onto $P$. Since $P^{\prime} \cap M \subseteq P$ and $N \subset_{\gamma} M$, by Proposition 4.3, $P^{\prime} \cap N \subseteq P$. For any
unitary $u$ in $P$ and $x$ in $N$,
$\left\langle u x u^{*} \xi, \xi\right\rangle=\left\langle x u^{*} \xi, u^{*} \xi\right\rangle=\left\langle x J_{M} u J_{M} \xi, J_{M} u J_{M} \xi\right\rangle=\left\langle x \xi,\left(J_{M} u^{*} J_{M}\right)\left(J_{M} u J_{M}\right) \xi\right\rangle=\langle x \xi, \xi\rangle$
by Proposition 4.4(ii) and $J_{M} P J_{M} \subseteq N^{\prime}$. By Lemma 4.6, $\left\langle E_{P}^{N}(x) \xi, \xi\right\rangle=\langle x \xi, \xi\rangle$ and $\xi$ is separating for $N$.
(ii) We showed that $\xi$ is separating in the proof of (i). To show that $\xi$ is cyclic for $N$, it suffices to show that $\xi$ is separating for $N^{\prime}$. Let $Q=J_{M} P J_{M}$. Since $\xi$ is separating for $M^{\prime}=J_{M} M J_{M}$ and $Q$ is a subalgebra of $M^{\prime}, \xi$ is separating for $Q$. Note that $Q$ is a subalgebra of $N^{\prime}$ by the hypothesis. Also, $Q$ is injective since $P$ is injective. Moreover,

$$
\begin{equation*}
Q^{\prime} \cap M^{\prime}=J_{M}\left(P^{\prime} \cap M\right) J_{M} \subseteq J_{M} P J_{M}=Q \tag{4.9}
\end{equation*}
$$

Since $M \subset_{\gamma} N$ and $M$ has a cyclic vector, we have $N^{\prime} \subset_{2(1+\sqrt{2}) \gamma} M^{\prime}$ by Proposition 2.30. Now applying Proposition 4.3 to the near inclusion $N^{\prime} \subset_{2(1+\sqrt{2}) \gamma} M^{\prime}$ with the common injective subalgebra $Q$, we conclude that $Q^{\prime} \cap N^{\prime} \subseteq Q$ from equation (4.9).

Define $E_{Q}^{M^{\prime}}: M^{\prime} \rightarrow Q$ by

$$
E_{Q}^{M^{\prime}}(x)=J_{M} E_{P}^{M}\left(J_{M} x^{*} J_{M}\right)^{*} J_{M} \text { for any } x \in M^{\prime}
$$

Then $E_{Q}^{M^{\prime}}$ is a normal conditional expectation from $M^{\prime}$ onto $Q$. Applying Proposition 4.2 to the near inclusion $N^{\prime} \subset_{2(1+\sqrt{2}) \gamma} M^{\prime}$ with the common injective subalgebra $Q$, there exists a normal conditional expectation $E_{Q}^{N^{\prime}}$ from $N^{\prime}$ onto $Q$. Moreover, for any element $y$ in $N^{\prime}$ and unitary $v$ in $Q$, we have $v=J_{M} u^{*} J_{M}$ for some unitary
$u \in P$ and
$\left\langle v y v^{*} \xi, \xi\right\rangle=\left\langle J_{M} u^{*} J_{M} y J_{M} u J_{M} \xi, \xi\right\rangle=\left\langle y J_{M} u J_{M} \xi, J_{M} u J_{M} \xi\right\rangle \stackrel{(\star)}{=}\left\langle y u^{*} \xi, u^{*} \xi\right\rangle \stackrel{(\star+)}{=}\left\langle y u u^{*} \xi, \xi\right\rangle=\langle y \xi, \xi\rangle$
where equation $(\star)$ holds since $J_{M} u \xi=u^{*} \xi$ by Proposition 4.4(ii) and equation ( $\star \star$ ) holds since $y \in N^{\prime}, u \in P \subseteq N$.

To sum up, we showed that $Q$ is an injective von Neumann subalgebra of $N^{\prime}$ such that $Q^{\prime} \cap N^{\prime} \subseteq Q$ and there exists a normal conditional expectation $E_{Q}^{N^{\prime}}$ from $N^{\prime}$ onto $Q$. Also, $\xi$ is separating for $Q$ and equation (4.10) holds for any element $y \in N^{\prime}$ and unitary $v \in Q$. Now apply Lemma 4.6 to the inclusion $Q \subseteq N^{\prime}$ to conclude that $\xi$ is separating for $N^{\prime}$.
(iii) Applying Proposition 4.4(ii) to the inclusion $P \subseteq M$, we have $J_{M} x \xi=x^{*} \xi$ for any element $x \in P$. Similarly, we have $J_{N} x \xi=x^{*} \xi$ for any element $x \in P$. Then for any element $x \in P, J_{M} x J_{M} \xi=J_{M} x \xi=x^{*} \xi=J_{N} x \xi=J_{N} x J_{N} \xi$. Since $J_{M} x J_{M}, J_{N} x J_{N}$ are elements of $N^{\prime}$ and $\xi$ is separating by (ii), $J_{M} x J_{M}=J_{N} x J_{N}$. This shows the first assertion and the second assertion follows from it and Proposition 4.4(iv).
(iv) By [3, Lemma 3.4(iii)] and its proof, there exists a normalizing unitary $v \in$ $\mathcal{N}(P \subseteq N)$ such that $\|u-v\| \leq(4+2 \sqrt{2}) \gamma$ and $u x u^{*}=v x v^{*}$ for any $x \in P$. Thus $u^{*} v \in P^{\prime} \cap\left(M \cup\left\{e_{P}\right\}\right)^{\prime \prime}$ by (iii). Then by Proposition 4.5, there exists $a \in P$ such that $u^{*} v \xi=a \xi$ and $[v P \xi]=\left[u u^{*} v P \xi\right]=\left[u P u^{*} v \xi\right]=[u P a \xi] \subseteq[u P \xi]$. By reversing the roles of $u$ and $v$, the same argument shows that $[u P \xi] \subseteq[v P \xi]$.

The following notations will be used from Proposition 4.8 to Theorem 4.11.
Let $P_{0}$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}_{0}$. Let $G$ be a discrete group with identity element $e$ and let $g \mapsto \alpha_{g}: G \rightarrow A u t\left(P_{0}\right)$ be a free
action on $P_{0}$. Recall that the freeness of $\alpha$ means that for any $g \in G$ with $g \neq e$, if $a \in P_{0}$ is such that $a \alpha_{g}(b)=b a$ for every $b \in P_{0}$, then $a=0$. For any $g \in G$, let $\delta_{g} \in \ell^{2}(G)$ be the characteristic function of $\{g\}$, let $p_{g}$ be the orthogonal projection of $\ell^{2}(G)$ onto $\mathbb{C} \delta_{g}$ and let $\lambda_{g} \in B\left(\ell^{2}(G)\right)$ be the unitary operator determined by $\lambda_{g}\left(\delta_{h}\right)=\delta_{g h}$ for any $h \in G$. For any $a \in P_{0}$, define $\pi(a)=\sum_{g \in G} \alpha_{g^{-1}}(a) \otimes p_{g}$. For any $g \in G$, define $u_{g}=1_{\mathcal{H}_{0}} \otimes \lambda_{g} \in B\left(\mathcal{H}_{0} \otimes \ell^{2}(G)\right)$. Then $P_{0} \rtimes_{\alpha} G$ is the von Neumann algebra generated by $\left\{\pi(a): a \in P_{0}\right\} \cup\left\{u_{g}: g \in G\right\}$. It is folklore that the freeness of the action implies $\pi\left(P_{0}\right)^{\prime} \cap\left(P_{0} \rtimes_{\alpha} G\right) \subseteq \pi\left(P_{0}\right)$. Indeed, it follows easily from Proposition 4.9 (i) and (ii).

The following proposition is well-known and so we omit the proof.

Proposition 4.8. Let $P_{0}$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}_{0}$ and $\xi_{0}$ is a unit cyclic and separating vector for $P_{0}$. Let $G$ be a discrete group and $g \mapsto \alpha_{g}: G \rightarrow \operatorname{Aut}\left(P_{0}\right)$ be an action on $P_{0}$ and let $\xi=\xi_{0} \otimes \delta_{e} \in \mathcal{H}_{0} \otimes \ell^{2}(G)$. Define $\phi: P_{0} \rtimes_{\alpha} G \rightarrow P_{0}$ by

$$
\left\langle\phi(x) \eta_{1}, \eta_{2}\right\rangle=\left\langle x\left(\eta_{1} \otimes \delta_{e}\right), \eta_{2} \otimes \delta_{e}\right\rangle \text { for any } x \in P_{0} \rtimes_{\alpha} G, \eta_{1}, \eta_{2} \in \mathcal{H}_{0}
$$

and define $E: P_{0} \rtimes_{\alpha} G \rightarrow \pi\left(P_{0}\right)$ by $E=\pi \circ \phi$. Then $\phi(\pi(a))=a$ and $\phi\left(\pi(a) u_{g}\right)=0$ for all $a \in P_{0}$ and $g \in G \backslash\{e\}$. Also, $\xi$ is a unit cyclic and separating vector for $P_{0} \rtimes_{\alpha} G$ and $E$ is a faithful normal conditional expectation from $P_{0} \rtimes_{\alpha} G$ onto $\pi\left(P_{0}\right)$ such that $\langle E(x) \xi, \xi\rangle=\langle x \xi, \xi\rangle$ for any $x \in P_{0} \rtimes_{\alpha} G$.

Note that, in part (v) of the following proposition, we do not assert that $N_{g}$ is closed in the norm topology or weak operator topology.

Proposition 4.9. Let $P_{0}$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}_{0}$ and $\xi_{0}$ is a unit cyclic and separating vector for $P_{0}$. Let $G$ be a discrete group and
$g \mapsto \alpha_{g}: G \rightarrow A u t\left(P_{0}\right)$ be an action on $P_{0}$ and let $\xi=\xi_{0} \otimes \delta_{e} \in \mathcal{H}_{0} \otimes \ell^{2}(G)$. Let $\phi: P_{0} \rtimes_{\alpha} G \rightarrow P_{0}$ be the positive normal linear map constructed in Proposition 4.8. Then the following hold: for any $a \in P_{0}, x, y \in P_{0} \rtimes_{\alpha} G$ and $g \in G$,
(i) $\phi\left(\pi(a) x u_{g}^{*}\right)=a \phi\left(x u_{g}^{*}\right)$.
(ii) $\phi\left(x \pi(a) u_{g}^{*}\right)=\phi\left(x u_{g}^{*}\right) \alpha_{g}(a)$.
(iii) $\phi\left(x u_{g}^{*}\right)=\alpha_{g}\left(\phi\left(u_{g}^{*} x\right)\right)$.
(iv) If $\phi\left(x u_{k}\right)=\phi\left(y u_{k}\right)$ for all $k \in G$, then $x=y$.
(v) If $N$ is a von Neumann subalgebra of $P_{0} \rtimes_{\alpha} G$ containing $\pi\left(P_{0}\right)$ and $[N \xi]=$ $\mathcal{H}_{0} \otimes \ell^{2}(G)$, then the set $N_{g}=\left\{\phi\left(x u_{g}^{*}\right): x \in N\right\}$ is a ${ }^{*}$-ideal in $P_{0}$ and its weak operator closure contains $1_{\mathcal{H}_{0}}$.

Proof. (i)-(iv) Parts (i)-(iv) are standard results and so we omit the proof.
(v) From (i) and (ii), $N_{g}$ is an ideal of $P_{0}$. Since any ideal in a von Neumann algebra is a *-ideal [25, Proposition 6.8.9], $N_{g}$ is a ${ }^{*}$-ideal. If $\eta \in \mathcal{H}_{0}$ is orthogonal to the subspace $\left\{\phi\left(u_{g}^{*} x\right) \xi_{0}: x \in N\right\}$, then

$$
0=\left\langle\phi\left(u_{g}^{*} x\right) \xi_{0}, \eta\right\rangle=\left\langle u_{g}^{*} x\left(\xi_{0} \otimes \delta_{e}\right), \eta \otimes \delta_{e}\right\rangle=\left\langle x\left(\xi_{0} \otimes \delta_{e}\right), \eta \otimes \delta_{g}\right\rangle
$$

Since $[N \xi]=\mathcal{H}_{0} \otimes \ell^{2}(G), \eta \otimes \delta_{g}=0$ and hence $\eta=0$. This shows that $\left\{\phi\left(u_{g}^{*} x\right) \xi_{0}\right.$ : $x \in N\}$ is dense in $\mathcal{H}_{0}$. From (iii), $\left\{\phi\left(u_{g}^{*} x\right): x \in N\right\}=\alpha_{g}{ }^{-1}\left(N_{g}\right)$ is a ${ }^{*}$-subalgebra of $P_{0}$. Since $\left\{\phi\left(u_{g}^{*} x\right): x \in N\right\}$ has a cyclic vector $\xi_{0}$, its weak operator closure contains $1_{\mathcal{H}_{0}}$. Since $\alpha_{g}$ is a ${ }^{*}$-automorphism of $P_{0}$ and $N_{g}=\alpha_{g}\left(\left\{\phi\left(u_{g}^{*} x\right): x \in N\right\}\right)$, the weak operator closure of $N_{g}$ contains $1_{\mathcal{H}_{0}}$.

When $N \subseteq M \subseteq B(\mathcal{H})$ are finite von Neumann algebras with the same cyclic
and separating vector, $N$ must equal $M$. The same conclusion may fail when $M$ is not finite [17, Proposition 1.2].

Proposition 4.10. Let $P_{0}$ be an injective von Neumann algebra acting on a Hilbert space $\mathcal{H}_{0}$ and $\xi_{0}$ is a unit cyclic tracial vector for $P_{0}$. Let $G$ be a discrete group, let $g \mapsto \alpha_{g}: G \rightarrow A u t\left(P_{0}\right)$ be a free action on $P_{0}$ and let $\xi=\xi_{0} \otimes \delta_{e} \in \mathcal{H}_{0} \otimes \ell^{2}(G)$. Let $N$ be a von Neumann subalgebra of $P_{0} \rtimes_{\alpha} G$ containing $\pi\left(P_{0}\right)$. If $[N \xi]=\mathcal{H}_{0} \otimes \ell^{2}(G)$, then $N=P_{0} \rtimes_{\alpha} G$.

Proof. Since $\xi_{0}$ is a cyclic tracial vector for $P_{0}, \xi_{0}$ is separating for $P_{0}$ by [25, Lemma 7.14] and $P_{0}$ is a finite von Neumann algebra. Let $T$ be the center-valued trace of $P_{0}$ and $P$ be $\pi\left(P_{0}\right)$. Since $P_{0}$ is injective, $P$ is injective and hence has Schwartz Property (P).

Let $x \in N$ and $g \in G$. Since $P$ has Schwartz Property $(P)$, there exists $y \in$ ${\overline{\operatorname{conv}_{P}\left(x u_{g}^{*}\right)}}^{\text {WOT }} \cap P^{\prime}$. Then $y \in{\overline{\operatorname{conv}_{P}\left(x u_{g}^{*}\right)}}^{\text {WOT }} \cap P^{\prime} \subseteq\left(P_{0} \rtimes_{\alpha} G\right) \cap P^{\prime}=Z(P)$ where the last equality holds by freeness of the action. Thus

$$
\begin{equation*}
y=\pi\left(y_{1}\right) \text { for some element } y_{1} \in Z\left(P_{0}\right) \tag{4.11}
\end{equation*}
$$

For any unitary $v \in P, v x u_{g}^{*} v^{*} u_{g} \in N$ since $u_{g}^{*} P u_{g}=P, v \in P, x \in N$ and $N$ contains $P$. Since $y \in{\overline{\operatorname{conv}_{P}\left(x u_{g}^{*}\right)}}^{\text {WOT }}$, it follows that

$$
\begin{equation*}
y u_{g} \in N . \tag{4.12}
\end{equation*}
$$

For any unitary $w \in P_{0}, \phi\left(\pi(w) x u_{g}^{*} \pi\left(w^{*}\right)\right)=w \phi\left(x u_{g}^{*}\right) w^{*}$ by Proposition 4.9 (i), (ii) and $u_{g}^{*} \pi\left(w^{*}\right) u_{g}=\pi\left(\alpha_{g^{-1}}\left(w^{*}\right)\right)$. Thus, by (4.11),

$$
\begin{equation*}
y_{1}=\phi(y) \in{\overline{\operatorname{conv}_{P_{0}}\left(\phi\left(x u_{g}^{*}\right)\right)}}^{W O T} \tag{4.13}
\end{equation*}
$$

Since $T$ is the center-valued trace of $P_{0}, T$ is a normal linear map and $T$ maps ${\overline{\operatorname{conv}} P_{0}\left(\phi\left(x u_{g}^{*}\right)\right)}_{W O T}$ onto the singleton set $\left\{T\left(\phi\left(x u_{g}^{*}\right)\right)\right\}$. Since $y_{1} \in Z\left(P_{0}\right)$ and by (4.13), $y_{1}=T\left(y_{1}\right)=T\left(\phi\left(x u_{g}^{*}\right)\right)$. Hence, by (4.11) and (4.12),

$$
\begin{equation*}
\pi\left(T\left(\phi\left(x u_{g}^{*}\right)\right)\right) u_{g}=\pi\left(y_{1}\right) u_{g}=y u_{g} \in N \text { for all } x \in N \text { and } g \in G . \tag{4.14}
\end{equation*}
$$

By Proposition 4.9 (v) and the Kaplansky density theorem, there exists a net $\left\{x_{i}\right\}$ in $N$ such that $\left\|\phi\left(x_{i} u_{g}^{*}\right)\right\| \leq 1$ and $\phi\left(x_{i} u_{g}^{*}\right) \rightarrow 1_{\mathcal{H}_{0}}$ in the weak operator topology. Since $T$ and $\pi$ are weak-operator continuous on bounded sets, $\pi\left(T\left(\phi\left(x_{i} u_{g}^{*}\right)\right)\right) u_{g} \rightarrow$ $\pi\left(T\left(1_{\mathcal{H}_{0}}\right)\right) u_{g}=u_{g}$ in the weak operator topology and hence, by (4.14), $u_{g} \in N$. Since $u_{g} \in N$ for all $g \in G$ and $N$ contains $P, N=P_{0} \rtimes_{\alpha} G$.

In the proof of the next theorem, we will adopt the notations used in the paragraph before Proposition 4.8. The construction of the spatial isomorphism $\operatorname{Ad}(w)$ from the crossed product algebra uses the idea of Choda [6, Lemma 2].

Theorem 4.11. Let $P_{0}$ be an injective von Neumann algebra acting on a Hilbert space $\mathcal{H}_{0}$ and let $\xi_{0}$ be a unit cyclic tracial vector for $P_{0}$. Let $G$ be a free group with a free generating set $\Lambda$ and let $g \mapsto \alpha_{g}: G \rightarrow A u t\left(P_{0}\right)$ be a free action on $P_{0}$. Let $M=P_{0} \rtimes_{\alpha} G$ and let $N$ be another von Neumann algebra acting on $\mathcal{H}_{0} \otimes \ell^{2}(G)$ such that $d(M, N)<\gamma<\frac{1}{7} \cdot 10^{-7}$. Then $M$ and $N$ are spatially isomorphic.

Proof. Let $\xi=\xi_{0} \otimes \delta_{e} \in \mathcal{H}_{0} \otimes \ell^{2}(G), P=\pi\left(P_{0}\right)$ and $\mathcal{H}=\mathcal{H}_{0} \otimes \ell^{2}(G)$. Note that $P^{\prime} \cap M \subseteq P$ since $\alpha$ is a free action on $P_{0}$. Note also that $\xi_{0}$ is separating for $P_{0}$ since it is a cyclic tracial vector by [25, Lemma 7.2.14].

By Proposition 4.8, $\xi$ is a cyclic and separating vector for $M$ and there exists a faithful normal conditional expectation $E_{P}^{M}$ from $M$ onto $P$ such that $\left\langle E_{P}^{M}(x) \xi, \xi\right\rangle=$ $\langle x \xi, \xi\rangle$ for any $x \in M$. Since $\xi_{0}$ is a tracial vector for $P_{0}, \xi$ is also a tracial vector for
$P$. Let $J_{M}$ be the modular conjugation associated with $M$ and $\xi$. Let $Z_{M}$ (resp. $Z_{N}$ ) be the center of $M$ (resp. $N$ ).

Since $d(M, N)<\gamma<1 / 6$, by Proposition 2.31, there exists a unitary $w_{1} \in B(\mathcal{H})$ such that $w_{1} Z_{M} w_{1}^{*}=Z_{N}$ and $\left\|w_{1}-1\right\| \leq 5 \gamma$. Let $N_{1}=w_{1}^{*} N w_{1}$. Then $M$ and $N_{1}$ have common center and

$$
d\left(M, N_{1}\right) \leq 2\left\|w_{1}-1\right\|+d(M, N)<11 \gamma
$$

Since $P$ is an injective von Neumann algebra, $P \subseteq M \subset_{11 \gamma} N_{1}$ and $11 \gamma<1 / 100$ , by Theorem 2.35 (i), there exists a unitary $w_{2} \in\left\{P \cup N_{1}\right\}^{\prime \prime}$ such that $w_{2} P w_{2}^{*} \subseteq N_{1}$ and $\left\|w_{2}-1\right\| \leq 150 \cdot 11 \gamma$. Let $N_{2}=w_{2}^{*} N_{1} w_{2}$. Since $Z_{M}=Z_{N_{1}}, w_{2} \in\left\{P \cup N_{1}\right\}^{\prime \prime} \subseteq Z_{M}{ }^{\prime}$. Thus

$$
Z_{N_{2}}=w_{2}^{*} Z_{N_{1}} w_{2}=w_{2}^{*} Z_{M} w_{2}=Z_{M}
$$

and $P \subseteq N_{2}$.

$$
d\left(M, N_{2}\right) \leq 2\left\|w_{2}-1\right\|+d\left(M, N_{1}\right)<300 \cdot 11 \gamma+11 \gamma=301 \cdot 11 \gamma
$$

Since $M$ and $N_{2}$ have common center and $M$ has a cyclic vector and $d\left(M, N_{2}\right)<$ $301 \cdot 11 \gamma<1 / 47$, by Proposition 3.6,

$$
M^{\prime} \subset_{4(1+\sqrt{2}) \cdot 301 \cdot 11 \gamma} N_{2}{ }^{\prime}
$$

Since $J_{M} P J_{M} \subseteq M^{\prime}$, we have

$$
J_{M} P J_{M} \subset_{4(1+\sqrt{2}) \cdot 301 \cdot 11 \gamma} N_{2}^{\prime}
$$

By Theorem 2.35 (i), there exists a unitary $w_{3} \in\left\{J_{M} P J_{M} \cup N_{2}\right\}^{\prime \prime}$ such that
$w_{3} J_{M} P J_{M} w_{3}^{*} \subseteq N_{2}{ }^{\prime}$ and $\left\|w_{3}-1\right\| \leq 150 \cdot 4(1+\sqrt{2}) \cdot 301 \cdot 11 \gamma$. Let $N_{3}=w_{3}^{*} N_{2} w_{3}$. Then
$d\left(N_{3}, M\right) \leq 2\left\|w_{3}-1\right\|+d\left(N_{2}, M\right)<300 \cdot 4(1+\sqrt{2}) \cdot 301 \cdot 11 \gamma+301 \cdot 11 \gamma=\gamma_{1}<10^{7} \cdot \gamma$.

Now, $w_{3} \in\left\{J_{M} P J_{M} \cup N_{2}\right\}^{\prime \prime} \subseteq\left\{M^{\prime} \cup N_{2}{ }^{\prime}\right\}^{\prime \prime}=\left(M \cap N_{2}\right)^{\prime} \subseteq P^{\prime}$, so $P=w_{3}^{*} P w_{3} \subseteq$ $w_{3}^{*} N_{2} w_{3}=N_{3}$. By the choice of $w_{3}, J_{M} P J_{M} \subseteq N_{3}{ }^{\prime}$.

Thus we have $P \subseteq N_{3}, J_{M} P J_{M} \subseteq N_{3}{ }^{\prime}, d\left(M, N_{3}\right)<\gamma_{1}<1 / 7, N_{3}$ and $N$ are spatially isomorphic. Now we can apply Theorem 4.7 to the pair $M$ and $N_{3}$. We have $\xi$ is a cyclic and separating vector for $N_{3}$ and there exists a faithful normal conditional expectation $E_{P}^{N_{3}}$ from $N_{3}$ onto $P$ such that

$$
\begin{equation*}
\left\langle E_{P}^{N_{3}}(x) \xi, \xi\right\rangle=\langle x \xi, \xi\rangle \text { for all } x \in N_{3} . \tag{4.15}
\end{equation*}
$$

For each $g \in G$, by Theorem 4.7 (iv), there exists a unitary $v_{g} \in \mathcal{N}\left(P \subseteq N_{3}\right)$ such that

$$
\begin{align*}
u_{g} x u_{g}^{*} & =v_{g} x v_{g}^{*} \text { for any } x \in P \text { and }  \tag{4.16}\\
{\left[u_{g} P \xi\right] } & =\left[v_{g} P \xi\right] . \tag{4.17}
\end{align*}
$$

For each $g \in G$, define an automorphism $\theta_{g} \in \operatorname{Aut}(P)$ by

$$
\begin{equation*}
\theta_{g}(x)=u_{g} x u_{g}^{*} \text { for any } x \in P . \tag{4.18}
\end{equation*}
$$

Then the map $g \mapsto \theta_{g}: G \rightarrow \operatorname{Aut}(P)$ is a group homomorphism. Since $G$ is free on the set $\Lambda$, there exists a group homomorphism $g \mapsto \tilde{v}_{g}: G \mapsto \mathcal{N}\left(P \subseteq N_{3}\right)$ such that
$\tilde{v}_{g}=v_{g}$ for any $g \in \Lambda$. For each $g \in G$, define $\phi_{g} \in \operatorname{Aut}(P)$ by

$$
\begin{equation*}
\phi_{g}(x)=\tilde{v}_{g} x \tilde{v}_{g}^{*} \text { for any } x \in P . \tag{4.19}
\end{equation*}
$$

Then $g \mapsto \phi_{g}: G \rightarrow \operatorname{Aut}(P)$ is a group homomorphism. Since $\theta_{g}=\phi_{g}$ for any $g$ in a generating set $\Lambda$ for the group $G$, we have $\theta_{g}=\phi_{g}$ for any $g \in G$. So for any $g \in G$ and $x \in P$, by (4.16),

$$
\begin{equation*}
v_{g} x v_{g}^{*}=u_{g} x u_{g}^{*}=\tilde{v}_{g} x \tilde{v}_{g}^{*} \tag{4.20}
\end{equation*}
$$

Then $\tilde{v}_{g}^{*} v_{g} \in P^{\prime} \cap N_{3}$. Applying Proposition 4.3 to the near inclusion $N_{3} \subseteq_{\gamma} M$ and $P^{\prime} \cap M \subseteq P$, we have $P^{\prime} \cap N_{3} \subseteq P$, so $\tilde{v}_{g}^{*} v_{g} \in P^{\prime} \cap N_{3} \subseteq P$. Thus $\left[\tilde{v}_{g} P \xi\right]=\left[v_{g} P \xi\right]=$ $\left[u_{g} P \xi\right]$ by (4.17). Since $\sum_{g \in G}\left[u_{g} P \xi\right]=\mathcal{H}$, there exists a unitary $w \in B(\mathcal{H})$ such that

$$
\begin{equation*}
w u_{g} a \xi=\tilde{v}_{g} a \xi \text { for all } a \in P \text { and } g \in G \tag{4.21}
\end{equation*}
$$

For all $g, h \in G, a \in P$,

$$
w u_{g} u_{h} a \xi=w u_{g h} a \xi=\tilde{v}_{g h} a \xi=\tilde{v}_{g} \tilde{v}_{h} a \xi=\tilde{v}_{g} w u_{h} a \xi
$$

hence

$$
\begin{equation*}
w u_{g}=\tilde{v}_{g} w \text { for all } g \in G \tag{4.22}
\end{equation*}
$$

For all $a, b \in P, g \in G$, by (4.20) and (4.21),

$$
w a u_{g} b \xi=w u_{g} u_{g^{-1}} a u_{g} b \xi=\tilde{v}_{g} u_{g^{-1}} a u_{g} b \xi=\tilde{v}_{g} \tilde{v}_{g^{-1}} a \tilde{v}_{g} b \xi=a \tilde{v}_{g} b \xi=a w u_{g} b \xi
$$

hence

$$
\begin{equation*}
w a=a w \text { for all } a \in P \tag{4.23}
\end{equation*}
$$

Let $N_{4}$ be the von Neumann subalgebra of $N_{3}$ generated by $\left\{\tilde{v}_{g}: g \in G\right\} \cup P$. Then, by (4.22) and (4.23),

$$
\begin{equation*}
w M w^{*}=N_{4} . \tag{4.24}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\left[N_{4} \xi\right]=\left[w M w^{*} \xi\right]=w[M \xi]=w \mathcal{H}=\mathcal{H} \tag{4.25}
\end{equation*}
$$

As noted before (see the sentence preceding (4.15)), $\xi$ is a cyclic and separating vector for $N_{3}$. Combining with (4.25), $\xi$ is also a cyclic and separating vector for $N_{4}$. Let $J_{N_{3}}$ (resp. $J_{N_{4}}$ ) be the modular conjugation associated with $N_{3}$ and $\xi$ (resp. $N_{4}$ and $\xi$ ). Using (4.15) and that $\xi$ is a tracial vector for $P$, we can apply Proposition 4.4(ii) to the inclusion $P \subseteq N_{3}$ to get

$$
\begin{equation*}
J_{N_{3}} a \xi=a^{*} \xi \text { for any } a \in P \tag{4.26}
\end{equation*}
$$

Similarly, we can apply Proposition 4.4(ii) to the inclusion $P \subseteq N_{4}$ to get

$$
\begin{equation*}
J_{N_{4}} a \xi=a^{*} \xi \text { for any } a \in P \tag{4.27}
\end{equation*}
$$

By (4.26) and (4.27), $J_{N_{3}} a J_{N_{3}} \xi=a^{*} \xi=J_{N_{4}} a J_{N_{4}} \xi$ for any $a \in P$. Since $\xi$ is separating for $N_{4}^{\prime}$,

$$
\begin{equation*}
J_{N_{3}} a J_{N_{3}}=J_{N_{4}} a J_{N_{4}} \text { for any } a \in P \tag{4.28}
\end{equation*}
$$

Let $M_{1}=w^{*} J_{N_{4}} J_{N_{3}} N_{3} J_{N_{3}} J_{N_{4}} w$. Then Tomita's theorem (See Theorem 2.19 (v)) and (4.24) give

$$
\begin{equation*}
M_{1}=w^{*} J_{N_{4}} N_{3}^{\prime} J_{N_{4}} w \subseteq w^{*} J_{N_{4}} N_{4}^{\prime} J_{N_{4}} w=w^{*} N_{4} w=M \tag{4.29}
\end{equation*}
$$

Together with (4.23) and (4.28), $M_{1}$ is a von Neumann subalgebra of $M$ containing $P$. Since $J_{N_{3}} \xi=J_{N_{4}} \xi=w \xi=\xi$ and $\xi$ is cyclic for $N_{3},\left[M_{1} \xi\right]=w^{*} J_{N_{4}} J_{N_{3}}\left[N_{3} \xi\right]=\mathcal{H}$. By Proposition 4.10, we conclude that $M_{1}=M$. Hence $J_{N_{4}} J_{N_{3}} N_{3} J_{N_{3}} J_{N_{4}}=N_{4}$, so $N_{3}^{\prime}=J_{N_{3}} N_{3} J_{N_{3}}=J_{N_{4}} N_{4} J_{N_{4}}=N_{4}^{\prime}$. Therefore $N_{3}=N_{4}=w M w^{*}$ by (4.24). Hence $M$ and $N$ are spatially isomorphic.

Remark 4.12. The previous theorem remains true if the condition of $G$ being a free group is replaced by a cohomological condition. The freeness of $G$ is used only when we modify $v_{g}$ to get $\tilde{v}_{g}$. For all $g, h \in G$ and $x \in P$, by equation (4.16),

$$
\begin{equation*}
v_{g} v_{h} x v_{h}^{*} v_{g}^{*}=u_{g} u_{h} x u_{h}^{*} u_{g}^{*}=u_{g h} x u_{g h}^{*}=v_{g h} x v_{g h}^{*} . \tag{4.30}
\end{equation*}
$$

So $v_{g h}^{*} v_{g} v_{h} \in P^{\prime} \cap N_{3}=Z(P)$. Thus there exists a unitary $\sigma(g, h) \in Z(P)$ such that

$$
\begin{equation*}
v_{g} v_{h}=\sigma(g, h) v_{g h} \text { for all } g, h \in G . \tag{4.31}
\end{equation*}
$$

For all $g, h, k \in G$,

$$
\begin{align*}
\sigma(g, h k) & =v_{g} v_{h k} v_{g h k}^{-1}=v_{g} \sigma(h, k)^{-1} v_{h} v_{k} v_{g h k}^{-1}=\theta_{g}\left(\sigma(h, k)^{-1}\right) v_{g} v_{h} v_{k} v_{g h k}^{-1}  \tag{4.32}\\
& =\theta_{g}\left(\sigma(h, k)^{-1}\right) \sigma(g, h) v_{g h} v_{k} v_{g h k}^{-1}=\theta_{g}\left(\sigma(h, k)^{-1}\right) \sigma(g, h) \sigma(g h, k) . \tag{4.33}
\end{align*}
$$

Hence, since $\sigma(h, k), \sigma(g h, k), \sigma(g, h k)$ and $\sigma(g, h)$ are unitaries in an abelian algebra $Z(P)$,

$$
\begin{equation*}
\theta_{g}(\sigma(h, k)) \sigma(g h, k)^{-1} \sigma(g, h k) \sigma(g, h)^{-1}=1_{\mathcal{H}} \tag{4.34}
\end{equation*}
$$

For all $g, h \in G$, define $\sigma_{1}(g, h)=\pi^{-1}(\sigma(g, h)) \in Z\left(P_{0}\right)$. By equation (4.34) and
$\pi \circ \alpha_{g}=\theta_{g} \circ \pi$,

$$
\begin{equation*}
\alpha_{g}\left(\sigma_{1}(h, k)\right) \sigma_{1}(g h, k)^{-1} \sigma_{1}(g, h k) \sigma_{1}(g, h)^{-1}=1_{\mathcal{H}_{0}} . \tag{4.35}
\end{equation*}
$$

In other words, $\sigma_{1}$ is a 2-cocycle with respect to the action $\alpha$ of $G$ on the unitary group $U\left(Z\left(P_{0}\right)\right)$ of $Z\left(P_{0}\right)$.

Assume that there exists a function s: $G \rightarrow U\left(Z\left(P_{0}\right)\right)$ such that

$$
\begin{equation*}
\sigma_{1}(g, h)=\alpha_{g}\left(s_{h}\right) s_{g h}^{-1} s_{g} \text { for all } g, h \in G . \tag{4.36}
\end{equation*}
$$

In other words, $\sigma_{1}$ is a 2-coboundary for the action $\alpha$ of $G$ on $U\left(Z\left(P_{0}\right)\right)$. Let $t_{g}=$ $\pi\left(s_{g}\right) \in U(Z(P))$ and $\hat{v}_{g}=t_{g}^{-1} v_{g}$. Then, by Eqs. (4.34), (4.36) and $\pi \circ \alpha_{g}=\theta_{g} \circ \pi$,

$$
\begin{equation*}
\sigma(g, h)=\theta_{g}\left(t_{h}\right) t_{g h}^{-1} t_{g} \text { and } \tag{4.37}
\end{equation*}
$$

$$
\begin{equation*}
\hat{v}_{g h}=t_{g h}^{-1} v_{g h}=t_{g h}^{-1} \sigma(g, h)^{-1} v_{g} v_{h} \tag{4.38}
\end{equation*}
$$

$$
\begin{equation*}
=t_{g}^{-1} \theta_{g}\left(t_{h}\right)^{-1} v_{g} v_{h}=t_{g}^{-1} v_{g} t_{h}^{-1} v_{g}^{-1} v_{g} v_{h}=t_{g}^{-1} v_{g} t_{h}^{-1} v_{h}=\hat{v}_{g} \hat{v}_{h} \tag{4.40}
\end{equation*}
$$

$$
\begin{equation*}
=t_{g h}^{-1} t_{g}^{-1} t_{g h} \theta_{g}\left(t_{h}\right)^{-1} v_{g} v_{h}\left(\text { since } t_{g h}, t_{g} \text { are elements in abelian algebra } Z(P)\right) \tag{4.39}
\end{equation*}
$$

holds for all $g, h \in G$. Also, since $t_{g}$ is a unitary in $P$ and $v_{g}$ is a normalizer of $P$,

$$
\begin{equation*}
\hat{v}_{g} P=t_{g}^{-1} v_{g} P=t_{g}^{-1} P v_{g}=P v_{g}=v_{g} P \tag{4.41}
\end{equation*}
$$

Hence, $\left[\hat{v}_{g} P \xi\right]=\left[v_{g} P \xi\right]$. Replacing $\tilde{v}_{g}$ by $\hat{v}_{g}$, the rest of the proof of the previous theorem remains the same. In conclusion, the previous theorem still holds if the
freeness of $G$ is replaced by $H^{2}\left(G, U\left(Z\left(P_{0}\right)\right)\right)=0$ for the action $\alpha$ of $G$ on $U\left(Z\left(P_{0}\right)\right)$.

Theorem 4.11, Examples 5.6 and 5.7 combine to give the first examples of noninjective type $\mathrm{II}_{\infty}$ and type III von Neumann algebras which are spatially isomorphic to all nearby von Neumann algebras. These results require a representation on a specific Hilbert space. In Section 6, we explore the extent to which they can be made independent of the particular representation.

## 5. EXAMPLES*

In this section, we would like to construct examples of non-injective type $\mathrm{II}_{\infty}$ and type III factors of the form $L^{\infty}(Z) \rtimes_{\gamma} F_{\infty}$ for some suitable choice of actions of the free group $F_{\infty}$ of countably infinite many generators. The construction is due to Houdayer and Vaes [21, Corollary B] where $G=F_{2}$ and $H=\mathbb{Z}$. For background on crossed product algebras, we refer the reader to [25, Section 8.6 and Section 13.1].

Let $(X, \mathcal{M}, \mu)$ be a measure space. Recall that $(X, \mathcal{M}, \mu)$ is countably separated if there exist a sequence of $\mathcal{M}$-measurable sets $\left\{E_{n}\right\}_{n=1}^{\infty}$ such that $\mu\left(E_{n}\right)<\infty$ for all positive integers $n$ and for each pair of distinct points $x$ and $y$ of $X$, there exists some positive integer $j$ such that $x \in E_{j}$ and $y \in X \backslash E_{j}$. When the context is clear, we will simply call an $\mathcal{M}$-measurable set a measurable set.

Let $G$ be a countable discrete group and $\alpha$ be a measurable action of $G$ on $(X, \mathcal{M}, \mu)$, i.e. $g \mapsto \alpha_{g}$ is a group homomorphism from $G$ into the group of measurable permutations of $X$. When the context is clear, we write $g x$ for $\alpha_{g}(x)$. The action $\alpha$ is called

- nonsingular: for any $g \in G$ and $E \subseteq X, g(E)$ is measurable if and only if $E$ is measurable. Moreover, if $E$ is measurable, then $\mu(g(E))=0$ if and only if $\mu(E)=0$.
- free: for any $g \in G$ with $g \neq e$, the set $\{x \in X: g x=x\}$ is a $\mu$-null set.
- ergodic: if $E$ is a measurable subset of $X$ such that $\mu(g E \backslash E)=0$ for all $g \in G$, then $\mu(E)=0$ or $\mu(X \backslash E)=0$. In this case, we also say that $G$ acts

[^2]ergodically on $X$.

These definitions depend not only on the map $g \mapsto \alpha_{g}$ but also on the measure $\mu$. However, if $\nu$ is another measure equivalent to $\mu$ (for any $E \in \mathcal{M}, \mu(E)=0$ if and only if $\nu(E)=0$ ), then $G \curvearrowright^{\alpha}(X, \mathcal{M}, \mu)$ is nonsingular (resp. free, ergodic) if and only if $G \curvearrowright^{\alpha}(X, \mathcal{M}, \nu)$ is nonsingular (resp. free, ergodic).

The following proposition comes from [25, Lemma 8.6.6]. It allows us to check the ergodicity of an action by studying the family of bounded "essentially $G$-invaraiant" measurable functions.

Proposition 5.1. Let $G$ be a countable discrete group and $\alpha$ be a free non-singular action of $G$ on some countably separated measure space $X$. The following conditions are equivalent:
(i) $\alpha$ is ergodic.
(ii) if $f$ is a bounded measurable complex-valued function on $X$ such that for all $g \in G, f(g x)=f(x)$ holds for almost all $x$ in $X$, then there exists $c \in \mathbb{C}$ such that $f(x)=c$ holds for almost all $x$ in $X$.

Proposition 5.2. Let $\pi: G \rightarrow H$ be a surjective homomorphism between two countable discrete groups. Let $\alpha$ be a free non-singular action of $G$ on some countably separated measure space $(X, \mu)$. Let $\beta$ be a free non-singular action of $G$ on some countably separated measure space $(Y, \nu)$. Write $g x$ for $\alpha_{g}(x)$ and hy for $\beta_{h}(y)$. Define an action $\gamma$ of $G$ on $(X \times Y, \mu \times \nu)$ by setting

$$
g(x, y)=(g x, \pi(g) y), x \in X, y \in Y
$$

Then
(i) $(X \times Y, \mu \times \nu)$ is countably separated.
(ii) $\gamma$ is a free non-singular action.
(iii) If $\left.\alpha\right|_{\operatorname{ker}(\pi)}$ and $\beta$ are ergodic, then $\gamma$ is also ergodic.

Proof. (i)-(ii) Parts (i)-(ii) are easy exercises and so we omit the proof.
(iii) Replacing $\mu$ (resp. $\nu$ ) by a probability measure $\mu_{1}$ (resp. $\nu_{1}$ ) equivalent to $\mu$ (resp. $\nu$ ), we may assume that $\mu$ and $\nu$ are probability measures. Let $f$ be a bounded measurable complex-valued on $X \times Y$ such that for all $g \in G$, we have $f(g(x, y))=f(x, y)$ for $\mu \times \nu$-almost all $(x, y)$. Let $g$ be an element of $\operatorname{ker}(\pi)$. Then

$$
\begin{equation*}
\iint|f(g x, y)-f(x, y)| d \mu(x) d \nu(y)=0 \tag{5.1}
\end{equation*}
$$

There exists a measurable subset $F_{g}$ of $Y$ such that $\nu\left(F_{g}\right)=0$ and

$$
\begin{equation*}
\int|f(g x, y)-f(x, y)| d \mu(x)=0 \text { for all } y \in Y \backslash F_{g} \tag{5.2}
\end{equation*}
$$

Let $F=\cup_{g \in \operatorname{ker}(\pi)} F_{g}$. Since $G$ is countable, $\nu(F)=0$, and for all $y \in Y \backslash F$, we have

$$
\begin{equation*}
\int|f(g x, y)-f(x, y)| d \mu(x)=0 \text { for all } g \in \operatorname{ker}(\pi) \tag{5.3}
\end{equation*}
$$

Hence, for all $y \in Y \backslash F$ and for all $g \in \operatorname{ker}(\pi)$,

$$
\begin{equation*}
f(g x, y)=f(x, y) \text { for almost all } x \text { in } X \tag{5.4}
\end{equation*}
$$

Since $\operatorname{ker}(\pi)$ acts ergodically on $X$, by Proposition 5.1, for each $y \in Y \backslash F$, there
exists a complex number $c_{y}$ such that

$$
\begin{equation*}
f(x, y)=c_{y} \text { for almost all } x \text { in } X \tag{5.5}
\end{equation*}
$$

Since the action $\alpha$ is nonsingular, for all $y \in Y \backslash F$ and all $g \in G$,

$$
\begin{equation*}
f(g x, y)=c_{y} \text { for almost all } x \text { in } X . \tag{5.6}
\end{equation*}
$$

Hence, for all $y \in Y \backslash F$ and all $g \in G$,

$$
\begin{equation*}
\int|f(g x, y)-f(x, y)| d \mu(x)=0 \tag{5.7}
\end{equation*}
$$

Also, by Equation (5.5), for all $y \in Y \backslash F$,

$$
\begin{equation*}
\iint\left|f(x, y)-f\left(x^{\prime}, y\right)\right| d \mu(x) d \mu\left(x^{\prime}\right)=0 \tag{5.8}
\end{equation*}
$$

Let $h$ be an element of $H$. Since $\pi$ is surjective, there exists an element $g_{h} \in G$ such that $\pi\left(g_{h}\right)=h$. Then

$$
\begin{aligned}
& \iint|f(x, h y)-f(x, y)| d \nu(y) d \mu(x) \\
\leq & \iint\left|f(x, h y)-f\left(g_{h} x, h y\right)\right| d \nu(y) d \mu(x)+\iint\left|f\left(g_{h} x, h y\right)-f(x, y)\right| d \nu(y) d \mu(x) \\
= & \int_{Y \backslash h^{-1} F} \int\left|f(x, h y)-f\left(g_{h} x, h y\right)\right| d \mu(x) d \nu(y)+0 \\
= & 0 \quad \text { (By Equation }(5.7))
\end{aligned}
$$

There exists a measurable subset $E_{h}$ of $X$ such that $\mu\left(E_{h}\right)=0$, and for all $x \in X \backslash E_{h}$,
we have,

$$
\begin{equation*}
\int|f(x, h y)-f(x, y)| d \nu(y)=0 \tag{5.9}
\end{equation*}
$$

Let $E=\cup_{h \in H} E_{h}$. Since $H$ is countable, $E$ is measurable, $\mu(E)=0$, and for all $x \in X \backslash E$, we have

$$
\begin{equation*}
\int|f(x, h y)-f(x, y)| d \nu(y)=0 \tag{5.10}
\end{equation*}
$$

Since $H$ acts ergodically on $Y$, by Proposition 5.1, for each $x \in X \backslash E$, there exists a complex number $d_{x}$ such that

$$
\begin{equation*}
f(x, y)=d_{x} \text { for almost all } y \text { in } Y . \tag{5.11}
\end{equation*}
$$

Hence, for any $x \in X \backslash E$,

$$
\begin{equation*}
\iint\left|f(x, y)-f\left(x, y^{\prime}\right)\right| d \nu(y) d \nu\left(y^{\prime}\right)=0 \tag{5.12}
\end{equation*}
$$

Let $r$ be $\iint f\left(x^{\prime}, y^{\prime}\right) d \mu\left(x^{\prime}\right) \nu\left(y^{\prime}\right)$. Then

$$
\begin{aligned}
& \iint|f(x, y)-r| d \mu(x) d \nu(y) \\
\leq & \iiint \int\left|f(x, y)-f\left(x^{\prime}, y^{\prime}\right)\right| d \mu\left(x^{\prime}\right) d \nu\left(y^{\prime}\right) d \mu(x) d \nu(y) \\
\leq & \iiint \int\left|f(x, y)-f\left(x, y^{\prime}\right)\right| d \mu\left(x^{\prime}\right) d \nu\left(y^{\prime}\right) d \mu(x) d \nu(y)+ \\
& \iiint \int\left|f\left(x, y^{\prime}\right)-f\left(x^{\prime}, y^{\prime}\right)\right| d \mu\left(x^{\prime}\right) d \nu\left(y^{\prime}\right) d \mu(x) d \nu(y) \\
= & \iiint\left|f(x, y)-f\left(x, y^{\prime}\right)\right| d \nu(y) d \nu\left(y^{\prime}\right) d \mu(x)+\iiint\left|f\left(x, y^{\prime}\right)-f\left(x^{\prime}, y^{\prime}\right)\right| d \mu(x) d \mu\left(x^{\prime}\right) d \nu\left(y^{\prime}\right) \\
= & 0 \quad(\text { By Equations (5.8) and }(5.12))
\end{aligned}
$$

Thus, $f(x, y)=r$ for almost all $(x, y)$ in $X \times Y$. By Proposition 5.1, the action $\gamma$ is
ergodic.

Proposition 5.3. Let $\pi: G \rightarrow H$ be a surjective homomorphism between two countable discrete groups. Let $\alpha$ be a free measure-preserving action of $G$ on a countably separated measure space $(X, \mathcal{M}, \mu)$ such that $\left.\alpha\right|_{\operatorname{ker}(\pi)}$ is ergodic and $\mu(X)=1$. Let $\beta$ be a measurable action of $H$ on some $\sigma$-finite measure space. Define an action $\gamma$ of $G$ on $(X \times Y, \mu \times \nu)$ by setting

$$
g(x, y)=(g x, \pi(g) y), \quad x \in X, y \in Y
$$

If there is a $\sigma$-finite measure $\rho$ on $X \times Y$ such that $\rho$ is $G$-invariant and $\rho$ is absolutely continuous with respect to $\mu \times \nu$, then there is a $\sigma$-finite measure $\nu_{1}$ on $Y$ such that $\nu_{1}$ is absolutely continuous with respect to $\nu$ and $\nu_{1}$ is $H$-invariant.

Proof. Since $\rho$ is absoluely continuous with respect to $\mu \times \nu$, by the Radon-Nikodym Theorem, there exists a non-negative $\mathcal{M} \otimes \mathcal{N}$-measurable function $\phi$ on $X \times Y$ such that

$$
\begin{equation*}
\rho(A)=\int_{A} \phi(x, y) d(\mu \times \nu)(x, y) \text { for any measurable subsets } A \text { of } X \times Y . \tag{5.13}
\end{equation*}
$$

For any $g \in \operatorname{ker}(\pi)$ and $A \in \mathcal{M} \otimes \mathcal{N}$,

$$
\begin{equation*}
\rho(g A)=\rho(A) \tag{5.14}
\end{equation*}
$$

We have

$$
\begin{align*}
\rho(g A) & =\iint \chi_{g A}(x, y) \phi(x, y) d \mu(x) d \nu(y)  \tag{5.15}\\
& =\iint \chi_{A}\left(g^{-1} x, y\right) \phi(x, y) d \mu(x) d \nu(y) \quad(\text { since } g \in \operatorname{ker}(\pi))  \tag{5.16}\\
& =\iint \chi_{A}(x, y) \phi(g x, y) d \mu(x) d \nu(y) \quad \text { (since } \mu \text { is } G \text {-invariant) } \tag{5.17}
\end{align*}
$$

and

$$
\begin{equation*}
\rho(A)=\iint \chi_{A}(x, y) \phi(x, y) d \mu(x) d \nu(y) \tag{5.18}
\end{equation*}
$$

By Equations $(5.14),(5.17)$ and (5.18), for any $g \in \operatorname{ker}(\pi)$,

$$
\begin{equation*}
\phi(g x, y)=\phi(x, y) \text { for } \mu \times \nu \text {-almost all }(x, y) \text { in } X \times Y . \tag{5.19}
\end{equation*}
$$

Then

$$
\begin{equation*}
\iint|\phi(g x, y)-\phi(x, y)| d \mu(x) d \nu(y)=0 \tag{5.20}
\end{equation*}
$$

For any $g \in \operatorname{ker}(\pi)$, there exists a measurable subset $T_{g} \subseteq Y$ such that $\nu\left(T_{g}\right)=0$ and

$$
\begin{equation*}
\int|\phi(g x, y)-\phi(x, y)| d \mu(x)=0 \text { for any } y \in Y \backslash T_{g} \tag{5.21}
\end{equation*}
$$

Let $T=\cup_{g \in \operatorname{ker}(\pi)} T_{g}$. Then $T$ is a measurable subset of $Y$ and $\nu(T)=0$. For any $y \in Y \backslash T$ and $g \in \operatorname{ker}(\pi)$,

$$
\begin{equation*}
\phi(g x, y)=\phi(x, y) \text { for } \mu \text {-almost all } x \text { in } X . \tag{5.22}
\end{equation*}
$$

Since $\operatorname{ker}(\pi)$ acts ergodically on $X$, by Proposition 5.1, there exists a complex number $c_{y}$ such that

$$
\begin{equation*}
\phi(x, y)=c_{y} \text { for } \mu \text {-almost all } x \text { in } X . \tag{5.23}
\end{equation*}
$$

Define $\psi: Y \rightarrow \mathbb{C}$ by

$$
\psi(y)= \begin{cases}\int \phi(x, y) d \mu(x)=c_{y} & , \text { if } y \in Y \backslash T \\ 0 & , \text { if } y \in T\end{cases}
$$

By the Fubini-Tonelli Theorem, $\psi$ is a measurable function on $Y$. Define a measure $\nu_{1}$ on $Y$ by

$$
\begin{equation*}
\nu_{1}(F)=\int_{F} \psi(y) d \nu(y) \text { for any measurable subset } F \text { of } Y \tag{5.24}
\end{equation*}
$$

Then $\nu_{1}$ is absolutely continuous with respect to $\nu$. We will show that $\nu_{1}$ is $\sigma$ finite and is $H$-invariant. Since $\rho$ is $\sigma$-finite, there exist pairwise disjoint measurable subsets $\left\{A_{n}\right\}_{n=1}^{\infty}$ of $X \times Y$ such that $\cup_{n=1}^{\infty} A_{n}=X \times Y$ and $\rho\left(A_{n}\right)<\infty$ for all $n$. Define $\psi_{n}: Y \rightarrow \mathbb{C}$ by

$$
\psi_{n}(y)= \begin{cases}\int \chi_{A_{n}}(x, y) d \mu(x) & , \text { if } y \in Y \backslash T \\ 0 & , \text { if } y \in T\end{cases}
$$

Then $\psi_{n}$ is a measurable function on $Y$ and

$$
\begin{equation*}
\sum_{n=1}^{\infty} \psi_{n}(y)=1 \text { for any } y \in Y \backslash T \tag{5.25}
\end{equation*}
$$

$$
\begin{align*}
& \int \psi_{n}(y) \psi(y) d \nu(y) \\
= & \int_{Y \backslash T} \int c_{y} \chi_{A_{n}}(x, y) d \mu(x) d \nu(y)  \tag{5.26}\\
= & \int_{Y \backslash T} \int \chi_{A_{n}}(x, y) \phi(x, y) d \mu(x) d \nu(y) \\
= & \rho\left(A_{n}\right)
\end{align*}
$$

By Equation (5.25), $Y \backslash T=\cup_{n, k \in \mathbb{N}} F_{n, k}$ where $F_{n, k}=\left\{y \in Y \backslash T: \psi_{n}(y)>1 / k\right\}$.

$$
\begin{align*}
& \frac{1}{k} \nu_{1}\left(F_{n, k}\right)=\frac{1}{k} \int_{F_{n, k}} \psi(y) d \nu(y) \quad(\text { By Equation }(5.24)) \\
\leq & \int_{F_{n, k}} \psi_{n}(y) \psi(y) d \nu(y)  \tag{5.27}\\
\leq & \int_{F_{n, k}} \psi_{n}(y) \psi(y) d \nu(y) \\
= & \rho\left(A_{n}\right)<\infty(\text { By Equation }(5.26)) .
\end{align*}
$$

Since $\nu(T)=0, \nu_{1}(T)=0$. This shows that $\nu_{1}$ is $\sigma$-finite. For any measurable subset $E$ of $X$ and measurable subset $F$ of $Y$,

$$
\begin{align*}
& \rho(E \times F)=\int_{F} \int_{E} \phi(x, y) d \mu(x) d \nu(y)  \tag{5.28}\\
= & \int_{F} \psi(y) \mu(E) d \nu(y)  \tag{5.29}\\
= & \mu(E) v_{1}(F) . \tag{5.30}
\end{align*}
$$

Thus $\rho=\mu \times \nu_{1}$. For any $g \in G$ and measurable subset $F$ of $Y$, we have

$$
\begin{equation*}
\nu_{1}(\pi(g) F)=\mu(g X) \nu_{1}(\pi(g) F)=\rho(g(X \times F))=\rho(X \times F)=\nu_{1}(F) \tag{5.31}
\end{equation*}
$$

Since $\pi$ is surjective, $\nu_{1}$ is $H$-invariant.

Proposition 5.4. [25, Proposition 8.6.10] Let $\alpha$ be a free ergodic nonsingular action of a countable discrete group $G$ on a countably separated measure space $(X, \mu)$. Then $L^{\infty}(X) \rtimes_{\alpha} G$ is a factor. Moreover,
(i) $L^{\infty}(X) \rtimes_{\alpha} G$ is type $\mathrm{I}_{\mathrm{n}}$ if $\mu\left(\left\{x_{0}\right\}\right)>0$ for some $x_{0} \in X$ and $n$ is the cardinality of $G$.
(ii) $L^{\infty}(X) \rtimes_{\alpha} G$ is type $\mathrm{I}_{1}$ if $\mu(\{x\})=0$ for all $x \in X$ and there exists a nonzero finite measure $\mu_{1}$ on $X$ which is $G$-invariant and is absolutely continuous with respect to $\mu$.
(iii) $L^{\infty}(X) \rtimes_{\alpha} G$ is type $\mathrm{II}_{\infty}$ if $\mu(\{x\})=0$ for all $x \in X$ and there exists an infinite measure( $\sigma$-finite) $\mu_{1}$ on $X$ which is $G$-invariant and is absolutely continuous with respect to $\mu$.
(iv) $L^{\infty}(X) \rtimes_{\alpha} G$ is type III if $\mu(\{x\})=0$ for all $x \in X$ and there does not exist a nonzero $\sigma$-finite measure $\mu_{1}$ on $X$ which is $G$-invariant and is absolutely continuous with respect to $\mu$.

The following proposition is due to Houdayer and Vaes [21, Corollary B] where $G=F_{2}$ and $H=\mathbb{Z}$.

Proposition 5.5. Let $\pi: G \rightarrow H$ be a surjective group homomorphism between two countable discrete groups. Assume that $G$ is nonamenable and $H$ is amenable. Let $\alpha$ be a free ergodic measuring-preserving action on a countably separated measure space $(X, \mu)$ with $\mu(X)=1$ and $\mu(\{x\})=0$ for any $x \in X$. Assume also that $\left.\alpha\right|_{\operatorname{ker}(\pi)}$ is ergodic. Let $\beta$ be a free ergodic non-singular action of $H$ on a countably separated measure space $(Y, \nu)$ with $\nu(\{y\})=0$ for any $y \in Y$. Define an action $\gamma$ of $G$ on
$(X \times Y, \mu \times \nu)$ by setting

$$
g(x, y)=(g x, \pi(g) y), x \in X, y \in Y
$$

Then
(i) The action $\gamma$ is a free ergodic nonsingular action.
(ii) $L^{\infty}(X \times Y, \mu \times \nu) \rtimes_{\gamma} G$ is a noninjective factor which has the same type (type $\mathrm{II}_{1}, \mathrm{II}_{\infty}$ or III$)$ as $L^{\infty}(Y) \rtimes_{\beta} H$.

Proof. (i) This follows from Proposition 5.1.
(ii) By (i), $L^{\infty}(X \times Y, \mu \times \nu) \rtimes_{\gamma}$ is a factor. If $L^{\infty}(Y) \rtimes_{\beta} H$ is type $I I_{1}$, then there exists a nonzero finite measure $\nu_{1}$ on $Y$ which is $H$-invariant and is absolutely continuous with respesct to $\nu$. Then $\mu \times \nu_{1}$ is a nonzero finite measure on $X \times Y$ which is $G$-invariant and is absolutely continuous with respesct to $\mu \times \nu$. Hence, $L^{\infty}(X \times Y, \mu \times \nu) \rtimes_{\gamma} G$ is type $\mathrm{II}_{1}$.

If $L^{\infty}(Y) \rtimes_{\beta} H$ is type $I I_{\infty}$, then there exists an infinite measure ( $\sigma$-finite) $\nu_{1}$ on $Y$ which is $H$-invariant and is absolutely continuous with respesct to $\nu$. Then $\mu \times \nu_{1}$ is an infinite measure ( $\sigma$-finite) on $X \times Y$ which is $G$-invariant and is absolutely continuous with respesct to $\mu \times \nu$. Hence, $L^{\infty}(X \times Y, \mu \times \nu) \rtimes_{\gamma} G$ is type $\mathrm{II}_{\infty}$.

If $L^{\infty}(Y) \rtimes_{\beta} H$ is type $I I I$, then there does not exist a nonzero $\sigma$-finite measure $\nu_{1}$ on $Y$ which is $H$-invariant and is absolutely continuous with respesct to $\nu$. By Proposition 5.3, there does not exist a nonzero $\sigma$-finite measure on $X \times Y$ which is $G$-invariant and is absolutely continuous with respesct to $\mu \times \nu$. Hence, $L^{\infty}(X \times$ $Y, \mu \times \nu) \rtimes_{\gamma} G$ is type III.

Noninjectivity of $L^{\infty}(X \times Y, \mu \times \nu) \rtimes_{\gamma} G$ can be proved in the same way as [21, Corollary B] where $G=F_{2}$ and $H=\mathbb{Z}$.

Proposition 5.5 gives examples of non-injective factors of the form $L^{\infty}(Z) \rtimes_{\gamma} F_{\infty}$.
Example 5.6. (Type $\mathrm{II}_{\infty}$ ) Take $G$ to be $F_{\infty}$ (the free group on a countably infinite number of generators $\left.a_{1}, a_{2}, \ldots\right), X$ to be $[0,1]^{F_{\infty}}$ and $\mu$ to be the infinite product measure of Lebesgue measure. Consider the Bernoulli action of $G$ on $X: G$ acts on $X$ by

$$
g_{1} x\left(g_{2}\right)=x\left(g_{1}^{-1} g_{2}\right) \text { for any } g_{1}, g_{2} \in G \text { and } x \in X
$$

Take $H$ to be the rationals $\mathbb{Q}, Y$ to be the real line and $\nu$ to be Lebesgue measure. $H$ acts on $Y$ by translation. Let $\pi: F_{\infty} \rightarrow \mathbb{Q}$ be any surjective homomorphism such that $\operatorname{ker}(\pi)$ contains the generator $a_{1}$.

Since the Lebesgue measure $\nu$ is an infinite measure which is invariant under $H$, $L^{\infty}(Y, \nu) \rtimes_{\beta} H$ is a type $\mathrm{II}_{\infty}$ factor. For details, we refer the reader to [25, Example 8.6.13].

Example 5.7. (Type III) Take $G$ to be $F_{\infty}$ (free group on countably infinite generators $\left.a_{1}, a_{2}, \ldots\right), X$ to be $[0,1]^{F_{\infty}}$ and $\mu$ to be the infinite product measure of Lebesgue measure on $X$. $G$ acts on $X$ by

$$
g_{1} x\left(g_{2}\right)=x\left(g_{1}^{-1} g_{2}\right) \text { for any } g_{1}, g_{2} \in G \text { and } x \in X
$$

Let $Y$ be the real line and let $\nu$ be the Lebesgue measure. Let $H$ be the group of $\operatorname{maps} x \mapsto c x+d: \mathbb{R} \rightarrow \mathbb{R}$ where $c, d$ are rationals and $c \neq 0$. Let $\pi: F_{\infty} \rightarrow \mathbb{Q}$ be any surjective homomorphism such that $\operatorname{ker}(\pi)$ contains the generator $a_{1}$.

Since there does not exist a nonzero $\sigma$-finite measure $\nu_{1}$ on $Y$ which is absolutley continuous with respect to $\nu$ and is invariant under $H, L^{\infty}(Y, \nu) \rtimes_{\beta} H$ is a type III factor. For details, we refer the reader to [25, Example 8.6.14].

## 6. CHANGING REPRESENTATIONS*

In this section, we will show that if a countably decomposable von Neumann algebra $M \subseteq B(\mathcal{H})$ is ${ }^{*}$-isomorphic to any close von Neumann algebra and $M_{1} \subseteq$ $B(\mathcal{K})$ is ${ }^{*}$-isomorphic to $M$, then $M_{1}$ is ${ }^{*}$-isomorphic to any close von Neumann algebra. The question can be solved if for any von Neumann subalgebra $N_{1}$ of $B(\mathcal{K})$, we can find a von Neumann algebra $N \subseteq B(\mathcal{H})$ which is ${ }^{*}$-isomorphic to $N_{1}$ and $N$ is close to $M$. It is a known fact that any ${ }^{*}$-isomorphism between two von Neumann algebras is a composition of three types of ${ }^{*}$-isomorphisms (See Theorem 2.16): an amplification, cutting down by a projection in the commutant, a spatial isomorphism. For amplifications and spatial isomorphisms, we can bring two close von Neumann algebras acting on a Hilbert space to two close von Neumann algebras acting on a possibly different Hilbert space. Complications occur since it is not known whether close von Neumann algebras have close commutants. The case of properly infinite von Neumann algebras is easy as it is known that close properly infinite von Neumann algebras have close commutants. The work of [3] solved this question when $M$ is a type $\mathrm{I}_{1}$ factor. Based on the methods used in [3], we solve this question first for a cyclic representation $M_{1}$ of $M$ and then for any faithful normal unital *-representation $M_{1}$ of $M$.

In [3], the following definitions were made:

Definition 6.1. Let $M$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}$.
(i) We say $M$ is strongly Kadison-Kastler stable if for any positive number $\eta>0$, there exists a positive number $\epsilon>0$ such that: for any faithful normal unital

[^3]*-representation $\pi: M \rightarrow B(\mathcal{K})$ and for any von Neumann algebra $N \subseteq B(\mathcal{K})$ with $d(\pi(M), N)<\epsilon$, then there is a unitary $u \in B(\mathcal{K})$ such that $\|u-1\|<\eta$ and $u M u^{*}=N$.
(ii) We say $M$ is Kadison-Kastler stable if there exists a positive number $\epsilon>0$ such that: for any faithful normal unital ${ }^{*}$-representation $\pi: M \rightarrow B(\mathcal{K})$ and for any von Neumann algebra $N \subseteq B(\mathcal{K})$ with $d(\pi(M), N)<\epsilon$, then $\pi(M)$ and $N$ are spatially isomorphic.
(iii) We say $M$ is weakly Kadison-Kastler stable if there exists a positive number $\epsilon>0$ such that: for any faithful normal unital ${ }^{*}$-representation $\pi: M \rightarrow B(\mathcal{K})$ and for any von Neumann algebra $N \subseteq B(\mathcal{K})$ with $d(\pi(M), N)<\epsilon$, then $\pi(M)$ and $N$ are ${ }^{*}$-isomorphic.

We will need terminology which is slightly different from these. The primary difference is that we consider a von Neumann algebra $M$ in a representation on a specific Hilbert space $\mathcal{H}$.

Definition 6.2. Let $M$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}$.
(i) We say $M$ is Kadison-Kastler stable on $\mathcal{H}$ if there exists $\epsilon>0$ such that for any von Neumann algebra $N \subseteq B(\mathcal{H})$ with $d(M, N)<\epsilon$, then $M$ and $N$ are spatially isomorphic.
(ii) We say $M$ is weakly Kadison-Kastler stable on $\mathcal{H}$ if there exists $\epsilon>0$ such that for any von Neumann algebra $N \subseteq B(\mathcal{H})$ with $d(M, N)<\epsilon$, then $M$ and $N$ are ${ }^{*}$-isomorphic.

A question arises as to whether dependence on $\mathcal{H}$ in definition 4.2 can be removed. We do not know the full answer to this, but in this section we show that for countably
decomposable von Neumann algebras $M \subseteq B(\mathcal{H})$, weak Kadison-Kastler stability on $\mathcal{H}$ carries over to any other faithful normal unital ${ }^{*}$-representation of $M$ on another Hilbert space. We also show the same conclusion for Kadison-Kastler stability on $\mathcal{H}$ when $M$ is a type III factor with separable predual.

Throughout this section, for a projection $e$ in a von Neumann algebra $M \subseteq B(\mathcal{H})$, $c_{e}$ stands for the central support of $e$ relative to the von Neumann algebra. For a projection $e^{\prime} \in M^{\prime}$ and $x \in M$, we denote by $x_{e^{\prime}}$ the restriction of $x$ on $e^{\prime}(\mathcal{H})$. Also, we denote by $M_{e^{\prime}}$ the von Neumann algebra $\left\{x_{e^{\prime}}: x \in M\right\}$.

Lemma 6.3. Let $P$ be a finite von Neumann algebra acting on a Hilbert space $\mathcal{H}$ and let $\mathcal{L}$ be an infinite dimensional Hilbert space. Let $\left\{e_{i}\right\}_{i \in \Lambda}$ be an orthogonal family of minimal projections in $B(\mathcal{L})$ with sum equal to 1 . Then any projection in $P \bar{\otimes} B(\mathcal{L})$ is equivalent to $\sum_{i \in \Lambda} f_{i} \otimes e_{i}$ for some projections $f_{i} \in P$.

Proof. First, we will show that for any nonzero projection $e$ in $P \bar{\otimes} B(\mathcal{L})$, there exist a nonzero central subprojection $p$ of $c_{e}$ in $Z(P \bar{\otimes} B(\mathcal{L}))$ and projections $f_{i}$ in $P$ such that $p e \sim p\left(\sum_{i \in \Lambda} f_{i} \otimes e_{i}\right)$. Let $\left\{g_{j}\right\}_{j \in \Omega}$ be a maximal orthogonal family of subprojections of $e$ in $P \bar{\otimes} B(\mathcal{L})$ such that $g_{j} \sim c_{e}\left(1 \otimes e_{i}\right)$ for all $j$. (If such a family does not exist, take $\Omega=\emptyset$ ). By maximality, we cannot have $e-\sum_{j \in \Omega} g_{j} \succcurlyeq c_{e}\left(1 \otimes e_{i}\right)$ and so there exists a nonzero central projection $p^{\prime}$ in $Z(P \bar{\otimes} B(\mathcal{L}))$ such that $p^{\prime}\left(e-\sum_{j \in \Omega} g_{j}\right) \prec p^{\prime} c_{e}\left(1 \otimes e_{i}\right)$. Take $p=p^{\prime} c_{e}$. Now, $1 \otimes e_{i}$ is finite in $P \bar{\otimes} B(\mathcal{L})$ and so is $p\left(1 \otimes e_{i}\right)$. Since $p=$ $\sum_{i \in \Lambda} p\left(1 \otimes e_{i}\right)$, by applying generalized invariance of dimension (See Theorem 2.14) to the von Neumann algebra $p(P \bar{\otimes} B(\mathcal{L}))$ with test projection $p\left(1 \otimes e_{i}\right)$, we conclude that $|\Omega| \leqq|\Lambda|$. Fix $i_{0}$ in $\Lambda$. Since $\Lambda$ is an infinite set, there exists $\Lambda_{1} \subseteq \Lambda \backslash\left\{i_{0}\right\}$ such
that $|\Omega|=\left|\Lambda_{1}\right|$. Then

$$
\begin{aligned}
& \sum_{j \in \Omega} p g_{j} \sim \sum_{i \in \Lambda_{1}} p\left(1 \otimes e_{i}\right) \\
& p\left(e-\sum_{j \in \Omega} g_{j}\right) \sim g
\end{aligned}
$$

for some subprojection $g$ of $p\left(1 \otimes e_{i_{0}}\right)$. Now $p$ is a central projection in $Z(P \bar{\otimes} B(\mathcal{L}))$, so there is a central projection $q$ in $Z(P)$ such that $p=q \otimes 1$. Also, $p(1 \otimes$ $\left.e_{i_{0}}\right) P \bar{\otimes} B(\mathcal{L}) p\left(1 \otimes e_{i_{0}}\right)=p\left(P \bar{\otimes} \mathbb{C} e_{i_{0}}\right) \subseteq P \bar{\otimes} \mathbb{C} e_{i_{0}}$, so there is a projection $f_{i_{0}}$ in $P$ such that $g=f_{i_{0}} \otimes e_{i_{0}}$. So $p e=p\left(e-\sum_{j \in \Omega} g_{j}\right)+\sum_{j \in \Omega} p g_{j} \sim p\left(f_{i_{0}} \otimes e_{i_{0}}+\sum_{i \in \Lambda_{1}}\left(1 \otimes e_{i}\right)\right)$. This proves our first claim.

Let $e$ be a nonzero projection in $P \bar{\otimes} B(\mathcal{L})$. Let $\left\{p_{\alpha}\right\}_{\alpha \in S}$ be a maximal orthogonal family of nonzero central subprojections of $c_{e}$ in $P \bar{\otimes} B(\mathcal{L})$ such that each $p_{\alpha} e \sim p_{\alpha}\left(\sum_{i \in \Lambda} f_{i, \alpha} \otimes e_{i}\right)$ for some projections $f_{i, \alpha}$ in $P$. By maximality and the first paragraph, we have $\sum_{\alpha \in S} p_{\alpha}=c_{e}$. Since $p_{\alpha}$ is a central projection in $Z(P \bar{\otimes} B(\mathcal{L}))$, $p_{\alpha}=q_{\alpha} \otimes 1$ for some central projection $q_{\alpha}$ in $Z(P)$. Then $e=\sum_{\alpha \in S} p_{\alpha} e \sim$ $\sum_{\alpha \in S} \sum_{i \in \Lambda}\left(q_{\alpha} f_{i, \alpha}\right) \otimes e_{i}=\sum_{i \in \Lambda}\left(\sum_{\alpha \in S} q_{\alpha} f_{i, \alpha}\right) \otimes e_{i}$.

Lemma 6.4. Let $P$ and $Q$ be von Neumann algebras acting on some Hilbert space $\mathcal{H}$. Assume that $d(P, Q)<\gamma<1 / 4$ and $e$ is a projection in $P^{\prime} \cap Q^{\prime}$. If the central support of e relative to the von Neumann algebra $P^{\prime}$ is 1 , then the central support of e relative to the von Neumann algebra $Q^{\prime}$ is 1.

Proof. Let $q$ be the central support of $e$ relative to the von Neumann algebra $Q^{\prime}$. Then there exists a projection $p$ in $P$ such that $\|1-q-p\| \leq 2^{-1 / 2} \gamma$ by Proposition 2.27 (ii). By Proposition 2.26, $p \in Z(P)$. Then

$$
\|p e\|=\|(1-q-p) e\| \leq 2^{-1 / 2} \gamma<1
$$

Since $p e$ is a projection, $p e=0$. As the central support of $e$ relative to the von Neumann algebra $P^{\prime}$ is $1, p=0$. Thus $\|1-q\| \leq 2^{-1 / 2} \gamma<1$ and $q=1$.

Proposition 6.5. Let $M_{0} \subseteq B(\mathcal{H})$ be a finite von Neumann algebra with a cyclic vector and let $\pi: M_{0} \rightarrow M \subseteq B(\mathcal{K})$ be $a^{*}$-isomorphism of von Neumann algebras. Assume that $N_{0} \subseteq B(\mathcal{H})$ is another von Neumann algebra such that $Z\left(N_{0}\right)=Z\left(M_{0}\right)$ and $d\left(M_{0}, N_{0}\right)<\gamma<1 / 84$. Then there exists a von Neumann algebra $N \subseteq B(\mathcal{K})$ with $d(M, N)<21 \gamma$ and $a^{*}$-isomorphism $\rho: N_{0} \rightarrow N$.

Proof. By Theorem 2.16, there exists an infinite dimensional Hilbert space $\mathcal{L}$, a projection $e^{\prime} \in\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}$ with central support equal to $1_{\mathcal{H} \otimes \mathcal{L}}$ and a unitary $u: e^{\prime}(\mathcal{H} \otimes$ $\mathcal{L}) \rightarrow \mathcal{K}$ such that

$$
\pi(x)=u\left(x \otimes 1_{\mathcal{L}}\right)_{e^{\prime}} u^{*} \text { for any } x \in M_{0}
$$

Fix an orthogonal family of minimal projections $\left\{e_{i}\right\}_{i \in \Lambda}$ in $B(\mathcal{L})$ with sum equals to $1_{\mathcal{L}}$. Since $M_{0}$ is a finite von Neumann algebra with a cyclic vector, $M_{0}^{\prime}$ is finite by Proposition 2.7. By Lemma 6.3, there exist projections $f_{i} \in M_{0}^{\prime}$ and a partial isometry $v \in M_{0}^{\prime} \bar{\otimes} B(\mathcal{L})$ such that

$$
v^{*} v=e^{\prime \prime}=\sum_{i \in \Lambda} f_{i} \otimes e_{i}, \quad v v^{*}=e^{\prime}
$$

Define a unitary $v_{1}: e^{\prime \prime}(\mathcal{H} \otimes \mathcal{L}) \rightarrow e^{\prime}(\mathcal{H} \otimes \mathcal{L})$ by $v_{1} \xi=v \xi$ for any $\xi \in e^{\prime \prime}(\mathcal{H} \otimes \mathcal{L})$. Then for any $x \in M_{0}$, we have

$$
\begin{aligned}
\left(x \otimes 1_{\mathcal{L}}\right)_{e^{\prime}} & =v_{1}\left(x \otimes 1_{\mathcal{L}}\right)_{e^{\prime \prime}} v_{1}^{*}, \\
\pi(x) & =u\left(x \otimes 1_{\mathcal{L}}\right)_{e^{\prime}} u^{*}=u v_{1}\left(x \otimes 1_{\mathcal{L}}\right)_{e^{\prime \prime}} v_{1}^{*} u^{*} .
\end{aligned}
$$

By Proposition 3.5, $M_{0}^{\prime} \subset_{4(1+\sqrt{2}) \gamma} N_{0}^{\prime}$. By Proposition 2.27 (ii), there exist projections
$g_{i} \in N_{0}^{\prime}$ such that

$$
\left\|f_{i}-g_{i}\right\|<2^{-1 / 2} \cdot 4(1+\sqrt{2}) \gamma<1
$$

Then, by Proposition 2.25 , there exist unitaries $w_{i} \in B(\mathcal{H})$ such that

$$
\left\|w_{i}-1_{\mathcal{H}}\right\| \leq \sqrt{2}\left\|f_{i}-g_{i}\right\|<4(1+\sqrt{2}) \gamma, w_{i}^{*} f_{i} w_{i}=g_{i}
$$

Let $w=\sum_{i \in \Lambda} w_{i} \otimes e_{i}$. Then $w$ is a unitary in $B(\mathcal{H} \otimes \mathcal{L})$ such that $w^{*} e^{\prime \prime} w=$ $\sum_{i \in \Lambda} g_{i} \otimes e_{i} \in N_{0}^{\prime} \bar{\otimes} B(\mathcal{L})=\left(N_{0} \bar{\otimes} \mathbb{C} 1_{L}\right)^{\prime}$, so $e^{\prime \prime} \in\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} \cap w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} w^{*}$.

Define $\rho: N_{0} \rightarrow B(\mathcal{K})$ by

$$
\rho(x)=u v_{1}\left(w\left(x \otimes 1_{\mathcal{L}}\right) w^{*}\right)_{e^{\prime \prime}} v_{1}^{*} u^{*}
$$

Since $e^{\prime \prime}$ is equivalent to $e^{\prime}$ in $\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}, e^{\prime \prime}$ has central support $1_{\mathcal{H} \otimes \mathcal{L}}$ relative to $\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}$. Since
$d\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}, w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right) w^{*}\right) \leq d\left(M_{0}, N_{0}\right)+2\left\|w-1_{\mathcal{H} \otimes \mathcal{L}}\right\|<\gamma+8(1+\sqrt{2}) \gamma<21 \gamma<1 / 4$,
and by Lemma 6.4, $e^{\prime \prime}$ has central support $1_{\mathcal{H} \otimes \mathcal{L}}$ relative to $w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} w^{*}$. So $\rho$ is a ${ }^{*}$-isomorphism onto its image. Let $N=\rho\left(N_{0}\right)$. Then

$$
d(M, N) \leq d\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}, w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right) w^{*}\right)<21 \gamma
$$

Proposition 6.6. Let $M_{0} \subseteq B(\mathcal{H})$ be a properly infinite von Neumann algebra and $\pi: M_{0} \rightarrow M \subseteq B(\mathcal{K})$ be $a^{*}$-isomorphism of von Neumann algebras. Assume that $N_{0} \subseteq B(\mathcal{H})$ is another properly infinite von Neumann algebra such that $d\left(M_{0}, N_{0}\right)<$
$\gamma<1 / 28$. Then there exists a von Neumann algebra $N \subseteq B(\mathcal{K})$ with $d(M, N)<7 \gamma$ and $a^{*}$-isomorphism $\rho: N_{0} \rightarrow N$.

Proof. By Theorem 2.16, there exist a Hilbert space $\mathcal{L}$, a projection $e^{\prime} \in\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}$ with central support equal to $1_{\mathcal{H} \otimes \mathcal{L}}$ and a unitary $u: e^{\prime}(\mathcal{H} \otimes \mathcal{L}) \rightarrow \mathcal{K}$ such that

$$
\pi(x)=u\left(x \otimes 1_{\mathcal{L}}\right)_{e^{\prime}} u^{*} \text { for any } x \in M_{0}
$$

Since $N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}$ is properly infinite and $N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}} \subset_{\gamma} M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}$, by Proposition 2.29 (i), we have

$$
\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} \subset_{3 \gamma}\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} .
$$

By Proposition 2.27 (ii), there exists a projection $f^{\prime} \in\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}$ such that $\| f^{\prime}-$ $e^{\prime} \|<\frac{1}{\sqrt{2}} \cdot 3 \gamma<1$. By Proposition 2.25, there exists a unitary $w \in B(\mathcal{H} \otimes \mathcal{L})$ such that $w^{*} e^{\prime} w=f^{\prime}$ and $\left\|w-1_{\mathcal{H} \otimes \mathcal{L}}\right\| \leq \sqrt{2}\left\|e^{\prime}-f^{\prime}\right\|<3 \gamma$. Then $e^{\prime} \in w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} w^{*}$ and

$$
d\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}, w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right) w^{*}\right) \leq 2\left\|w-1_{\mathcal{H} \otimes \mathcal{L}}\right\|+d\left(M_{0}, N_{0}\right)<7 \gamma<1 / 4
$$

As noted in the beginning of the proof, the central support of $e^{\prime}$ relative to $\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime}$ is $1_{\mathcal{H} \otimes \mathcal{L}}$. By Lemma 6.4 , the central support of $e^{\prime}$ relative to $w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right)^{\prime} w^{*}$ is $1_{\mathcal{H} \otimes \mathcal{L}}$. Define $\rho: N_{0} \rightarrow B(\mathcal{K})$ by

$$
\rho(x)=u\left(w\left(x \otimes 1_{\mathcal{L}}\right) w^{*}\right)_{e^{\prime}} u^{*} \text { for any } x \in N_{0} .
$$

Then $\rho$ is a *-isomorphism onto its image $N=\rho\left(N_{0}\right)$ and

$$
d(M, N) \leq d\left(M_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}, w\left(N_{0} \bar{\otimes} \mathbb{C} 1_{\mathcal{L}}\right) w^{*}\right)<7 \gamma
$$

Proposition 6.7. Let $M_{0} \subseteq B(\mathcal{H})$ be a von Neumann algebra with a cyclic vector and $\pi: M_{0} \rightarrow M \subseteq B(\mathcal{K})$ be $a^{*}$-isomorphism of von Neumann algebras. Assume that $N_{0} \subseteq B(\mathcal{H})$ is another von Neumann algebra such that $d\left(M_{0}, N_{0}\right)<\gamma<1 / 924$. Then there exists a von Neumann algebra $N \subseteq B(\mathcal{K})$ with $d(M, N)<231 \gamma$ and a ${ }^{*}$-isomorphism $\rho: N_{0} \rightarrow N$.

Proof. Let $Z\left(M_{0}\right)$ and $Z\left(N_{0}\right)$ be the center of $M_{0}$ and $N_{0}$ respectively. By Proposition 2.31, there exists a unitary $u \in B(\mathcal{H})$ such that $\left\|u-1_{\mathcal{H}}\right\| \leq 5 \gamma$ and $Z\left(M_{0}\right)=$ $u Z\left(N_{0}\right) u^{*}$. Let $N_{1}=u N_{0} u^{*}$. Then $Z\left(N_{1}\right)=Z\left(M_{0}\right)$ and $d\left(N_{1}, M_{0}\right) \leq 2\left\|u-1_{\mathcal{H}}\right\|+$ $d\left(N_{0}, M_{0}\right)<11 \gamma$. Let $p$ be the largest central projection in $Z\left(M_{0}\right)$ such that $M_{0} p$ is finite. By [14, Lemma 3.5], $p$ is the largest central projection in $Z\left(N_{1}\right)$ such that $N_{1} p$ is finite. If $p$ is $1_{\mathcal{H}}$, the proposition follows from Proposition 6.5. Otherwise, $1_{\mathscr{H}}-p$ is nonzero and $M_{0}\left(1_{\mathcal{H}}-p\right)$ is properly infinite. In this case, $N_{1}\left(1_{\mathcal{H}}-p\right)$ is also properly infinite.

Let $q=\pi(p)$. Let $\pi_{1}: M_{0} p \rightarrow M q \subseteq B(q \mathcal{K})$ be the ${ }^{*}$-isomorphism defined by

$$
\pi_{1}(x p)=\pi(x) q \text { for any } x \in M_{0}
$$

Let $\pi_{2}: M_{0}\left(1_{\mathcal{H}}-p\right) \rightarrow M\left(1_{\mathcal{K}}-q\right) \subseteq B\left(\left(1_{\mathcal{K}}-q\right) \mathcal{K}\right)$ be the ${ }^{*}$-isomorphism defined by

$$
\pi_{2}\left(x\left(1_{\mathcal{H}}-p\right)\right)=\pi(x)\left(1_{\mathcal{K}}-q\right) \text { for any } x \in M_{0}
$$

Since $M_{0}$ has a cyclic vector, $M_{0} p$ (acting on $p \mathcal{H}$ ) has a cyclic vector. Applying Proposition 6.5 to $M_{0} p$ and $N_{1} p$, there exists a ${ }^{*}$-isomorphism $\rho_{1}: N_{1} p \rightarrow \rho_{1}\left(N_{1} p\right) \subseteq$ $B(q \mathcal{K})$ such that $d\left(\rho_{1}\left(N_{1} p\right), M q\right)<21 \cdot 11 \gamma$.

Applying Proposition 6.6 to $M_{0}\left(1_{\mathcal{H}}-p\right)$ and $N_{1}\left(1_{\mathcal{H}}-p\right)$, there exists a ${ }^{*}$-isomorphism
$\rho_{2}: N_{1}\left(1_{\mathcal{H}}-p\right) \rightarrow \rho_{2}\left(N_{1}\left(1_{\mathcal{H}}-p\right)\right) \subseteq B\left(\left(1_{\mathcal{K}}-q\right) \mathcal{K}\right)$ such that $d\left(\rho_{2}\left(N_{1}\left(1_{\mathcal{H}}-p\right)\right), M\left(1_{\mathcal{K}}-\right.\right.$ q) $)<7 \cdot 11 \gamma$.

Let $N$ be $\rho_{1}\left(N_{1} p\right) \oplus \rho_{2}\left(N_{1}\left(1_{\mathcal{H}}-p\right)\right)$. Then $N$ is a von Neumann algebra acting on $\mathcal{K}$. Define $\rho: N_{0} \rightarrow N$ by

$$
\rho(x)=\rho_{1}\left(u x u^{*} p\right) \oplus \rho_{2}\left(u x u^{*}\left(1_{\mathcal{H}}-p\right)\right) \text { for any } x \in N_{0}
$$

Then $\rho$ is a ${ }^{*}$-isomorphism and $d(M, N)<\max \{21 \cdot 11 \gamma, 7 \cdot 11 \gamma\}=231 \gamma$.

Proposition 6.8. Let $M_{0}$ and $N_{0}$ be von Neumann algebras acting on a Hilbert space $B(\mathcal{H})$. Assume that $M_{0}$ is countably decomposable. Suppose that $d\left(M_{0}, N_{0}\right)<\gamma<$ $10^{-6}$. Then there exist a Hilbert space $\mathcal{K}$, von Neumann algebras $M$ and $N$ acting on $\mathcal{K}$ such that $M$ has a cyclic vector, $M$ is ${ }^{*}$-isomorphic to $M_{0}, N$ is ${ }^{*}$-isomorphic to $N_{0}$ and $d(M, N)<210 \sqrt{\gamma}$.

Proof. Let $Z\left(M_{0}\right)$ and $Z\left(N_{0}\right)$ be the center of $M_{0}$ and $N_{0}$ respectively. By Proposition 2.31, there exists a unitary $u \in B(\mathcal{H})$ such that $\left\|u-1_{\mathcal{H}}\right\| \leq 5 \gamma$ and $Z\left(M_{0}\right)=$ $u Z\left(N_{0}\right) u^{*}$. Let $N_{1}=u N_{0} u^{*}$. Then $Z\left(N_{1}\right)=Z\left(M_{0}\right)$ and $d\left(N_{1}, M_{0}\right) \leq 2\left\|u-1_{\mathcal{H}}\right\|+$ $d\left(N_{0}, M_{0}\right)<11 \gamma$.

By [3, Lemma 4.8] and a maximality argument, there exists an orthogonal family of projections $\left\{p_{i}\right\}_{i \in \Lambda}$ in $Z\left(M_{0}\right)$, cyclic projections $\left\{e_{i}\right\}_{i \in \Lambda}$ in $M_{0}^{\prime}$ and projections $\left\{f_{i}\right\}_{i \in \Lambda}$ in $N_{1}^{\prime}$ such that

$$
\begin{aligned}
& \sum_{i \in \Lambda} p_{i}=1_{\mathcal{H}} \\
& e_{i} \leq p_{i}, f_{i} \leq p_{i}, c_{e_{i}}=p_{i} \\
& \left\|e_{i}-f_{i}\right\| \leq 21 \sqrt{11 \gamma}
\end{aligned}
$$

Let $e=\sum_{i \in \Lambda} e_{i}$ and $f=\sum_{i \in \Lambda} f_{i}$. Since $M_{0}$ is countably decomposable, $\Lambda$ is countable. Since $e$ is a sum of a countable family of cyclic projections in $M_{0}^{\prime}$ and $\left\{c_{e_{i}}\right\}_{i \in \Lambda}$ are pairwise orthogonal, $e$ is a cyclic projection in $M_{0}^{\prime}$. Also, the central support of $e$ relative to $M_{0}^{\prime}$ is $1_{\mathcal{H}}$. Since

$$
\|e-f\| \leq 21 \sqrt{11 \gamma}<1
$$

by Proposition 2.25, there exists a unitary $u \in B(\mathcal{H})$ such that $u^{*} e u=f$ and

$$
\left\|u-1_{\mathcal{H}}\right\| \leq \sqrt{2}\|e-f\| \leq 21 \sqrt{2} \sqrt{11 \gamma} .
$$

Then $e \in u N_{1}^{\prime} u^{*}$. Since

$$
d\left(M_{0}, u N_{1} u^{*}\right) \leq d\left(M_{0}, N_{1}\right)+2\left\|u-1_{\mathcal{H}}\right\| \leq 11 \gamma+42 \sqrt{2} \sqrt{11 \gamma}<210 \sqrt{\gamma}<1 / 4
$$

by Lemma 6.4, e has central support 1 relative to $u N_{1}^{\prime} u^{*}$. Let $\mathcal{K}$ be $e \mathcal{H}, M$ be $\left(M_{0}\right)_{e}$ and $N=\left(u N_{1} u^{*}\right)_{e}$. Then

$$
d(M, N) \leq d\left(M_{0}, u N_{1} u^{*}\right)<210 \sqrt{\gamma}
$$

and the proposition follows.

Theorem 6.9. Let $M$ be a countably decomposable von Neumann algebra acting on a Hilbert space $\mathcal{H}$. If $M$ is weakly Kadison-Kastler stable on $\mathcal{H}$, then $M$ is weakly Kadison-Kastler stable.

Proof. This follows by combining Propositions 6.7 and 6.8.

Proposition 6.10. Let $M$ and $N$ be type III factors acting on a Hilbert space $\mathcal{H}$.

Assume that $M$ has separable predual and $d(M, N)<\gamma<1 / 300$. If $\varphi: M \rightarrow N$ is $a{ }^{*}$-isomorphism, then there exists a unitary $w \in B(\mathcal{H})$ such that $\varphi(x)=w x w^{*}$ for any $x \in M$.

Proof. First, observe that for any vector $\xi \in \mathcal{H},[M \xi]$ is separable. Indeed, since $M$ has a separable predual, the closed unit ball of $M$ is compact and metrizable under the weak operator topology. Hence the closed unit ball of $M$ has a countable WOT-dense subset $C$. Thus $[M \xi]=[C \xi]$ is separable.

Let $\left\{e_{i}\right\}_{i \in \Lambda}$ be an orthogonal family of cyclic projections in $M^{\prime}$ with sum equal to $1_{\mathcal{H}}$. Let $A$ be the von Neumann algebra generated by $\left\{e_{i}: i \in \Lambda\right\}$. Then $A$ is abelian. Since $N \subset_{\gamma} M$ and $N$ is properly infinite, by Proposition 2.29 (i), $M^{\prime} \subset_{3 \gamma} N^{\prime}$. Then $A \subset_{3 \gamma} N^{\prime}$. By Theorem 2.35 (i), there exists a unitary $u \in B(\mathcal{H})$ such that $u A u^{*} \subseteq N$ and $\left\|u-1_{\mathcal{H}}\right\|<150 \cdot 3 \gamma$. Let $N_{1}=u^{*} N u$. Then $e_{i} \in N_{1}^{\prime}$ for all $i \in \Lambda$. Define a ${ }^{*}$-isomorphism $\psi_{i}: M_{e_{i}} \rightarrow\left(N_{1}\right)_{e_{i}}$ by

$$
\psi_{i}\left(x_{e_{i}}\right)=\left(u^{*} \varphi(x) u\right)_{e_{i}} \text { for any } x \in M
$$

By the first paragraph, $e_{i} \mathcal{H}$ is separable for all $i \in \Lambda$. Since $M_{e_{i}}$ and $N_{e_{i}}$ are type III von Neumann algebras acting on a separable Hilbert space $e_{i} \mathcal{H}$, by [25, Proposition 9.1.6], both algebras have a cyclic and separating vector. By [25, Theorem 7.2.9], there exists a unitary $v_{i} \in B\left(e_{i} \mathcal{H}\right)$ such that $\psi_{i}\left(x_{e_{i}}\right)=v_{i} x_{e_{i}} v_{i}^{*}$ for any $x \in M$. Let $v=\sum_{i \in \Lambda} v_{i}$. Then $v$ is a unitary in $B(\mathcal{H})$ and for any $x \in M$,

$$
v x v^{*}=\sum_{i \in \Lambda} v_{i} x_{e_{i}} v_{i}^{*}=\sum_{i \in \Lambda}\left(u^{*} \varphi(x) u\right)_{e_{i}}=u^{*} \varphi(x) u .
$$

Thus $\varphi(x)=u v x(u v)^{*}$.

Theorem 6.11. Let $M$ be a type III factor with a separable predual acting on a

Hilbert space $\mathcal{H}$. If $M$ is weakly Kadison-Kastler stable on $\mathcal{H}$, then $M$ is KadisonKastler stable.

Proof. By Theorem 6.9, $M$ is weakly Kadison-Kastler stable. In other words, there exists $\epsilon>0$ such that: if $(\rho, \mathcal{L})$ is any faithful normal unital *-representation of $M$ and $N \subseteq B(\mathcal{L})$ is another von Neumann algebra with $d(\rho(M), N)<\epsilon$, then $\rho(M)$ and $N$ are *-isomorphic. By [23, Corollary A and Lemma 11], $N$ is also a type III factor whenever $d(\rho(M), N)$ is sufficiently small (independent of $\rho$ ). Then, when $d(\rho(M), N)$ is sufficiently small, any *-isomorphism between $\rho(M)$ and $N$ is spatial by Proposition 6.10. This proves the theorem.

Corollary 6.12. The von Neumann algebras of Examples 5.6 and 5.7 are respectively weakly Kadison-Kastler stable and Kadison-Kastler stable.

Proof. These algebras have separable preduals so Theorems 6.9 and 6.11 apply.

Lemma 6.13. Let $M$ and $N$ be von Neumann algebras acting on the same Hilbert space $\mathcal{H}$ and $\mathcal{K}$ be another Hilbert space. Then $d(M, N) \leq d(M \bar{\otimes} B(\mathcal{K}), N \bar{\otimes} B(\mathcal{K}))$.

Proof. Let $\epsilon=d(M \bar{\otimes} B(\mathcal{K}), N \bar{\otimes} B(\mathcal{K}))$ and let $\rho$ be any normal state on $B(\mathcal{K})$. Then there exists a normal completely positive map $E: B(\mathcal{H}) \bar{\otimes} B(\mathcal{K}) \rightarrow B(\mathcal{H}) \bar{\otimes} \mathbb{C} 1_{\mathcal{K}}$ such that $E(x \otimes y)=x \otimes \rho(y) 1_{\mathcal{K}}$ for any $x \in B(\mathcal{H})$ and $y \in B(\mathcal{K})$. Note that $E\left(M \bar{\otimes} \mathbb{C} 1_{\mathcal{K}}\right)=M \bar{\otimes} \mathbb{C} 1_{\mathcal{K}}$ and $E\left(N \bar{\otimes} \mathbb{C} 1_{\mathcal{K}}\right)=N \bar{\otimes} \mathbb{C} 1_{\mathcal{K}}$. Let $x$ be any element in the unit ball of $M$. Then there exists an element $z$ in the unit ball of $N \bar{\otimes} B(\mathcal{K})$ such that $\left\|x \otimes 1_{\mathcal{K}}-z\right\| \leq \epsilon$. Note that $E(z)=y \otimes 1_{\mathcal{K}}$ for some element $y$ in the unit ball of $N$. Then

$$
\|x-y\|=\left\|x \otimes 1_{\mathcal{K}}-y \otimes 1_{\mathcal{K}}\right\|=\left\|E\left(x \otimes 1_{\mathcal{K}}-z\right)\right\| \leq\left\|x \otimes 1_{\mathcal{K}}-z\right\| \leq \epsilon
$$

By the same argument, we can show that any element in the unit ball of $N$ can be approximated by an element in the unit ball of $M$ within a distance $\epsilon$. This shows that $d(M, N) \leq d(M \bar{\otimes} B(\mathcal{K}), N \bar{\otimes} B(\mathcal{K}))$.

Proposition 6.14. Let $M$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}$ and $\mathcal{K}$ be any Hilbert space. If $M$ is strongly Kadison-Kastler stable, so is $M \bar{\otimes} B(\mathcal{K})$.

Proof. Let $\eta>0$. Let $\epsilon>0$ be a number as in Definition 4.1(i) for $M$. Let $\pi: M \bar{\otimes} B(\mathcal{K}) \rightarrow B(\mathcal{L})$ be any faithful normal unital ${ }^{*}$-representation. Let $\epsilon_{1}$ be $\min \left\{\frac{\eta}{150}, \frac{\epsilon}{301}, \frac{1}{100}\right\}$, and let $M_{1}=\pi(M \bar{\otimes} B(\mathcal{K}))$. Assume that $N \subseteq B(\mathcal{L})$ is any von Neumann algebra such that $d\left(N, M_{1}\right)<\epsilon_{1}$. Let $P$ be $\pi\left(\mathbb{C} 1_{\mathcal{H}} \bar{\otimes} B(K)\right)$. Then $P$ is injective and $P \subset_{\epsilon_{1}} N$. By Theorem 2.35 (i), there is a unitary $u \in B(\mathcal{L})$ such that $\left\|u-1_{\mathcal{L}}\right\| \leq 150 \epsilon_{1}$ and $u P u^{*} \subseteq N$. Let $N_{1}$ be $u^{*} N u$. Then $P \subseteq N_{1}$ and

$$
\begin{equation*}
d\left(M_{1}, N_{1}\right) \leq d\left(M_{1}, N\right)+2\left\|u-1_{\mathcal{L}}\right\|<\epsilon_{1}+300 \epsilon_{1}=301 \epsilon_{1} . \tag{6.1}
\end{equation*}
$$

Let $\left\{\xi_{i}\right\}_{i \in \Lambda}$ be an orthonormal basis for $\mathcal{K}$ and $\left\{e_{i, j}\right\}_{i, j \in \Lambda}$ be a system of matrix units for $B(\mathcal{K})$ such that $e_{i, i}$ is a rank-one projection onto the subspace spanned by $\xi_{i}$. Fix $i_{0} \in \Lambda$. Let $f_{i, j}=\pi\left(1_{\mathcal{H}} \otimes e_{i, j}\right)$. Let $w: \mathcal{L} \rightarrow f_{i_{0}, i_{0}}(\mathcal{L}) \bar{\otimes} \mathcal{K}$ be the unitary map defined by

$$
w(\zeta)=\sum_{i \in \Lambda} f_{i_{0}, i} \zeta \otimes \xi_{i} \text { for any } \zeta \in \mathcal{L}
$$

For any $x \in P^{\prime}, x$ commutes with any $f_{i, j}$ and hence $w x w^{*}=x_{f_{i_{0}, i_{0}}} \otimes 1_{\mathcal{K}}$. This shows that $w M_{1}^{\prime} w^{*}=\left(M_{1}^{\prime}\right)_{f_{i_{0}, i_{0}}} \bar{\otimes} \mathbb{C} 1_{\mathcal{K}}$ and hence $w M_{1} w^{*}=\left(M_{1}\right)_{f_{i_{0}, i_{0}}} \bar{\otimes} B(\mathcal{K})$. Similarly, $w N_{1} w^{*}=\left(N_{1}\right)_{f_{i_{0}, i_{0}}} \bar{\otimes} B(\mathcal{K})$. Then by Lemma 4.13 and inequality (6.1),

$$
\begin{equation*}
d\left(\left(M_{1}\right)_{f_{i_{0}, i_{0}}},\left(N_{1}\right)_{f_{i_{0}, i_{0}}}\right) \leq d\left(w M_{1} w^{*}, w N_{1} w^{*}\right)=d\left(M_{1}, N_{1}\right)<301 \epsilon_{1} \leq \epsilon \tag{6.2}
\end{equation*}
$$

Note that $\pi$ induces a ${ }^{*}$-isomorphism between $\left(M_{1}\right)_{f_{i_{0}, i_{0}}}$ and $(M \bar{\otimes} B(\mathcal{K}))_{1_{\mathcal{H}} \otimes e_{i_{0}, i_{0}}}$. Hence, $\left(M_{1}\right)_{f_{i_{0}, i_{0}}}$ is *-isomorphic to $M$. Since $M$ is strongly Kadison-Kastler stable and by inequality (6.2), there is a unitary $v \in B\left(f_{i_{0}, i_{0}}(\mathcal{L})\right)$ such that $\|v-1\|<\eta$ and $v\left(M_{1}\right)_{f_{i_{0}, i_{0}}} v^{*}=\left(N_{1}\right)_{f_{i_{0}, i_{0}}}$. Let $v_{2}$ be $w^{*}\left(v \otimes 1_{\mathcal{K}}\right) w$. Then $\left\|v_{2}-1_{\mathcal{L}}\right\|=\|v-1\|<\eta$ and $v_{2} M_{1} v_{2}^{*}=N_{1}=u^{*} N u$. So $u v_{2} M_{1}\left(u v_{2}\right)^{*}=N$ and $\left\|u v_{2}-1_{\mathcal{L}}\right\| \leq\left\|u-1_{\mathcal{L}}\right\|+\left\|v-1_{\mathcal{L}}\right\|<$ $150 \epsilon_{1}+\eta \leq 2 \eta$.

Remark 6.15. For any integer $n \geq 3$, let $\alpha: S L_{n}(\mathbb{Z}) \curvearrowright(X, \mu)$ be a free, ergodic and measure preserving action of $S L_{n}(\mathbb{Z})$ on a standard nonatomic probability space $(X, \mu)$. Theorem $A$ of [3] states that $M=\left(L^{\infty}(X, \mu) \rtimes_{\alpha} S L_{n}(\mathbb{Z})\right) \bar{\otimes} R$ is a strongly Kadison-Kastler stable $\mathrm{II}_{1}$ factor where $R$ is the hyperfinite $\mathrm{I}_{1}$ factor. Combining this result with Proposition 6.14, $M=\left(L^{\infty}(X, \mu) \rtimes_{\alpha} S L_{n}(\mathbb{Z})\right) \bar{\otimes} R \bar{\otimes} B(\mathcal{K})$ is a strongly non-injective Kadison-Kastler stable $\mathrm{II}_{\infty}$ factor for any infinite dimensional Hilbert space $\mathcal{K}$.

## 7. CONCLUSION

In section 4, we have shown that $P \rtimes_{\alpha} G$ is ${ }^{*}$-isomorphic to any nearby algebras when $P$ is an injective von Neumann with a cyclic tracial vector and $\alpha$ is a free action of a free group $G$ of $n(n=2,3 \ldots, \infty)$. As remarked before (See Remark 4.12 ), the same result holds for more general groups when a cohomological condition is satisfied. It would be interesting to know if this result holds for all countable discrete groups without any cohomological assumptions on the action $\alpha$.
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