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ABSTRACT 

 

Oil shale is a vast, yet untapped energy source, and the pyrolysis of kerogen in 

the oil shales releases recoverable hydrocarbons. In this dissertation, we investigate how 

to increase process efficiency and decrease the costs of in-situ upgrading process for 

kerogen pyrolysis, which is applicable to the majority of the oil shales.  In-situ 

upgrading processes include (a) Shell In-situ Conversion Process (ICP), (b) ExxonMobil 

Electrofrac, and (c) Texas A&M (TAMU) Steamfrac. We evaluate these three processes 

in realistic scenarios using our newly developed multi-phase, multi-component, non-

isothermal simulator. 

Kerogen pyrolysis is represented by 6 kinetic reactions resulting in 10 

components and 4 phases. Expanding TAMU Flow and Transport Simulator (FTSim), 

we develop a fully functional capability that describes the kerogen pyrolysis and the 

accompanying system changes. The simulator describes the coupled process of mass 

transport and heat flow through porous and fractured media, and accurately accounts for 

phase equilibria and transitions. It provides a powerful tool to evaluate the efficiency and 

the productivity of the in-situ upgrading processes. 

We validate our simulator by reproducing the field production data of the Shell 

ICP implemented in Green River Formation. We conduct the sensitivity analyses of the 

presence and absence of pre-existing fracture system, oil shale grade, permeability of the 

fracture network, and thermal conductivity of the formation. Validated model has the oil 

shale grade of 25 gal/ton, fracture domain permeability of 150 md, and formation 

thermal conductivity of 2.0 W/m-K.  

In the application cases, we analyze the significant factors affecting each process. 

In the Shell ICP, the ExxonMobil Electrofrac, and the TAMU Steamfrac, we study the 

effects of heater temperature, electrical conductivities of injection material, and steam 

injection strategy, respectively. We find that the best case of the Shell ICP showed the 

highest energy efficiency of 144 %. The best cases of the ExxonMobil Electrofrac and 

the TAMU Steamfrac show the energy efficiency of 74.1 %, and 54.1 %, respectively. 
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We obtain positive Net Present Value (NPV) in the TAMU Steamfrac by much less 

number of wells than the Shell ICP and the ExxonMobil Electrofrac, though it has the 

lowest energy efficiency.  
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NOMENCLATURE 

 

A Aqueous phase 

kA  Frequency factor of reaction k, 1/sec (1/day in Table 4) 

nmA  Contacting area between grid blocks n and m 

C  Concentration of component  , kg/m3 

RC  Rock heat capacity, J/kg/K 

chwc  Cost for completion of the horizontal well, $/ft 

cvwc  Cost for completion of the vertical well, $/ft 

dhwc  Cost for drilling of the horizontal well, $/ft 

dvwc  Cost for drilling of the vertical well, $/ft 

frc  Cost for fracturing treatment, $/# 

htc  Cost for heating the well, $/BOE 

icmc  Cost for injection of the conductive material, $/kg 

istc  Cost for steam injection, $/kg 

cvwd  Distance of the completion in the vertical well 

vwd  Depth of the vertical well 

kE  Activation energy of reaction k, J/mole (KJ/mole in Table 4) 

F  Flux term of component  , kg/m2/sec 

F  Heat flux term, J/m/sec 

of  Operating cost, fraction 

rf  Royalty in NPV computation, fraction 

tf  Tax in NPV computation, fraction 

G  Gaseous phase 
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h  Enthalpy of phase  , J/kg 

I  Initial investment in NPV computation, $ 

K  Thermal conductivity, W/m-K 

HK  Thermal conductivity of the conductive material in the ExxonMobil 

Electrofrac process, W/m-K 

kK  Reaction rate constant,  

fk  Permeability of fracture network,  

L  Lorenz number (= 2.44e-8 W-Ω/K2) 

chwL  Length of the completion in the horizontal well 

hwL  Length of the horizontal well 

M  Oil yield of oil shale, gal/ton 

M  Mass accumulation term for component  , kg/m3 

M  Heat accumulation term, J/m3 

icmm  Mass of the injected conductive material in ExxonMobil Electrofrac, kg 

NPV  Net Present Value, $ 

hfn  Number of the hydraulic fractures 

hwn  Number of the horizontal wells 

pwn  Number of the production wells 

vwn  Number of the vertical wells 

O Liquid organic phase 

GP  Price of hydrocarbon gas, $/MSCF 

oP  Price of liquid hydrocarbon, $/STB 

nGQ ,  Annual cumulative hydrocarbon gaseous phase production, MSCF 

noQ ,  Annual cumulative liquid organic phase production, STB 

q  Source/sink term of component  , kg/m3/sec 
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q  Source/sink term of heat, J/m3/sec 

R  Residual  

nR  Annual revenue from the production, $ 

kr  Reaction rate, kg/m3/sec 

S  Solid phase 

S  Saturation of phase   

iraS  Irreducible saturation of aqueous phase 

iroS  Irreducible saturation of liquid organic phase 

irgS  Irreducible saturation of gaseous phase 

T  Temperature, K 

HT  Temperature of electric heaters in the Shell ICP process, K 

U  Internal energy, J/kg 

nV  Volume of grid block n , m3 

X  Primary variable 


X  Mass fraction of component   in phase   

  The electrical conductivity, Ω-1-m-1 
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CHAPTER I  

INTRODUCTION 

 

Oil shale occurs in 27 countries in worldwide, and the rich oil shale which has 

the commercial interest is believed to be around 2.6 trillion barrels, and 2.0 trillion 

barrels of them are located in United States (Braun and Burnham 1990; Crawford et al. 

2008). The most concentrated oil shales are located in Colorado, Utah, and Wyoming 

(Biglarbigi et al. 2007). 1.2 trillion barrels of the highly favorable resources are located 

in Green River Formation of 11 million acres (Biglarbigi et al. 2010). Oil shale can be a 

promising energy resource in the US, considering the abundant amount of resource, 

accessibility, and the importance of the stable energy supply. 

Oil shale was used as a source of fuel in Europe in 1600s, and Sweden produced 

oil from oil shale until 1966 (Crawford et al. 2008). As other hydrocarbon fuels are came 

into wide use, oil production from the oil shale became unfavorable resource, due to the 

necessity of heating. In order to produce hydrocarbon from oil shale successfully, we 

need to overcome the economic and technical challenges.  

 

1.1 Motivation for the research 

The heating technologies for oil shale development can be categorized into two 

groups. First is pyrolysis after mining, and the second is in-situ heating of the oil shale, 

which is called in-situ upgrading. Surface mining and following pyrolysis are only 

applicable for shallow formation, and the in-situ upgrading is applicable regardless of 

the formation depth. In this work, we focus on the in-situ upgrading which is suitable for 

the majority of the oil shale deposits. 

There have been several approaches to develop an effective way of the in-situ 

upgrading. Shell has been seeking a process that could produce oil from Green River Oil 

Shale for more than 40 years, and has focused on the In-situ Conversion Process (ICP) 
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from 1980 (Fowler and Vinegar 2009). It implements the in-situ upgrading by using 

vertical electric heaters as shown in Fig. 1. This approach utilizes multiple vertical wells. 

ExxonMobil suggested the Electrofrac, which utilizes highly conductive material 

injected into vertical fractures, and constructs vertical heating plane as provided in Fig. 

2. This approach necessitates the horizontal well for fracturing, multiple horizontal wells 

for the heat injection, and the vertical wells for the hydrocarbon production. Heat is 

injected in longitudinal direction from the horizontal wells to the vertical fractures.  

There present necessity of the multiple vertical wells in the Shell ICP, and the 

multiple vertical wells and horizontal wells in the ExxonMobil Electrofrac. To reduce 

capital costs, Thoram and Economides (2011) suggested the in-situ upgrading by steam 

flowing through the hydraulic fractures in the Multistage Transverse Fractured 

Horizontal (MTFH) well system. We call this method Steamfrac. They analyzed the 

formation temperature while circulating the steam from one side to the other side. The 

configuration of this method is provided in Fig. 3. Hydraulic fracture provides sufficient 

heating area to the formation.  

There have been a few studies on simulation of the in-situ upgrading process. 

The work of Shen (2009) reproduced the results of Mahogany Field Experiment (MFE) 

conducted at Shell’s Mahogany property in the Piceance Basin. He simulated the heating 

and production process following a 30 days of pre-dewatering by using STARS of 

Computer Modeling Group (CMG). In order to simplify the heat withdrawal resulted by 

fluid production, he used virtual negative heater for energy removal.  

Fan et al. (2010) implemented the in-situ upgrading simulation by using 

Stanford’s General Purpose Research Simulator (GPRS). They presented the result of 

sensitivity analyses of heater temperature, pattern of heaters, and spacing of heaters on 

the energy efficiency by describing Shell’s Mahogany Demonstration Project-South 

(MDP-S). They used a simplified high-permeability reservoir model without solid phase 

and pre-existing fracture system. 

Hazra et al. (2013) compared the energy efficiency of diverse in-situ upgrading 

methods by simulating each in-situ upgrading process using STARS of CMG. They 
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showed the energy efficiencies of 170 %, 110 % and 80 % of Exxon’s Electrofrac, Shell 

ICP, and Steamfrac, respectively. In their work, we can infer that the low energy 

efficiency of Steamfrac case resulted from the fact that they didn’t account the flow of 

steam through the horizontal injection well, and only account the steam injection at the 

point on the hydraulic fracture.  

In this work, we simulate each in-situ upgrading process by using diverse factors 

affecting productivity and process efficiency, and investigate how to increase them. This 

will be done by the sensitivity analyses on the temperature of heaters, electrical 

conductivity of the proppant, and the strategy of stem injection in the case of Shell ICP, 

ExxonMobil Electrofrac and TAMU Steamfrac, respectively. The energy efficiency and 

NPV of each process will be compared. 

 
 
 
 
 
 

 

 

Fig. 1 Configuration of Shell ICP implemented in Green River Formation 
Adapted from Thoram and Economides (2011) 
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(a) Concept of Electrofrac process 

 

 

 
(b) Application of Electrofrac in multiple fracture system 

 

Fig. 2 Configuration of ExxonMobil Electrofrac 
(Olgaard et al. 2009) 
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Fig. 3 Configuration of TAMU Steamfrac 
(Thoram and Ehlig-Economides 2011) 

 

 

1.2 Research objectives 

The overall goals of this research are to develop fully functional simulator for the 

oil shale in-situ upgrading, to apply it to the diverse in-situ upgrading processes, and to 

evaluate the recoverable amount of hydrocarbons of each process. By these series of 

works, we estimate the energy efficiency and the process economics. The tasks for 

fulfilling these objectives are listed as below. 

 

1. Database development 

a. Geological structure of the oil shale 

b. Physical properties of the oil shale rock 

c. Kinetic reactions of the in-situ upgrading process 

2. Simulator development 

a. Mathematical description of the mass conservation, energy conservation and 

chemical reactions equations 
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b. Interaction between fluids and porous medium 

c. Phases and components thermodynamics 

d. Equation of state 

e. Fully implicit solution 

f. Numerical description of the fractured medium 

3. Validation of the simulator 

a. Analysis of the effect of  pre-existing fracture network  

b. Sensitivity analyses of the oil shale grade (organic matter content) 

c. Sensitivity analyses of the fracture domain permeability 

d. Sensitivity analyses of the formation thermal conductivity  

e. Development of the realistic model for the oil shale formation by reproducing 

Shell ICP field production data 

4. Application of the simulation cases 

a. Cases of Shell ICP in a pattern by using the several temperatures of the 

multiple electric heaters 

b. Cases ExxonMobil Electrofrac by using the several electrical conductivities 

of the proppant 

c. TAMU Steamfrac with huff-and-puff processes by using diverse number of 

wells, and continuous injection and production method 

d. Comparison of the energy efficiency and NPV among the three processes 
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CHAPTER II  

DATABASE DEVELOPMENT 

 

Before developing a simulator for oil shale in-situ upgrading, it is necessary to 

build a database in order to thoroughly understand the oil shale characteristics and the 

accurate description of the in-situ upgrading process and system changes. Composition 

and structure of the oil shale rock determine success likelihood of oil shale development. 

Oil shale rocks in the in-situ upgrading process are distinguished from other kind of 

shale reservoir rocks by the changing organic matter contents from solid kerogen to 

liquid and gaseous hydrocarbon phases plus a solid char phase. In this chapter, we cover 

the geological structure, physical properties of the oil shale, kinetic reactions of the 

kerogen, and the chemical properties of the products from kerogen decomposition. 

 

2.1 Geological structure of the oil shale 

The organic rich sedimentary rock, oil shale is composed of kerogen, fine 

mineral grains and void spaces of pores and fractures. The mineral content of some oil 

shales  consists of carbonate, and in other oil shales consists of silicates (Dyni 2006). 

Kerogen, the organic matter, is a complex mixture which has large carbon number that 

can produces hydrocarbons when heated to a sufficiently high temperature. The grade of 

oil shale is defined by the oil yield by the retorting from the sample oil shale. The oil 

shale grade ranges from 10 to 60 or more gal/ton in the US (Biglarbigi et al. 2007).  

The oil shale deposits are in a variety of geological environments, and are 

different in the physical and chemical properties. The Green River Formation, the largest 

oil shale formation in the US, has been researched for many years. The formation 

contains sodium carbonate minerals mixed with kerogen which yields at least 16.6 

gal/ton (Dyni 2006). Natural fractures can occur in the calcareous shales as well as in 

sandstones. 
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In the work of Shell ICP, they found that the pre-existing fracture system helps 

the heating and fluid flow in some parts of Green River Formation (Fowler and Vinegar 

2009). In the work of Lorenz (2003), he showed that the large parts of Green River have 

been extensively fractured, but the permeability of the fracture domain is not specified. 

 

2.2 Physical properties of the oil shale rock 

The content of the kerogen, which can be also called the organic matter content, 

affects the properties of oil shale rock such as bulk density, thermal conductivity, 

specific heat and absolute permeability. Organic matter content as a volumetric percent 

has the relationship with bulk rock density as shown in Eq. (2.1) (Eseme et al. 2007). 

mcO 6.608.164             (2.1) 

Here, the organic matter content, cO  is in %, and m  is a bulk density in g/cm3. 

The thermophysical properties have the relationship between oil yield of oil shale 

and temperature. Thermal conductivity of oil shale bulk rock is computed by using Eq. 

(2.2) as follows (Lee et al. 2007). 

 15.273003.006.0/921.4  TMK         (2.2) 

Here, K  is the thermal conductivity in W/m-K, M  is the oil yield in gal/ton, and T  is 

the temperature in Kelvin.  

Specific heat of oil shale bulk rock is related to the oil yield and temperature as 

shown in Eq. (2.3)  (Prats and O'Brien 1975). 

  













 

8.1
00162.0067.010172.0

8.186,4

1 3 T
MCp       (2.3) 

Here, pC  is the specific heat of oil shale bulk rock in J/kg-K, M  is the oil yield in 

gal/ton, and T  is the temperature in Kelvin.  

Oil yield and organic matter contents have the relationship in following Eq. (2.5) 

(Lee et al. 2007), and oil yield can be described by using cO  as provided in Table 2. 

 8.111/9.164  MMOc           (2.5) 
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Here, cO  is in volumetric %, and M  is in gal/ton.  

As well as thermophysical properties, the absolute permeability is related to the 

oil yield of oil shale as provided in Table 1. We summarize these properties of oil shale 

rock in Table 2. 

 
 

 

Table 1 Oil yield and absolute permeability of the oil shale 

Oil yield 

(gal/ton) 

Absolute permeability (md) 

- horizontal and vertical directions 

1.0 0.56 0.36 

6.5 0.65 0.21 

13.5 8.02 4.53 

 

 

Table 2 Formulae for the oil shale rock properties 

Bulk properties Formulae, f( cO  (%), M (gal/ton), T  (K)) 

Density (g/cm3)  cm O 8.164
6.60

1  

Oil yield (gal/ton)  cc OOM  9.164/8.111

Thermal conductivity (W/m-K)  15.273003.006.0/921.4  TMK  

Specific heat (J/kg-K)   













 

8.1
00162.0067.010172.0

8.4186

1 3 T
MCp
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2.3 Kinetic reactions of the in-situ upgrading process 

The chemical formulae of the kerogen varies with environment, and one of them 

is defined as CH1.5N0.026O0.02 (Braun and Burnham 1990). In-situ upgrading of the 

kerogen is very complex, and consists of successive reactions. There are numerous 

experimental studies on the retorting of the oil shale to find out constituents and the 

decomposition procedure. However, a majority of them have been focusing on the 

surface retorting rather than in-situ upgrading.   

We investigated the experimental works conducted in the similar environment to 

real reservoir. The work done by Shell in Green River Formation showed that the in-situ 

upgrading process consists of 6 kinetic reactions as provided in Table 3 (Wellington et 

al. 2005). The reactions are kerogen decomposition, cracking of heavy oil in gaseous 

phase and liquid organic phase, cracking of light oil in gaseous phase and liquid organic 

phase, and coking of hydrocarbon gas. The components contained in the reactions are 

kerogen, water, heavy oil, light oil, hydrocarbon gas, hydrogen, carbon dioxide, prechar 

and char. The kerogen, prechar and char present in solid phase, and the others present in 

fluid phases. 

The reactions shown in the Table 3 cover the pressure range of 1 bar to 20 bars, 

and they are applicable to the in-situ upgrading. The kinetic parameters of the reactions 

are provided in Table 4, and we can compute the starting temperature for each reaction 

from frequency factor and activation energy. Kerogen decomposition, cracking of oils, 

and coking of hydrocarbon gas processes start from 554 °F, 626 °F, and 680 °F, 

respectively. 

The hydrocarbons in the kinetic reactions are indicated as heavy oil, light oil and 

hydrocarbon gas. In order to compute their thermophysical and transport properties, we 

should know their chemical formulae. In the work of Wellington et al. (2005), 

hydrocarbons produced from the formation contains typically include alkanes as the one 

of the major components. Thus, we consider docosane (C22H46), undecane (C11H24), and 

ethane (C2H6) for heavy oil, light oil, and hydrocarbon gas, respectively, by considering 

the molar weight provided in the work of Wellington et al(2005). In their work, heavy 
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oil, light oil, and hydrocarbon gas have the molar weights of 317.96, 154.11, and 26.895 

g/mole, respectively, while  C22H46, C11H24, and C2H6 have the molar weights of 310.61, 

156.31, and 37.07, respectively. The molar weights, critical properties and acentric 

factor of the fluid components included in the kinetic reactions are provided in Table 5 

(Yaws, 2003). These will be used in the computation of fluid properties which we will 

cover the details in CHAPTER III.  

 
 
 
Table 3 Kinetic reactions of the in-situ upgrading process 

Reactions Chemical formula 

Kerogen decomposition (1) KER  0.0269H2O + 0.009588heavy oil + 0.01780  

light oil + 0.04475 HC gas + 0.01049H2 + 0.00541CO2 + 

0.5827 PRCH 

Cracking of heavy oil (2) Heavy oil(G)  1.8530light oil + 0.045HC gas+ 2.4515   

PRCH 

(3) Heavy oil(O) 0.2063light oil + 2.365HC gas + 

17.497 PRCH 

Cracking of light oil (4) Light oil(G)  5.730HC gas 

(5) Light oil(O)  0.5730HC gas+ 10.904PRCH 

Coking of hydrocarbon gas (6) HC gas(G)  2.8H2 + 1.6706CHAR 
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Table 4 Parameters of the kinetic reactions 

Reactions Frequency factor 

(1/day) 

Activation energy 

(KJ/mole) 

Starting temperature 

(°F, °C) 

Kerogen 

decomposition 
(1) 3.74×1012 161.6 554, 290 

Cracking of 

heavy oil 

(2) 6.25×1016

(3) 2.647×1020 

206.034 

206.034 

626, 330 

626, 330 

Cracking of 

light oil 

(4) 9.85×1016

(5) 3.82×1020 

219.328 

219.328 

626, 330 

626, 330 

Coking of 

hydrocarbon gas 
(6) 7.66×1020 311.432 680, 360 
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Table 5 Molar weights, critical properties and acentric properties of the fluid 
components 

Properties C22H46 C11H22 C2H6 H2 CO2 N2 H2O 

Molar weight 

(g/mol), MW  

310.61 156.31 37.07 2.016 44.01 28.014 18.016 

Critical pressure 

(psi), cP  

181 285 707 188 1,070 493 3,208 

Critical temperature 

(°F), cT  

964.71 690.17 89.91 -398.82 87.75 -232.51 705.47 

Critical volume 

(cm3/mol), cV  

1,267.5 657.0 145.5 65.0 94.07 90.1 57.11 

Critical density 

(g/cm3), c  

0.245 0.238 0.203 0.031 0.468 0.311 0.318 

Critical 

compressibility, cZ  

0.174 0.243 0.279 0.305 0.274 0.289 0.229 

Acentric factor,   0.751 0.536 0.099 -0.216 0.225 0.037 0.344 
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CHAPTER III  

SIMULATOR DEVELOPMENT 

 

We developed a simulator for the in-situ upgrading of the oil shale by accounting 

the mass transport and the heat flow in porous medium and phase equilibrium and 

transition thermodynamics. We modeled them by expanding TAMU FTSim which can 

be used as the basis to construct a reservoir simulator for complex problems. As we 

stated in the previous section, multiphase-multicomponent products occur from a series 

of chemical reactions in the in-situ upgrading process. The chemical reactions and the 

properties of the resulting products are very sensitive to the pressure and temperature. 

We implement the in-situ upgrading process in the simulator by coupling the chemical 

reactions with mass transport, heat flow and phase thermodynamics, while accurately 

accounting the properties of the phases and porous medium.  

 

3.1 Mathematical description 

We consider mass conservation equation, energy conservation equation and 

chemical reaction equations. These equations describe the physics and chemistry of the 

system.  

 

3.1.1 Mass conservation equation 

Mass of each component is conserved in the system. Mass conservation equation 

for each element is considered in the integral finite difference method as provided in Eq. 

(3.1) (Pruess et al. 1999). 

 
 nnn V

n

V

n dVqAddVM
dt

d  ~
nF          (3.1) 

Here, nV  is a volume of element n, and M , F  and q  are the mass accumulation, 

flux vector, and source/sink terms of the component  , respectively. Accumulation, flux 

terms are computed by Eq. (3.2) and Eq. (3.3). 
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Here,   is the medium porosity, S  and   are the saturation and the density of phase 

 , respectively, and 
X  is the mass fraction of the component   in the phase  . 

Subscript A, O, G and S indicate the aqueous phase, gaseous phase, liquid organic phase, 

and solid phase, respectively. 
F , the flux term of component   in the phase  , is 

computed by Darcy’s law. 

In the mass conservation equation, we consider the chemical reaction as the 

accumulations for reactants and products. The abrupt change of mass accumulation 

makes mass conservation equation highly nonlinear, and this leads to the necessity of 

small grid size and short time interval in the computations. 

 
3.1.2 Energy conservation equation 

In the energy conservation equation, we consider heat flow occurred by 

conduction and convection. Energy conservation equation is described by the integral 

finite difference method as provided in Eq. (3.4) (Pruess et al. 1999). 

 
 nnn V

n

V

n dVqAddVM
dt

d  ~
nF            (3.4) 

Here, M  is the heat accumulation term of the component  , F  is the heat flux 

vector, and q  is the heat source/sink terms. Heat accumulation and flux terms are 

computed by Eq. (3.5) and Eq. (3.6). 
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Here, R  and RC  are the density and the heat capacity of the rock, respectively. T  is 

the temperature difference, and U  is the internal energy of the phase  .   is the 

composite thermal conductivity of phases and medium, and h  is the specific enthalpy 

of the phase  . In the gaseous phase, we include the departure function of the specific 

enthalpy to account for the deviation from ideal gas behavior. From the Peng-Robinson 

equation, we have the enthalpy departure function for real gas as shown in Eq. (3.7) 

(Kyle 1999). 
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hh
rr
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realideal      (3.7) 

Here, cT  is the critical temperature, rT  is the reduced temperature, and Z is the gas 

compressibility factor. The parameters A, B and    are computed from Eq. (3.8) – (3.10) 

as follows. 

  22/11145724.0 r
r

r T
T

P
A            (3.8) 

r

r

T

P
B 07780.0            (3.9) 

226992.054226.137464.0         (3.10) 

Here, rP  is the reduced pressure, and   is the acentric factor. 

 
3.1.3 Chemical reaction equations 

To model the chemical reactions, we compute the reaction rate of the each fluid 

and solid component based on the first order rate law as shown in Eq. (3.11), because 

whole reactions of the in-situ upgrading consist of first order reactions.  

CKr kk            (3.11) 
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Here, kr  and kK  are the reaction rate and the reaction rate constant of the reaction k, 

respectively, and C  is the concentration of the component  . kK  and C  are defined 

by Eq. (3.12) and Eq. (3.13). 









RT

E
AK k

kk exp          (3.12) 


  XSC           (3.13) 

Here, kA  and kE  are the frequency factor and activation energy of reaction k, 

respectively, and R is the gas constant. 

 
3.2 Interaction between fluids and porous medium 

The interaction between porous medium and fluids significantly affect the fluid 

flow in the multiphase-multicomponent system. The characteristics of the porous 

medium such as wettability and irreducible saturations of phases affect the interaction 

between the fluids and porous medium, and they define the relative permeability and the 

capillary pressure. Also, the concept of the porosity and permeability is very important 

in the systems with solid phase as well as fluid phases. 

 

3.2.1 Concept of porosity and permeability 

In the oil shale formation, solid kerogen presents in the pores initially. Kerogen 

decomposes into fluid products and solid products by absorbing heat in the in-situ 

upgrading process. Decomposition of the kerogen and occurrence of the prechar and 

char as reaction products affect the pore space for fluid to flow.  There are two methods 

to describe the porosity and permeability for the medium containing solid phase. First is 

Original Porous Medium (OPM) model, and the second is Evolving Porous Medium 

(EPM) model (Moridis 2008). In our simulation, we use OPM model for defining 

medium porosity and absolute permeability. 
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In the OPM model, we treat solid as one of the phases in the pores, and we have 

the relationship of the phase saturations as provided in Eq. (3.14).  

1 SGOA SSSS         (3.14) 

Here, SA, SO, SG and SS indicate the saturations of the aqueous phase, liquid organic 

phase, gaseous phase and the solid phase, respectively. We treat porosity as not affected 

by the amount of the solid phase, and absolute permeability as not changing due to the 

evolution or disappearance of the solid phase. The relative permeability of each phase is 

defined by its saturation as provided in Eq. (3.15) – Eq. (3.17), while capillary pressure 

is defined by the scaled saturation as provided in Eq. (3.18). 

 ArArA Skk            (3.15) 

 OrOrO Skk            (3.16) 

 GrGrG Skk            (3.17) 

 **,*, GOAcapcap SSSPP          (3.18) 

Here, we define the scaled saturations by using Eq. (3.19) – Eq. (3.21) as follows. 

GOA

A
A SSS

S
S


*          (3.19) 

GOA

O
O SSS

S
S


*         (3.20) 

GOA

G
G SSS

S
S


*          (3.21) 

 
3.2.2 Relative permeability functions 

We facilitate a number of functions for the computation of relative permeability 

in our simulator. The functions have different formulae, and require different input data 

for the computation. The sets of functions are categorized into two-phase relative 

permeability functions and three-phase relative permeability functions. 
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(1) Two-phase relative permeability functions  

In our simulator, two options are available for the two-phase relative 

permeability functions of matrix block. They are Van Genuchten-Mualem and Corey 

model.  

 

1) Van Genuchten-Mualem model 

The relative permeability functions for the wetting phase and non-wetting phase 

are computed from Eq. (3.22) and Eq. (3.23), which are the modified version of Van 

Genuchten model (Moridis 2008; Mualem 1976; Parker et al. 1987; Van Genuchten 

1980).  

   2
/1** 11







 


SSkrw        (3.22) 
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SSkrnw        (3.23) 

Here, rwk  and rnwk  are the relative permeabilities of the wetting phase and non-wetting 

phase, respectively, and   is the parameter defined based on the porous medium. *S  is 

computed by using Eq. (3.24) as follows. 

irwmxw

irww

SS

SS
S




*
         (3.24) 

Here, wS , irwS , and  mxwS  are the  wetting phase saturation, irreducible saturation of the 

wetting phase, and the maximum saturation of the wetting phase, respectively. The 

relative permeabilities satisfy the restrictions in Eq. (3.25). 

1,0  rnwrw kk          (3.25) 

 

2) Corey model 

The relative permeability functions for the wetting phase and non-wetting phase 

are computed from Eq. (3.26) and Eq. (3.27) (Corey 1954; Moridis 2008). 
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4Ŝk rw            (3.26) 

   22 ˆ1ˆ1 SSkrnw           (3.27) 

Here, Ŝ  is defined as Eq. (3.28). 

irnwirw

irww

SS

SS
S





1

ˆ          (3.28) 

Here, wS , irwS , irnwS  are the wetting phase saturation, irreducible saturation of the 

wetting phase, and the irreducible saturation of the non-wetting phase, respectively. 

 

(2) Three-phase relative permeability functions 

We compute the three-phase relative permeability by the model provided by 

Parker et al (1987).The relative permeabilities of aqueous phase, liquid organic phase 

and gaseous phase are defined by Eq. (3.29) – Eq. (3.31). 
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Here, m is the parameter defined based on the porous medium in Parker’s model. AS , 

tS  and GS  are defined as Eq. (3.32) – Eq. (3.34). 
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Here, mS  is the apparent irreducible saturation of the wetting phase. AS , OS , and GS  

are the saturations of aqueous, liquid organic, and gaseous phases, respectively. 

 

(3) Relative permeability functions for the fracture and wellbore 

In the computation of the relative permeability functions for the fracture and 

wellbore, we use the linear relationship between the phase saturation and the relative 

permeability. These are computed by using Eq. (3.35) – Eq. (3.37), which are the 

modified model of Stone (Moridis 2008; Stone 1970).  
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Here, irAS  is the irreducible saturation of the aqueous phase, and irOS  and irGS  are the 

irreducible saturations of the liquid organic phase and gaseous phase, respectively. AS , 

OS , and GS  are the saturations of the aqueous, liquid organic, and gaseous phases, 

respectively. 

 
3.2.3 Capillary pressure functions 

We facilitate a number of functions for the computation of capillary pressure in 

our simulator. The functions have different formulae, and require different input data for 

the computation. The sets of functions are categorized into two-phase capillary pressure 

functions and three-phase capillary pressure functions. 
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(1) Two-phase capillary pressure functions  

In our simulator, two options are available for the two-phase capillary pressure 

functions of matrix.  They are Van Genuchten and Brooks-Corey model. We consider 

zero capillary pressure in the fracture and wellbore. 

 

1) Van Genuchten model 

Capillary pressure between the wetting phase and non-wetting phase are 

computed by Eq. (3.38) provided by Van Genuchten (1980). 

   


 


1/1* 1S

g
P w

c         (3.38) 

Here,   and *S  are defined as the same manner as the relative permeability computation 

of Van Genuchten-Mualem model. w  is the density of the wetting phase, and   is the 

parameter defined based on the porous medium, and g is the acceleration of gravity.  

 

2) Brooks-Corey model 

In this model, capillary pressure between the wetting phase and non-wetting 

phase is computed by Eq. (3.39) provided by Brooks and Corey (1964).  

  
1

* 
 wec SPP          (3.39) 

Here, eP  is the capillary pressure at the maximum wetting phase saturation, and   is the 

parameter defined based on the porous medium. *
wS  is defined by Eq. (3.40). 
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Here, wS ,  irwS , and irnwS  are the wetting phase saturation, irreducible saturation of the 

wetting phase, and irreducible saturation of the non-wetting phase, respectively. 
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(2) Three-phase capillary pressure functions  

We compute the three-phase capillary pressure by the model provided by Parker 

et al (1987). The functions are defined as Eq. (3.41) – Eq. (3.43). 
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cOGcAOcAG PPP           (3.43) 

Here, cAOP , cOGP , and cAGP  are the capillary pressures between the aqueous phase and 

liquid organic phase, liquid organic phase and gaseous phase, and the aqueous phase and 

gaseous phase, respectively. AS , tS  and GS  are defined as the same way as the relative 

permeability computation of Parker’s model. m and n are the parameters defined based 

on the porous medium. 

 

3.3 Phases and components 

Here, we cover the phases and components in the system and the thermophysical 

states. The thermophysical states and transition between them are defined by the phase 

equilibrium and the phase transition thermodynamics. 

 

3.3.1 Multiphase-multicomponent system 

Our simulator describes the system of 4 phases and 10 components, which are 

resulted from the chemical reactions of the in-situ upgrading process. There exist 7 

components of fluid-species and 3 components of solid-species. Phases, which are 

composed of the multiple components, indicate the physical states of the materials. 

Components of the fluid-species exist in the fluid phases, while components of solid-

species exist in the solid phase. The phases and the components of our system are 
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provided in Table 6. Here, we consider the heavy oil, light oil, and hydrocarbon gas as 

the integrated components, with the numbers indicating the carbon numbers. 

In the aqueous phase, heavy oil (IC22), light oil (IC11), hydrocarbon gas (IC2), 

hydrogen (H2), carbon dioxide(CO2) and nitrogen (N2) are dissolved in liquid water. In 

the liquid organic phase, hydrocarbon gas, water, hydrogen, carbon dioxide and nitrogen 

dissolved in the liquid mixture of heavy oil and light oil. In the gaseous phase, 

hydrocarbon gas, hydrogen, carbon dioxide and nitrogen present as free gas, and heavy 

oil, light oil and water present as vapor. In the solid phase, solid-species components, 

kerogen presents as solid hydrocarbon, and prechar and char present as solid carbon. 

 
 
 
 
Table 6 Phases and components resulted from kerogen pyrolysis 

Components,   Phases,   

Fluid phases  

(4) Solid 

phase 

(1) Aqueous 

phase 

(2) Liquid 

organic 

phase 

(3) Gaseous 

1) Heavy oil (IC22) Dissolved oil Liquid oil Oil vapor - 

2) Light oil (IC11) Dissolved oil Liquid oil Oil vapor - 

3) HC gas (IC2) Dissolved gas Dissolved gas Free gas - 

4) Water (H2O) Liquid water Dissolved 

water 

Water vapor - 

5) Hydrogen (H2) Dissolved gas Dissolved gas Free gas - 

6) Carbon dioxide (CO2) Dissolved gas Dissolved gas Free gas - 

7) Nitrogen (N2) Dissolved gas Dissolved gas Free gas - 

8) Kerogen (KER) - - - Solid HC 

9) Prechar (PRCH) - - - Solid carbon 

10) Char (CHAR) - - - Solid carbon 
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3.3.2 Phase equilibrium and transition 

Material in the reservoir can present in the states of the single phase or 

multiphase equilibrium. We call material rather than fluid, because there exists solid 

phase as well as the fluid phases in our system. The thermodynamic state of the material 

and the concentration of the components in each phase are determined by the equation of 

state, which includes the computation of the phase properties as the function of primary 

variables. 

The phases are in equilibrium state, if multiple phases exist in the same space 

simultaneously. The phase states can change from one to another, and we call it phase 

transition. Phase transition is resulted from the mass transfer of the component by fluid 

flow, or the change of temperature and pressure. Phase transition includes the phase 

evolution and phase disappearance. Criteria of the phase evolution and phase 

disappearance are shown in Table 7.  

The aqueous phase and liquid organic phase evolve, if the partial pressure of the 

liquid component is bigger than its vapor pressure. The vapor pressure of the aqueous 

phase as the function of the temperature is determined from the ASME steam table 

(Meyer et al. 1993). The vapor pressure of the oil component is estimated by using the 

method of Riedel (1954). The gaseous phase evolves, when one of the criteria is 

satisfied, and the criteria are that the dissolved gas mole fraction in the aqueous phase or 

liquid organic phase is bigger than the maximum dissolved mole fraction of them, and 

that the partial pressure of water component or oil component is bigger than its vapor 

pressure. The maximum mole fraction of the gas components in the aqueous phase is 

defined from the Henry’s constant as shown in Eq. (3.44). 

HPY g
g

A /           (3.44) 

Here, g
AY  is the mole fraction of the gas component in the aqueous phase, gP  is the 

partial pressure of the gas component, and H is the Henry’s constant as the function of 

the component and temperature. The mole fraction of the gas components in the liquid 

organic phase is computed by multiplying proper numbers to the mole fraction in the 
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aqueous phase, by comparing the magnitude of the gas solubility in the aqueous phase 

and liquid organic phase (Ghosh et al. 2003; Logvinyuk et al. 1970; Riazi and Roomi 

2007). The disappearance of phases is determined by obtaining negative phase 

saturation. 

There present two domains in our system, matrix and fracture. The matrix 

domain describes the reservoir rock containing grains and pores, and the fracture domain 

describes the fluid-filled space of the natural fractures and hydraulic fractures. In the 

matrix, there exists solid phase with whole kerogen initially. Decomposition of the 

kerogen produces prechar and char, and the solid is immobile, so the solid phase always 

exists in the matrix. In the fracture, there exist only fluid phases. In our system, the 

fracture contains single phase aqueous initially, and the liquid organic and gaseous 

phases evolve by fluid flow from the matrix while in-situ upgrading proceeds.  

The possible phase states of our system are listed in Table 8. We describe 15 

states for matrix, fracture and heater block. In the matrix, we have two-phase, three-

phase and four-phase equilibrium states. In the fracture, we have single-phase state, and 

two-phase and three-phase equilibrium states. 

 

 

 

Table 7 Phase evolution and disappearance criteria 

Phases Phase evolution criteria Phase disappearance criteria 

Aqueous watervaporwater PP _ 0aquS  

Liquid organic oilvaporoil PP _ 0_ orgliqS  

Gaseous 

 

g
A

g
A YY max , g

O
g

O YY max  

watervaporwater PP _ , oilvaporoil PP _  

0gasS  

Solid - - 
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Table 8 Thermophysical states in the system 

Domain States Existing phases 

Matrix 1) Two-phase AquSol Aqueous + Solid 

2) Two-phase OrgSol Organic +Solid 

3) Two-phase GasSol Gaseous + Solid 

4) Three-phase AqGSol Aqueous + Gaseous + Solid 

5) Three-phase AqOSol Aqueous + Organic + Solid 

6) Three-phase GsOSol Gaseous + Organic + Solid 

7) Four-phase AOGS Aqueous + Organic + Gaseous + Solid 

Fracture 8) Single-phase Aqueous Aqueous 

9) Single-phase Organic Organic 

10) Single-phase Gaseous Gaseous 

11) Two-phase AqG Aqueous + Gaseous 

12) Two-phase AqO Aqueous + Organic 

13) Two-phase GsO Gaseous + Organic 

14) Three-phase AOG Aqueous + Organic + Gaseous 

Electric heater 15) Single-phase Solid Solid 
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3.4 Equation of state 

Here, we cover the equation of state in the system related to the selection of 

primary variables of the thermophysical states and the computation of the phase 

properties. 

 

3.4.1 Primary variables 

Primary variables are necessary and sufficient to determine the system (Pruess et 

al. 1999). They are independent to each other, and cannot be computed from any other 

parameters, and only can be obtained by the primary solution of the matrix equation. 

They consist of pressure, temperature, mass fractions or mole fractions of the 

components and saturations of the phases. The choice of the primary variables has a 

huge effect on computation speed, so they should be selected properly.  

The primary variables in the states of our system are listed in Table 9. PX and 

TX indicate pressure and temperature, respectively, and X and Y indicate the mass 

fraction and mole fraction, respectively. Since we consider the material of 10 

components, we have 11 equations to solve, including heat equation for each grid block. 

In the fracture, there only exist fluid components, so we use three dummy variables such 

as X_kA, X_pcA and X_cA, which are the mass fractions of solid components in the 

aqueous phase, and they are automatically set to zero. We assign single-phase solid state 

for the electric heater grid block, and we compute only pressure and temperature 

changes by using dummy variables except for PX and TX.  

We can compute the mass fraction, mole fraction and saturation, which are not 

included in the primary variable set by using the constraints equations as provided in Eq. 

(3.45) – Eq. (3.47). 

 



  SOAX ,,,1         (3.45) 

 



  GY ,1          (3.46) 

 


 1S           (3.47) 
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Table 9 Primary variables of the thermophysical states 

States Primary variables 

1) Two-phase AquSol PX, X_H2A, X_CO2A, X_IC22A, X_IC11A, X_IC2A , X_N2A, X_kS, 
X_pcS, S_aqu, TX 

2) Two-phase OrgSol PX, X_H2O, X_CO2O, X_IC22O, X_IC11O, X_wO, X_N2O, X_kS, 
X_pcS, S_org, TX 

3) Two-phase GasSol PX, Y_H2G, Y_CO2G, Y_IC22G, Y_IC11G, Y_IC2G, Y_N2G, X_kS, 
X_pcS, S_gas, TX 

4) Three-phase AqGSol PX, Y_H2G, Y_CO2G, Y_IC22G, Y_IC11G, S_gas, Y_N2G, X_Ks, 
X_pcS, S_aqu, TX 

5) Three-phase AqOSol PX, X_H2A, X_CO2A, S_org, X_IC11O, X_IC2A , X_N2A, X_kS, 
X_pcS, S_aqu, TX 

6) Three-phase GsOSol PX, Y_H2G, Y_CO2G, S_org, X_IC11O, Y_IC2G, Y_N2G, X_kS, X_pcS, 
S_gas, TX 

7) Four-phase AOGS PX, Y_H2G, Y_CO2G, S_org, X_IC11O, S_gas, Y_N2G, X_Ks, X_pcS, 
S_aqu, TX 

8) Single-phase Aqu PX, X_H2A, X_CO2A, X_IC22A, X_IC11A, X_IC2A , X_N2A, X_kA, 
X_pcA, X_cA, TX 

9) Single-phase Org PX, X_H2O, X_CO2O, X_IC22O, X_IC11O, X_wO, X_N2O, X_kO, 
X_pcO, X_cO, TX 

10) Single-phase Gas PX, Y_H2G, Y_CO2G, Y_IC22G, Y_IC11G, Y_IC2G, Y_N2G, Y_kG, 
Y_pcG, Y_cG, TX 

11) Two-phase AqG PX, Y_H2G, Y_CO2G, Y_IC22G, Y_IC11G, S_gas, Y_N2G, X_kA, 
X_pcA, X_cA, TX 

12) Two-phase AqO PX, X_H2A, X_CO2A, S_org, X_IC11O, X_IC2A , X_N2A, X_kA, 
X_pcA, X_cA, TX 

13) Two-phase GsO PX, Y_H2G, Y_CO2G, S_org, X_IC11O, Y_IC2G, Y_N2G, X_kO, 
X_pcO, X_cO, TX 

14) Three-phase AOG PX, Y_H2G, Y_CO2G, S_org, X_IC11O, S_gas, Y_N2G, X_kA, X_pcA, 
X_cA, TX 

15) Single-phase Solid PX, X_H2 S, X_CO2 S, X_IC22 S, X_IC11 S, X_w S , X_N2 S, X_k S, 
X_pc S, X_ IC2S, TX 
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3.4.2 Properties of the fluid phases 

Estimation of the fluid properties is essential to the multiphase-multicomponent 

simulator development. The fluid properties are affected by the properties and the 

fractions of the individual components as well as pressure and temperature, because each 

fluid phase presents in the form of a mixture of components. Aqueous phase consists of 

water component, dissolved oil and gas components. Liquid organic phase consists of 

the mixture of heavy oil, light oil, and dissolved water and gas components. Gaseous 

phase consists of the free gas of the gas components and vapors of the oil and water 

components. 

The methods of the properties computation are provided in the Table 10 for each 

phase. For the aqueous phase, we use the equations of ASME steam table (Meyer et al. 

1993). The density, heat capacity and viscosity are computed as the functions of 

dimensionless variables such as reduced pressure, reduced temperature and reduced 

critical volume. 

In the computation of the properties of liquid organic phase and gaseous phase, 

we consider the base method and mixing rule, and apply the effect of high pressure, 

because their thermodynamic and transport properties are strongly dependent on the 

system conditions as well as their composition.  

In the computation of the density of liquid organic phase, we compute the density 

of oil components by substituting the critical properties of each component into Riedel 

correlation (1954) as a function of temperature. We evaluate the mixture density of the 

liquid organic phase by using the pseudo-critical properties computed from Kay’s rule 

(1936). We account for the effect of pressure higher than the saturation pressure of 

organic phase by using the equation suggested by Chang-Zhao (1990).  

We estimate the density of the gaseous phase by using the cubic equation of state 

of Peng-Robinson method (1976). Mixture density of gaseous phase is determined by 

van der Waal’s mixing rule (Poling et al. 2001). Since the equation of state already 

covers the range of pressure from low value to high value, the effect of high pressure is 

not applied. 



 

31 

 

In the computation of the heat capacity of liquid organic phase, we apply the 

Yaws correlation (2003). They are described as a polynomial equation of the 

temperature as provided in following equation. Eq. (3.48) is applicable to the liquid 

components, and Eq. (3.49) is applicable to the gaseous components. 

32 DTCTBTACp          (3.48) 

432 ETDTCTBTACp         (3.49) 

Here, pC  is the heat capacity in J/mol-K, T is temperature in Kelvin, and A, B, C, D, and 

E are the coefficients defined based on the components. In the computation of the heat 

capacity of gaseous phase, we use the data from Thermodynamic Research Center 

(TRC) data bank (Tables-Hydrocarbons 1996). Enthalpy of each component is computed 

by the integration of heat capacity, and we determine the phase enthalpy by using mass 

fraction average for the liquid phase, and mole fraction average for the gaseous phase, 

respectively. 

For the liquid organic phase viscosity computation, we also use the Yaws 

correlation (2003) as a function of temperature. The formula is described by Eq. (3.50). 

2
10 /log DTCTTBA         (3.50) 

Here,   is the viscosity of liquid oil component in cp, and T is the temperature in 

Kelvin, and A, B, C and D are the regression coefficients of the each component. The 

viscosity of the liquid organic phase is estimated by using the mixing rule provided by 

Teja and Rice (1981). It computes the liquid mixture viscosity by the logarithmic linear 

relationship of the components. The high pressure effect for the viscosity of liquid 

organic phase is provided by Lucas (1981). 

In the gaseous phase viscosity computation, we use the rule of Chung et al (1984; 

1988). Since this method directly cover the viscosity of the mixture and high pressure 

effect, the additional application of the mixing rule and high pressure effect are not 

necessary.  

  



 

32 

 

Table 10 Computation methods of the thermodynamic and transport properties of 
the fluid phases 

Properties Base method Mixing rule High pressure effect 

Aqueous phase 

density, specific heat 

and viscosity 

 

ASME steam table (Meyer et al. 1993) 

Liquid organic phase 

density 

Riedel’s correlation 

(1954) 

 

Kay’s rule 

(1936) 

Equation of 

Chang-Zhao (1990) 

Gaseous phase density Cubic EOS of 

Peng-Robinson 

(1976) 

van der Waals 

mixing rule 

Base method 

covers. 

Liquid organic phase 

heat capacity 

Yaws’ correlation 

(2003) 

 

Mass fraction 

average 

No pressure effect 

Gaseous phase 

heat capacity 

TRC data bank 

(Pedley 1994) 

Mole fraction 

average 

No pressure effect 

Liquid organic phase 

viscosity 

Yaws’ correlation 

(2003) 

 

Method of 

Teja & Rice 

(1981) 

Method of Lucas 

(1981) 

Gaseous phase 

viscosity 

Method of  

Chung et al.  

(1984, 1988) 

Method of 

Chung et al. 

(1984, 1988) 

Method of  

Chung et al.  

(1984, 1988) 
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3.4.3 Properties of the solid phase 

Solid phase consists of kerogen, prechar and char. Solid phase is immobile, so 

the transport properties are not considered. We evaluate the density and heat capacity of 

each component, and determine the phase properties by using mass fraction average.  

Density of the kerogen, prechar and char are computed from Eq. (3.51) (Kahl 

1999; Vernik and Nur 1992). 

  00 1 PPc f           (3.51) 

Here,  , 0 , and fc  are the solid component density, and the density at the reference 

pressure, 0P , and the compressibility of the components, respectively.  

Heat capacity of the kerogen, prechar and char are evaluated by using Eq. (3.52)  

(Braun 1981; Ragland et al. 1991). 

BTAC p            (3.52) 

Here, pC  is the specific heat of the solid components, and T is the temperature. The 

coefficients, A and B, are defined based on the component. 

 
3.5 Numerical description 

This section covers the numerical description of the mathematical equations 

describing the physics and chemistry of the system. It includes the Jacobian matrix setup 

and solution of the matrix equation. 

 

3.5.1 Jacobian matrix for the fully implicit solution 

The continuum equations, Eq. (3.1) and Eq. (3.4) are discretized in the space and 

time using the integral finite difference method. Time is discretized with first order 

difference, and the flux and source/sink terms are evaluated at the new time level. In this 

regard, mass conservation and energy conservation equations become the residual 

equations as shown in Eq. (3.53) and Eq. (3.54) (Pruess et al. 1999).  
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Here, 
1, k

nR


 is a residual of component   in element n at time level k + 1, nmA  is a 

contacting area between element m and n, and t  is a time step between current time 

level k and next time level k + 1. Superscript   indicates the terms of heat. This is the 

fully implicit method, and we can only get the accurate solution in this manner, since the 

problem we solve is highly nonlinear, because we account chemical reactions.  

By differentiating the set of the residual equations in terms of the primary 

variable sets, X, we get Jacobian matrix as provided in Eq. (3.55). The matrix has the 

dimension of )()( nNnN EE  , where EN  is the number of equations for each element, 

and n is the number of elements.  




















 






1,

1,

k
n

k
n

X

R
J 



         (3.55) 

Here, the differential terms in the matrix are defined by using Eq. (3.56) and Eq. (3.57). 
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    (3.57) 

Here, each differential term is computed by using the numerical differentiation by 

perturbing the primary variables. We increase our computation efficiency by considering 

the order of primary variables and the order of equations.  
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3.5.2 Solution of the matrix equation and the convergence criteria 

The Jacobian matrix is simply described by the following equation, Eq. (3.58). 

We get our primary variables by using Newton-Raphson iteration, which is described in 

the Eq. (3.59). 

 1,'  k
nXRJ           (3.58) 
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By arranging this equation and letting k
n

k
n XX ,1,    , we have the Eq. (3.60). 

This matrix equation gives  , and we get our fully implicit solution, X, by the Eq. 

(3.61). 

RJRJ \          (3.60) 

  k
n

k
n XX ,1,          (3.61) 

We solve this matrix equation considering following relative convergence criteria 

and absolute convergence criteria as provided in Eq. (3.62) and (3.63), respectively. 
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Here, 1  and 2  are the relative and absolute convergence criteria, respectively. We use 

the criteria of Eq. (3.64) and Eq. (3.65). 

5
1

6 100.1100.1             (3.64) 

000,11 2            (3.65) 

The iteration is continued until the system satisfies these convergence criteria. The 

maximum number of Newton-Raphson iteration of 8 is used, and if it cannot compute 

the solution in the maximum number of iterations, we decrease the time step. 
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3.6 Description of the fractured media by using Multiple Interacting Continua (MINC) 

We apply the Multiple Interacting Continua (MINC) method to describe the 

fractured media. As we stated in the CHAPTER II, there is the pre-existing fracture 

system in Green River Formation. We simulate the in-situ upgrading process in the 

fracture media for the realistic implementation. MINC method has been provided for the 

description of the fractured media by Pruess and Narasimhan (1985).  

MINC method models the fractured media by dividing the primary grid block 

into fracture and matrix subgrid blocks as described in Fig. 4. A proximity function 

based on the volume fraction is used for generating the secondary grid blocks from 

primary grid blocks.  In the MINC, thermodynamic conditions are accounted by the 

distance from the fracture, and flow occurs perpendicular to the fractures. In our 

simulation, we use two subgrid blocks, one for fracture, and the other one for matrix. 

We assign the different properties and initial conditions for the matrix and 

fracture subdomains, such as phase states, porosity, permeability, and thermal 

conductivity. The matrix subdomain contains kerogen initially, and the effective 

permeability changes during the in-situ upgrading process. The fluid products including 

hydrocarbon flow from the matrix to the fracture subdomain, and global flow occurs in 

the fracture networks.  
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Fig. 4 Subgridding in MINC for fractured media description 
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CHAPTER IV  

SIMULATOR VALIDATION 

 

In this chapter, we validate the developed simulator by matching the field 

production data of Shell Mahogany Demonstrate Project South (MDP-S), which is 

implemented in Green River Formation from 2004 to 2005.  We perform the sensitivity 

analyses of the reservoir parameters, and construct the realistic model of the Green River 

Formation through this work. We analyze the effects of the presence of pre-existing 

fracture network, oil shale grade (organic matter contents), permeability of pre-existing 

fracture network, and thermal conductivity of the formation on the hydrocarbon 

production. 

 

4.1 Standard case: validated model 

Shell has actively conducted a research to produce hydrocarbons from the oils 

shales in the Green River Formation. They implemented a Mahogany Demonstration 

Project South (MDP-S) from 2004 to 2005 in a naturally fractured zone of Mahogany 

field, in order to produce a significant volume of oil greater than 1,000 bbl  (Fowler and 

Vinegar 2009). In this project, they used 16 vertical electric heaters to increase the 

average formation temperature to 650 °F, and 2 production wells in a hexagonal pattern 

as shown in Fig. 5 . We consider the formation with a square of 140 ft-length, in order to 

account heat loss to the surrounding formation. We simulate a quarter of the model by 

using 2D simulation geometry with 25*25 grid blocks as shown in Fig. 5. The model has 

113 ft-height. 

We have an input data for reservoir properties and initial condition as listed in 

Table 11. The initial reservoir pressure is 3,000 psi, and the initial temperature is 95 °F. 

Pore is initially filled with aqueous phase (30 %) and solid phase of whole kerogen 

(70 %). The irreducible saturations of the formation matrix and the pre-existing fracture 

network are shown in Table 12.  
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(a) Configuration of heaters and producers                       (b) Simulation geometry 

Fig. 5 Configuration and simulation geometry of Shell ICP 
 

 

Table 11 Reservoir properties and initial condition: standard case (Shell ICP) 

Parameters Values Parameters Values 

Initial pressure (psi) 3,000 Initial aqueous phase saturation 0.3 

Initial temperature (°F) 95 Initial solid phase saturation 0.7 

Rock density(kg/m3) 2,000 Kerogen mass fraction in solid phase 1 

 

 

Table 12 Irreducible saturations in the formation matrix and fracture network: 
standard case (Shell ICP) 

Formation matrix Fracture network 

iraS  0.30 
iraS  0.03 

iroS  0.12 
iroS  0.02 

irgS  0.03 irgS 0.003 
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By conducting the various cases of oil shale grade (organic matter contents), fracture 

network permeability, and the formation thermal conductivity, we find that the validated 

model has the properties listed in Table 13. The organic matter content is computed by 

substituting the oil shale grade into the Eq. (2.5). The realistic model of the oil shale 

reservoir in Green River Formation is represented by these parameters. Formation 

porosity is computed from the organic matter contents and initial saturations by using the 

Eq. (2.5). Permeability of the rock is computed from the regression formula drawn from 

the Table 1.  

We simulate 400 days of heating and production by using variable flowing 

bottomhole pressure as shown in Fig. 6. We only heat the formation by the multiple 

vertical heaters from 0 to 65 days, and produce fluid from 65 to 400 days while 

continuously heating the formation. We keep the bottomhole pressure constant from 65 

to 200 days, and gradually decrease it from 200 days. In Fig. 6, the kerogen mass in 

place is plotted as the in-situ upgrading process proceeds. Here, we find that prechar and 

little amount of char are produced from the kerogen pyrolysis and cracking/coking 

reactions. At 400 days, the mass of remaining kerogen in the hexagon is 2.9 % of 

original mass in place.  

 

 

Table 13 Reservoir properties of the validated model: standard case (Shell ICP) 

Reservoir properties Values 

Oil shale grade (gal/ton) 25 

Organic matter content (volume fraction) 0.301 

Permeability of fracture network (md) 150 

Formation thermal conductivity (W/m-K) 2.0 

Porosity 0.43 

Formation matrix permeability kx and kz (md) 128, 64 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 6 Flowing bottomhole pressure and kerogen mass in place: standard case (Shell 
ICP) 

 

 

The production rate and the cumulative production of the liquid organic phase in 

a hexagon are illustrated in Fig. 7. The simulation result in solid line shows good match 

with the filed data in dots (Vinegar 2006). The production of phases - aqueous phase, 

liquid organic phase and gaseous phase is plotted in Fig. 8. The cumulative productions 

of liquid organic phase, aqueous phase and gaseous phase are 1,680 STB, 6,100 STB, 

and 4,220 MSCF, respectively. The produced hydrocarbon gas (IC2) is 841 MSCF, and 

we get total of 1,830 barrel of oil equivalent (BOE) by using the conversion factor of 

0.1767 BOE/MSCF. Produced gas oil ratio (GOR) is 2.51 MSCF/STB. These results are 

listed in Table 14. 

The fraction of the components in the produced liquid organic phase and the 

gaseous phase are shown in Fig. 9. In the liquid organic phase of the produced fluid, the 

major portion is composed with heavy oil (IC22) and light oil (IC11) components, so only 

the oil components are plotted. In the gaseous phase of the produced fluid, there exist 

vapor of water and oil components as well as free gas components. The hydrocarbon gas 

component (IC2) shows the highest mole fraction at the beginning, but the water vapor 

component gradually increases, and reaches 50 % of mole fraction. 

 



 

42 

 

Table 14 Summary of the simulation results: standard case (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 400 Aqueous production (STB) 6,100 

Remaining kerogen (%) 2.90 GOR (MSCF/STB) 2.51 

Liquid organic production (STB) 1,680 HC gas production (MSCF) 841 

Gaseous production (MSCF) 4,218 Produced HC (BOE) 1,829 

 

 

 

Fig. 7 Production rate and cumulative production of liquid organic phase: standard 
case (Shell ICP) 

 
 

 

Fig. 8 Production rates and cumulative productions of phases: standard case (Shell 
ICP) 
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(a) Mass fractions of oil components  in 

liquid organic phase 
(b) Mole fractions of gas components 

in gaseous phase  
 

Fig. 9 Fractions of components in produced fluid: standard case (Shell ICP) 
 
 

The reservoir profiles of kerogen mass fraction, pressure, temperature, and phase 

saturations are shown in Fig. 10 - Fig. 15. Almost whole kerogen decomposes in the 

hexagon at 330 days. Pressure profiles at the matrix shows the higher pressure in the 

hexagon due to the occurrence of the fluids from the kerogen decomposition, but the 

pressure at the fracture profiles show different appearance, because it mostly depends on 

the fluid flow in the fracture. Temperature profiles of the matrix and fracture domains 

are analogous. In the profiles of the phase saturations, we observe that the aqueous phase 

replaces the liquid organic phase and gaseous phase as production proceeds.  
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Fig. 10 Profiles of kerogen mass fraction: standard case (Shell ICP) 
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(a) Profiles of pressure at the matrix domain 

 

(b) Profiles of pressure at the fracture domain 

Fig. 11 Profiles of pressure: standard case (Shell ICP) 
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(a) Profiles of temperature at the matrix domain 

 

(b) Profiles of temperature at the fracture domain 

Fig. 12 Profiles of temperature: standard case (Shell ICP) 
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(a)  Profiles of aqueous phase saturation at the matrix domain 

 

(b)  Profiles of aqueous phase saturation at the fracture domain 

Fig. 13 Profiles of aqueous phase saturation: standard case (Shell ICP) 
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(a)  Profiles of liquid organic phase saturation at the matrix domain 

 

(b)  Profiles of liquid organic phase saturation at the fracture domain 

Fig. 14 Profiles of liquid organic phase saturation: standard case (Shell ICP) 
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(a)  Profiles of gaseous phase saturation at the matrix domain 

 

(b)  Profiles of gaseous phase saturation at the fracture domain 

Fig. 15 Profiles of gaseous phase saturation: standard case (Shell ICP) 
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4.2 Case 1: absence of pre-existing fracture network 

We simulate the case of non-fractured reservoir, in order to examine the effect of 

pre-existing fracture network. Formation matrix properties are the same to the standard 

case. In-situ upgrading and production proceed for 360 days, and the simulation results 

are shown in Fig. 16 – Fig. 25. The fluids are produced with the variable flowing 

bottomhole pressure as shown in Fig. 16. The kerogen mass in place versus time is 

provided in Fig. 16. 

In Fig. 17, we observe that the liquid organic phase production shows different 

behavior from the field data, and has the less cumulative production than the field 

production data. We find the higher remaining liquid organic phase saturation after the 

procedure in Fig. 24. Gaseous phase production is higher than that of standard case, due 

to the lower effective permeability of aqueous phase and liquid organic phase than 

standard case (fractured reservoir).  The simulation results are summarized in Table 15.  

 

 

Table 15 Summary of the simulation results: validation case1 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 360 Aqueous production (STB) 673 

Remaining kerogen (%) 0.42 GOR (MSCF/STB) 8.16 

Liquid organic production (STB) 735 HC gas production (MSCF) 1,419 

Gaseous production (MSCF) 6,000 Produced HC (BOE) 985 

 

 

 

 

 

 

 

 



 

51 

 

 

 

(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 16 Flowing bottomhole pressure and kerogen mass in place: validation case 1 
(Shell ICP) 

 
 

 

Fig. 17 Production rate and cumulative production of liquid organic phase: 
validation case 1 (Shell ICP) 
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Fig. 18 Production rates and cumulative productions of phases: validation case 1 
(Shell ICP) 

 
 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 19 Fractions of components in produced fluid: validation case 1 (Shell ICP) 
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Fig. 20 Profiles of kerogen mass fraction: validation case 1 (Shell ICP) 
 

 

Fig. 21 Profiles of pressure: validation case 1 (Shell ICP) 
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Fig. 22 Profiles of temperature: validation case 1 (Shell ICP) 
 

 

Fig. 23 Profiles of aqueous phase saturation: validation case 1 (Shell ICP) 
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Fig. 24 Profiles of liquid organic phase saturation: validation case 1  (Shell ICP) 
 

 

Fig. 25 Profiles of gaseous phase saturation: validation case 1 (Shell ICP) 
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4.3 Case 2: oil shale grade 

We performed the sensitivity analyses of the oil shale grades by using low oil 

shale grade (15 gal/ton) and high oil shale grade (35 gal/ton). Matrix permeability is 

computed by using the regression from the data of Table 1. We expect that the oil shale 

grade and corresponding organic matter content affects the flowing ability of the fluids 

from the matrix to the fracture domain as well as the total amount of the hydrocarbon 

production. 

 

4.3.1 Low oil shale grade 

In this case, the model has the different organic matter content, porosity and 

matrix permeability as well as the oil shale grade as listed in Table 16. The organic 

matter content is computed by substituting the oil shale grade into the Eq. (2.5), and the 

formation porosity is computed from the organic matter contents and initial saturations. 

Permeability of the rock is computed from the regression formula drawn from the Table 

1. The in-situ upgrading and the production process proceeds for 400 days, by using the 

variable flowing bottomhole pressure as provided in Fig. 26. The simulation results are 

shown in Fig. 27 – Fig. 31. We find that the recoverable amount of liquid organic phase 

is lower than the field data. The simulation results are summarized in Table 17. 

 

 

Table 16 Porosity and matrix permeability of the formation: validation case 2-1 
(Shell ICP) 

Reservoir properties Values 

Oil shale grade (gal/ton) 15 

Organic matter contents (volume fraction) 0.195 

Porosity 0.28 

Formation matrix permeability kx and kz (md) 22, 11 
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Table 17 Summary of the simulation results: validation case 2-1 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 400 Aqueous production (STB) 3,170 

Remaining kerogen (%) 0.1 GOR (MSCF/STB) 5.22 

Liquid organic production (STB) 720 HC gas production (MSCF) 511 

Gaseous production (MSCF) 3,760 Produced HC (BOE) 810 

 
 

 

(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 26 Flowing bottomhole pressure and kerogen mass in place: validation case 2-1 
(Shell ICP) 

 
 

 

Fig. 27  Production rate and cumulative production of liquid organic phase: 
validation case 2-1 (Shell ICP) 
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Fig. 28 Production rates and cumulative productions of phases: validation case 2-1 
(Shell ICP) 

 
 
 
 

 
(a) Mass fractions of oil components  in 

liquid organic phase 
(b) Mole fractions of gas components 

in gaseous phase  
 

Fig. 29 Fractions of components in produced fluid: validation case 2-1 (Shell ICP) 
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(a)  Profiles of liquid organic phase saturation at the matrix domain 

 

(b)  Profiles of liquid organic phase saturation at the fracture domain 

Fig. 30 Profiles of liquid organic phase saturation: validation case 2-1 (Shell ICP) 
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(a)  Profiles of gaseous phase saturation at the matrix domain 

 

(b)  Profiles of gaseous phase saturation at the fracture domain 

Fig. 31 Profiles of gaseous phase saturation: validation case 2-1 (Shell ICP) 
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4.3.2 High oil shale grade 

In this case, we use the oil shale grade of 35 gal/ton. The organic matter content 

is computed by substituting the oil shale grade into the Eq. (2.5), and the formation 

porosity is computed from the organic matter contents and initial saturations. 

Permeability of the rock is computed from the regression formula drawn from the Table 

1. The higher organic matter content makes higher porosity and matrix permeability than 

standard case as listed in Table 18. We expect that the faster hydrocarbon production as 

well as larger amount of production than the standard case. The simulation results are 

shown in Fig. 32 – Fig. 36. The production proceeds for 380 days by using variable 

flowing bottomhole pressure as shown in Fig. 32. In Fig. 33, we observe that the 

production of liquid organic phase shows the higher values than field production data. In 

the profiles of liquid organic phase saturation, we find the higher saturations than the 

standard case. The simulation results are summarized in Table 19. 

 

 Table 18 Porosity and matrix permeability of the formation: validation case 2-2 
(Shell ICP)  

Reservoir properties Values 

Oil shale grade (gal/ton) 35 

Organic matter contents (volume fraction) 0.393 

Porosity 0.56 

Formation matrix permeability kx and kz (md) 288, 144 

 

Table 19 Summary of the simulation results: case 2-2 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 380 Aqueous production (STB) 7,625 

Remaining kerogen (%) 5.0e-3 GOR (MSCF/STB) 1.66 

Liquid organic production (STB) 2,916 HC gas production (MSCF) 1,082 

Gas. production (MSCF) 4,842 Produced HC (BOE) 3,108 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 32 Flowing bottomhole pressure and kerogen mass in place: validation case 2-2 
(Shell ICP) 

 
 

 

 

Fig. 33 Production rate and cumulative production of liquid organic phase: 
validation case 2-2 (Shell ICP) 
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Fig. 34 Production rates and cumulative productions of phases: validation case 2-2 
(Shell ICP) 

 
 
 
 
 

 
(a) Mass fractions of oil components  

in liquid organic phase 
(b) Mole fractions of gas components 

in gaseous phase  
 

Fig. 35 Fractions of components in produced fluid: validation case 2-2 (Shell ICP) 
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(a)  Profiles of liquid organic phase saturation at the matrix domain 

 

(b)  Profiles of liquid organic phase saturation at the fracture domain 

Fig. 36 Profiles of liquid organic phase saturation: validation case 2-2 (Shell ICP) 
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(a)  Profiles of gaseous phase saturation at the matrix domain 

 

(b)  Profiles of gaseous phase saturation at the fracture domain 

Fig. 37 Profiles of gaseous phase saturation: validation case 2-2 (Shell ICP) 
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4.4 Case 3: permeability of pre-existing fracture network 

In the case 3, we examine the effect of the fracture network permeability. We use 

a low fracture permeability of 80 md, and high fracture permeability of 300 md, 

respectively. We expect that the fracture permeability will affect the time necessary for 

the in-situ upgrading and production. 

 

4.4.1 Low fracture permeability 

In this 80 md-permeability of fracture case, the in-situ upgrading and production 

proceeds for 400 days, by using the variable flowing bottomhole pressure as shown in 

Fig. 38. The simulation results are provided in Fig. 38 – Fig. 41, and they are 

summarized in Table 20. We find the smaller liquid organic phase production than field 

production data. Lower fracture permeability than standard case causes the cracking of 

more liquid organic phase into gaseous and solid products before it reaches the 

production well.  

 

 

Table 20 Summary of the simulation results: validation case 3-1 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 400 Aqueous production (STB) 9,130 

Remaining kerogen (%) 0.23 GOR (MSCF/STB) 3.22 

Liquid organic production (STB) 1,420 HC gas production (MSCF) 821 

Gaseous production (MSCF) 4,600 Produced HC (BOE) 1,566 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 38 Flowing bottomhole pressure and kerogen mass in place: validation case 3-1 
(Shell ICP) 

 
 
 
 

 
Fig. 39 Production rate and cumulative production of liquid organic phase: 

validation case 3-1 (Shell ICP) 
 
 

 

 

 

 

 



 

68 

 

 

Fig. 40 Production rates and cumulative productions of phases: validation case 3-1 
(Shell ICP) 

 

 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 41 Fractions of components in produced fluid: validation case 3-1 (Shell ICP) 
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4.4.2 High fracture permeability 

In this 300 md-permeability of the fracture network case, the in-situ upgrading 

and the production continues for 335 days, by using the variable flowing bottomhole 

pressure as shown in Fig. 42. The simulation results are provided in Fig. 42 – Fig. 45, 

and they are summarized in Table 21. The hydrocarbon is produced faster than the field 

production data. The remaining kerogen after the production is 11.72 %, which is caused 

from the shorter duration of the in-situ upgrading and production.  

 

 

Table 21 Summary of the simulation results: validation case 3-2 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 335 Aqueous production (STB) 6,450 

Remaining kerogen (%) 11.72 GOR (MSCF/STB) 2.62 

Liquid organic production (STB) 1,740 HC gas production (MSCF) 848 

Gaseous production (MSCF) 4,550 Produced HC (BOE) 1,889 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 42 Flowing bottomhole pressure and kerogen mass in place: validation case 3-2 
(Shell ICP) 

 

 

 

Fig. 43 Production rate and cumulative production of liquid organic phase: 
validation case 3-2 (Shell ICP) 
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Fig. 44 Production rates and cumulative productions of phases: validation case 3-2 
(Shell ICP) 

 

 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 45 Fractions of components in produced fluid: validation case 3-2 (Shell ICP) 
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4.5. Case 4:  thermal conductivity of formation  

In the case 4, we examine the effect of the thermal conductivity of the formation 

on the production. We use the Eq. (2.2) for the low thermal conductivity case, and 3 

W/m-K for the high thermal conductivity, respectively. 

 

4.5.1 Low thermal conductivity 

In this low thermal conductivity case, the simulation continues for 410 days, by 

using the variable flowing bottomhole pressure as shown in Fig. 46. The simulation 

results are provided in Fig. 46 – Fig. 51, and they are summarized in Table 22. The 

decomposition of kerogen occurs from later time than standard case, and it leads to the 

lower hydrocarbon production than the field production data.  It is confirmed from the 

profiles of the temperature and kerogen mass fraction. 

 

 

Table 22 Summary of the simulation results: validation case 4-1 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 410 Aqueous production (STB) 2,630 

Remaining kerogen (%) 9.87 GOR (MSCF/STB) 2.60 

Liquid organic production (STB) 1,144 HC gas production (MSCF) 748 

Gaseous production (MSCF) 2,972 Produced HC (BOE) 1,276 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 46 Flowing bottomhole pressure and kerogen mass in place: validation case 4-1 
(Shell ICP) 

 
 

 

 
Fig. 47 Production rate and cumulative production of liquid organic phase: 

validation case 4-1 (Shell ICP) 
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Fig. 48 Production rates and cumulative productions of phases: validation case 4-1 
(Shell ICP) 

 
 

 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 49 Fractions of components in produced fluid: validation case 4-1 (Shell ICP) 
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Fig. 50 Profiles of temperature at the matrix domain: validation case 4-1 (Shell ICP) 
 
 

 

Fig. 51 Profiles of kerogen mass fraction: validation case 4-1 (Shell ICP) 
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4.5.2 High thermal conductivity 

In this 3.0 W/m-K-thermal conductivity of the formation case, the simulation 

continues for 310 days, by using the variable flowing bottomhole pressure as shown in 

Fig. 52. The simulation results are provided in Fig. 52 – Fig. 57, and they are 

summarized in Table 23. The production of the hydrocarbon should resume faster than 

the standard case and the low thermal conductivity case, in order to avoid the excessive 

cracking of liquid organic phase into gaseous phase and solid products. We observe the 

smaller liquid organic phase production than field production data, due to the cracking of 

the liquid organic phase in the wider area than the standard case.  

 

 

Table 23 Summary of the simulation results: validation case 4-2 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 310 Aqueous production (STB) 11,960 

Remaining kerogen (%) 0.03 GOR (MSCF/STB) 3.24 

Liquid organic production (STB) 1,430 HC gas production (MSCF) 853 

Gaseous production (MSCF) 4,624 Produced HC (BOE) 1,578 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 52 Flowing bottomhole pressure and kerogen mass in place: validation case 4-2 
(Shell ICP) 

 
 
 
 

 
Fig. 53 Production rate and cumulative production of liquid organic phase: 

validation case 4-2 (Shell ICP) 
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Fig. 54 Production rates and cumulative productions of phases: validation case 4-2 
(Shell ICP) 

 
 

 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 55 Fractions of components in produced fluid: validation case 4-2 (Shell ICP) 
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Fig. 56 Profiles of temperature at the matrix domain: validation case 4-2 (Shell ICP) 
 

 

Fig. 57 Profiles of kerogen mass fraction: validation case 4-2 (Shell ICP) 
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4.6 Chapter summary  

In this chapter, we validated the developed simulator by reproducing the filed 

production data of Shell ICP process. We conducted the sensitivity analyses related to 

the presence or absence of the fracture network, oil shale grade (organic matter content), 

fracture network permeability, and the formation thermal conductivity. The validated 

model has an oil shale grade of 25 gal/ton, fracture permeability of 150 md, and 

formation thermal conductivity of 150 W/m-K.  

We find the following conclusions in this chapter. 

 

1. Absence of the fracture network results the more gaseous phase production 

and the less liquid phases (aqueous phase and liquid organic phase) 

production. 

2. Oil shale grade affects the amount of remaining liquid organic phase in the 

matrix domain as well as the amount of recoverable hydrocarbons. This is 

caused from that the oil shale grade and corresponding organic matter content 

affect the matrix porosity and permeability. 

3. Permeability of the fracture domain has the effect on the amount of the 

cracked liquid organic phase as well as the time necessary for production and 

the amount of recoverable hydrocarbon production. 

4. Thermal conductivity of the formation affects the speed of the kerogen 

decomposition and the amount of the cracked liquid organic phases. Higher 

thermal conductivity doesn’t lead to the greater hydrocarbon production, by 

cracking of the more liquid organic phase. 
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CHAPTER V  

CASE STUDY 

 

In this chapter, we study the diverse application cases of in-situ upgrading 

process, by using the validated reservoir model obtained from CHATER IV. This study 

includes Shell ICP as a pattern, ExxonMobil Electrofrac, and TAMU Steamfrac 

processes. We define and analyze the significant effects of the factors for each process, 

and evaluate and compare the energy efficiency of each case. It allows us the to find out 

the most effective heating and production strategy for each case. 

 

5.1 Shell ICP process 

Shell ICP process can be utilized as a set of the multiple hexagonal patterns as 

illustrated in Fig. 58. We simulate a quarter of one pattern by using the 2D model with 

14*17 grid blocks. The model has 14*17-ft2 area with 113 ft-height. The outer grey part 

in the simulation geometry in Fig. 58 consists of inactive cells, which is not accounted in 

the computation. We conducted the various simulation runs with 6 cases, by using 

different heater temperatures and process durations.  

 
 

 

Fig. 58 Configuration and simulation geometry of Shell ICP in a pattern 
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5.1.1 Case 1: heater temperature of 650 °F 

In this case, we implement the in-situ upgrading and production as the same 

manner as the validation case in CHAPTER IV. We use a temperature of the vertical 

heaters of 650 °F, and continue the production during 320 days, by using the variable 

flowing bottomhole pressure as shown in Fig. 59. The simulation results are shown in 

Fig. 59  – Fig. 65, and they are summarized in Fig. 24. The results are computed in one 

pattern. Formation temperature in the pattern evenly reaches 650 °F at 150 days, and the 

whole kerogen decomposes at 200 days. In this simulation run, the time of heating and 

production is significantly longer than the time necessary for the kerogen decomposition 

in the pattern, and it results in the small amount of the recoverable hydrocarbons due to 

the excessive cracking.  This is observed at the saturation profiles of liquid organic phase 

in Fig. 65. 

By summing up the heat flux in the every grid block of the reservoir, we could 

get the energy input of 741 BOE introduced from the heaters to the reservoir. Here, the 

thermal energy was converted into the chemical energy by using the conversion factor of 

1.706e-10 J/BOE. In Fig. 62, we can find the cumulative energy input, energy output and 

energy efficiency. The energy efficiency at the process completion is 51.6 %. The 

maximum energy efficiency is 54 % during the process, and it approaches at 170 days. 

 
 
 
Table 24 Summary of the simulation results: application case 1 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 320 GOR (MSCF/STB) 12.9 

Remaining kerogen (%) 0 HC gas production (MSCF) 883 

Liquid organic production (STB) 263 Produced HC (BOE) 419 

Gaseous production (MSCF) 3,386 Energy input (BOE) 741 

Aqueous production (STB) 937 Energy efficiency (%) 51.6 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 59 Flowing bottomhole pressure and kerogen mass in place: application case 1 
(Shell ICP) 

 

 

 
Fig. 60 Production rates and cumulative productions of phases: application case 1 

(Shell ICP) 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 61 Fractions of components in produced fluid: application case 1 (Shell ICP) 
 

 

 

Fig. 62 Energy input, energy output and energy efficiency: application case 1 (Shell 
ICP) 
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Fig. 63 Profiles of temperature at the matrix: application case 1 (Shell ICP) 

 

 

Fig. 64 Profiles of kerogen mass fraction: application case 1 (Shell ICP) 
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(a)  Profiles of liquid organic phase saturation at the matrix domain 

 

(b)  Profiles of liquid organic phase saturation at the fracture domain 

Fig. 65 Profiles of liquid organic phase saturation: application case 1 (Shell ICP) 
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5.1.2 Case 2: heater temperature of 650 °F, shorter production period than case 1 

In order to avoid the excessive cracking of liquid organic phase, we conduct the 

simulation case of short time period. The heater temperature is 650 °F as the same as the 

case 1, but the in-situ upgrading and production time is 164 days, by using the variable 

flowing bottomhole pressure as shown in Fig. 66. The simulation results are provided in 

Fig. 66 – Fig. 69, and they are summarized in Table 25. The results are computed in one 

pattern. 

The total produced hydrocarbon is 802 BOE, and the energy input is 1,350 BOE, 

and it leads the energy efficiency of 59.3 %. The amount of the hydrocarbon production 

is greater than the case 1, but the higher energy input makes insignificant increase of 

energy efficiency. The withdrawal of larger amount of hydrocarbon fluid necessitates the 

higher energy input for maintaining the heater temperature. 

 

 

Table 25 Summary of the simulation results: application case 2 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 164 GOR (MSCF/STB) 7.48 

Remaining kerogen (%) 14.36 HC gas production (MSCF) 637 

Liquid organic production (STB) 689 Produced HC (BOE) 802 

Gaseous production (MSCF) 5,154 Energy input (BOE) 1,350 

Aqueous production (STB) 1,304 Energy efficiency (%) 59.3 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 66 Flowing bottomhole pressure and kerogen mass in place: application case 2 
(Shell ICP) 

 
 

 

 

Fig. 67 Production rates and cumulative productions of phases: application case 2 
(Shell ICP) 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 68 Fractions of components in produced fluid: application case 2 (Shell ICP) 

 
 

 

 

Fig. 69 Energy input, energy output and energy efficiency: application case 2 (Shell 
ICP) 
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5.1.3 Case 3: heater temperature of 635 °F 

In the case 3, we conducted the simulation by using the lower heater temperature 

of 635 °F, in order to decrease the amount of cracked liquid organic phase, and to extend 

the time for enough kerogen decomposition. We simulate the 240 days of the heating 

and production, by using variable flowing bottomhole pressure as shown in Fig. 70. The 

simulation results are provided in Fig. 70  – Fig. 73, and they are summarized in Table 

26. The results are computed in one pattern. 

The lower heater temperature allows the longer time for kerogen decomposition 

while avoiding excessive cracking of liquid organic phase. This leads the greater 

hydrocarbon production and higher energy efficiency. The energy efficiency after the 

process is 87.7 %. 

 

 

Table 26 Summary of the simulation: application 3 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 240 GOR (MSCF/STB) 8.01 

Remaining kerogen (%) 1.26 HC gas production (MSCF) 668 

Liquid organic production (STB) 786 Produced HC (BOE) 904 

Gaseous production (MSCF) 6,304 Energy input (BOE) 1,032 

Aqueous production (STB) 957 Energy efficiency (%) 87.7 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 70 Flowing bottomhole pressure and kerogen mass in place:  application case 3 
(Shell ICP) 

 
 

 

 

Fig. 71 Production rates and cumulative productions of phases: application case 3 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 72 Fractions of components in produced fluid: application case 3 (Shell ICP) 

 

 

 

 

Fig. 73 Energy input, energy output and energy efficiency: application case 3 (Shell 
ICP) 
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5.1.4 Case 4: heater temperature of 625 °F 

In the case 4, we conducted the simulation by using the lower heater temperature 

of 625 °F. We simulate the 240 days of the heating and production, by using variable 

flowing bottomhole pressure as shown in Fig. 74. The simulation results are provided in 

Fig. 74 – Fig. 77, and they are summarized in Table 27. The results are computed in one 

pattern. 

The lower heater temperature allows the longer time for kerogen decomposition 

while avoiding excessive cracking of liquid organic phase. This leads the greater 

hydrocarbon production and higher energy efficiency. The energy efficiency after the 

process is 106 %, and it means the higher energy withdrawal than the energy input. 

 

 

Table 27 Summary of the simulation: application case 4 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 240 GOR (MSCF/STB) 4.57 

Remaining kerogen (%) 4.10 HC gas production (MSCF) 652 

Liquid organic production (STB) 942 Produced HC (BOE) 1,057 

Gaseous production (MSCF) 4,310 Energy input (BOE) 993 

Aqueous production (STB) 976 Energy efficiency (%) 106 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 74 Flowing bottomhole pressure and kerogen mass in place: application case 4 
(Shell ICP) 

 

 

 

 

Fig. 75 Production rates and cumulative productions of phases: application case 4 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 76 Fractions of components in produced fluid: application case 4 (Shell ICP) 

 
 

 

 

Fig. 77 Energy input, energy output and energy efficiency: application case 4 (Shell 
ICP) 
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5.1.5 Case 5: heater temperature of 620 °F 

In the case 5, we tried the lower heater temperature of 620 °F. We simulate the 

340 days of the heating and production, by using variable flowing bottomhole pressure 

as shown in Fig. 78. The simulation results are provided in Fig. 78 – Fig. 81, and they 

are summarized in Table 28. The results are computed in one pattern. 

The lower heater temperature allows the longer time for kerogen decomposition 

while avoiding excessive cracking of liquid organic phase. This leads the greater 

hydrocarbon production and higher energy efficiency. The energy efficiency after the 

process is 103 %. 

 

 

 

Table 28 Summary of the simulation results: application 4 (Shell ICP) 

Parameters Values Parameters Values 

Duration (days) 340 GOR (MSCF/STB) 3.69 

Remaining kerogen (%) 0.55 HC gas production (MSCF) 713 

Liquid organic production (STB) 951 Produced HC (BOE) 1,077 

Gaseous production (MSCF) 3,507 Energy input (BOE) 1,041 

Aqueous production (STB) 950 Energy efficiency (%) 103 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 78 Flowing bottomhole pressure and kerogen mass in place: application case 5 
(Shell ICP) 

 
 

 

Fig. 79 Production rates and cumulative productions of phases: application case 5 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 80 Fractions of components in produced fluid: application case 5 (Shell ICP) 

 
 

 

 

Fig. 81 Energy input, energy output and energy efficiency: application case 5 (Shell 
ICP) 
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5.1.6 Case 6: heater temperature of 610 °F 

In the case 5, we tried the lower heater temperature of 610 °F. We simulate the 

340 days of the heating and production, by using variable flowing bottomhole pressure 

as shown in Fig. 82. The simulation results are provided in Fig. 82 – Fig. 91, and they 

are summarized in Table 29. The results are computed in one pattern. 

The lower heater temperature allows the longer time for kerogen decomposition 

while avoiding excessive cracking of liquid organic phase. This leads the greater 

hydrocarbon production and higher energy efficiency. The energy efficiency after the 

process is 144 %. 

 
 
 
Table 29 Summary of the simulation results: application case 6 (Shell ICP) 
 

Parameters Values Parameters Values 

Duration (days) 340 GOR (MSCF/STB) 2.03 

Remaining kerogen (%) 2.66 HC gas production (MSCF) 693 

Liquid organic production (STB) 1,415 Produced HC (BOE) 1,542 

Gaseous production (MSCF) 2,871 Energy input (BOE) 1,071 

Aqueous production (STB) 1,050 Energy efficiency (%) 144 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 82 Flowing bottomhole pressure and kerogen mass in place: application case 6 
(Shell ICP) 

 
 

 

Fig. 83 Production rates and cumulative productions of phases: application case 6 
(Shell ICP) 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 84 Fractions of components in produced fluid: application case 6 (Shell ICP) 

 
 
 
 

 
Fig. 85 Energy input, energy output and energy efficiency: application case 6 (Shell 

ICP) 
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Fig. 86 Profiles of kerogen mass fraction: application case 6 (Shell ICP) 
  



 

103 

 

 

(a) Profiles of pressure at the matrix domain 

 

(b) Profiles of pressure at the fracture domain 

Fig. 87 Profiles of pressure: application case6 (Shell ICP) 
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(a) Profiles of temperature at the matrix domain 

 

(b) Profiles of temperature at the fracture domain 

Fig. 88 Profiles of temperature: application case6 (Shell ICP) 
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(a)  Profiles of aqueous phase saturation at the matrix domain 

 

(b)  Profiles of aqueous phase saturation at the fracture domain 

Fig. 89 Profiles of aqueous phase saturation: application case6 (Shell ICP) 
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(a)  Profiles of liquid organic phase saturation at the matrix domain 

 

(b)  Profiles of liquid organic phase saturation at the fracture domain 

Fig. 90 Profiles of liquid organic phase saturation: application case6 (Shell ICP) 
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(a)  Profiles of gaseous phase saturation at the matrix domain

 

(b)  Profiles of gaseous phase saturation at the fracture domain 

Fig. 91 Profiles of gaseous phase saturation: application case6 (Shell ICP) 
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5.2 ExxonMobil Electrofrac process 

ExxonMobil Electrofrac process entails electrical conduction to heat the oil 

shales. It creates a longitudinal fracture in a horizontal well, and propped it with a 

material that conducts electricity as shown in Fig. 92. The fluids are produced from the 

four vertical wells located aside from a fracture. This process can utilize a multilateral 

well with each branch containing a longitudinal fracture as shown in Fig. 93. Fracture 

height, fracture width, and fracture spacing are 80 ft, 80 ft, and 40 ft, respectively. In this 

process, we conduct the simulations of multilateral well case. We simulate an eighth of a 

single fracture by using a 3D model of 7*5*13 grid blocks as shown in Fig. 94. 

We expect that the electrical conductivity of the proppant has a significant effect 

on the process efficiency. In this regard, we conduct the sensitivity analyses of the 

proppant electrical conductivity. The electrical conductivity can be related by using  

Wiedemann–Franz law as provided in Eq. (5.1) (Jones and March 1973). 

LT
K



             (5.1) 

Here, K  is the thermal conductivity in W/m-K,  is the electrical conductivity in Ω-1-m-1, 

L is the Lorenz number (2.44e-8 W-Ω/K2), and T  is the temperature in Kelvin. We can 

compute the equivalent thermal conductivity to the electrical conductivity by 

substituting the various   and horizontal well temperature (650 °F) into the Eq. (5.1). 
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Fig. 92 Concept of the ExxonMobil Electrofrac 
 

 

 

 

 

Fig. 93 Configuration of the reservoir model in the ExxonMobil Elecrofrac case 
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Fig. 94 Simulation geometry for the ExxonMobil Elecrofrac case 
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5.2.1 Case 1: proppant electrical conductivity of 2.055E5 Ω-1-m-1 

In this case, we use the proppant electrical conductivity of 2.055E5 Ω-1m-1. The 

equivalent thermal conductivity is 3.1 W/m-K. We implement the in-situ upgrading and 

production with the injection well temperature of 650 °F. The heating and production 

continues until 7 years, by using the variable flowing bottomhole pressure at the top of 

the producer. The simulation results are shown in the Fig. 95 – Fig. 100Fig. 102, and 

they are summarized in Table 30. The results are computed in one fracture.  

Only the kerogen at the middle of the reservoir near to the hydraulic fracture 

decomposes, as shown in Fig. 99. It is resulted from that the temperature of the hydraulic 

fracture doesn’t approach to an evenly high temperature as illustrated in the Fig. 100. 

The energy efficiency at 7 years is 8.59 %. 

 

 

Table 30 Summary of the simulation results: case 1 (ExxonMobil Electrofrac) 

Parameters Values Parameters Values 

Duration (years) 7 GOR (MSCF/STB) 0.82 

Remaining kerogen (%) 97.4 HC gas production (MSCF) 85 

Liquid organic production (STB) 114 Produced HC (BOE) 129 

Gaseous production (MSCF) 93.5 Energy input (BOE) 1,504 

Aqueous production (STB) 1.85E4 Energy efficiency (%) 8.59 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 95 Flowing bottomhole pressure and kerogen mass in place: case 1 
(ExxonMobil Electrofrac) 

 

 

 

 

Fig. 96 Production rates and cumulative productions of phases: case 1 (ExxonMobil 
Electrofrac) 

  



 

113 

 

 

 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 97 Fractions of components in produced fluid: case 1 (ExxonMobil Electrofrac) 

 

 

 

 
Fig. 98 Energy input, energy output and energy efficiency: case 1 (ExxonMobil 

Electrofrac)  
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Fig. 99 Profiles of kerogen mass fraction: case 1 (ExxonMobil Electrofrac) 
 

 

 

Fig. 100 Temperature profiles at the overburden, hydraulic fracture and 
underburden formation: case 1 (ExxonMobil Electrofrac) 
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5.2.2 Case 2: proppant electrical conductivity of 3.315E6 Ω-1-m-1 

In this case, we use the proppant electrical conductivity of 3.315E6 Ω-1m-1. The 

equivalent thermal conductivity is 50 W/m-K. We implement the in-situ upgrading and 

production with the injection well temperature of 650 °F. The heating and production 

continues until 7 years, by using the variable flowing bottomhole pressure at the top of 

the producer. The simulation results are shown in the Fig. 101 – Fig. 106, and they are 

summarized in Table 31. The results are computed in one fracture. 

The kerogen at the middle of the reservoir near to the hydraulic fracture and the 

kerogen at the top of the reservoir decompose, but the kerogen at the bottom of the 

reservoir doesn’t decompose as shown in Fig. 105. The temperature at the hydraulic 

fracture is higher than case 1 as shown in Fig. 106. The energy efficiency at 7 years is 

15.8 %. 

 
 
 
 
Table 31 Summary of the simulation results: case 2 (ExxonMobil Electrofrac) 

Parameters Values Parameters Values 

Duration (years) 7 GOR (MSCF/STB) 1.61 

Remaining kerogen (%) 97.0 HC gas production (MSCF) 284 

Liquid organic production (STB) 181 Produced HC (BOE) 232 

Gaseous production (MSCF) 292 Energy input (BOE) 1,464 

Aqueous production (STB) 3.14E4 Energy efficiency (%) 15.8 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 101 Flowing bottomhole pressure and kerogen mass in place: case 2 
(ExxonMobil Electrofrac) 

 

 

 

 

Fig. 102 Production rates and cumulative productions of phases: case 2 
(ExxonMobil Electrofrac) 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 103 Fractions of components in produced fluid: case 2 (ExxonMobil 

Electrofrac) 
 
 
 
 

 
Fig. 104 Energy input, energy output and energy efficiency: case2 (ExxonMobil 

Electrofrac) 
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Fig. 105 Profiles of kerogen mass fraction: case 2 (ExxonMobil Electrofrac) 
 

 

Fig. 106 Temperature profiles at the overburden, hydraulic fracture and 
underburden formation: case 2 (ExxonMobil Electrofrac) 
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5.2.3 Case 3: proppant electrical conductivity of 9.945E6 Ω-1-m-1 

In this case, we use the proppant electrical conductivity of 9.945E6 Ω-1m-1. The 

equivalent thermal conductivity is 150 W/m-K. We implement the in-situ upgrading and 

production with the injection well temperature of 650 °F. The heating and production 

continues until 7 years, by using the variable flowing bottomhole pressure at the top of 

the producer. The simulation results are shown in the Fig. 107 – Fig. 112 , and they are 

summarized in Table 32. The results are computed in one fracture. 

The profiles of the remaining kerogen are shown in Fig. 111. The whole kerogen 

at the top of the reservoir decomposes, and the kerogen at the middle and bottom of the 

reservoir decompose from the region near to the hydraulic fracture. The temperature at 

the hydraulic fracture is much higher than case 1 and 2 as shown in Fig. 112. The energy 

efficiency approaches the maximum value, 34.6 %, at 4 years. The energy efficiency at 7 

years is 33.6 %. 

 

 

 

Table 32 Summary of the simulation results: case 3 (ExxonMobil Electrofrac) 

Parameters Values Parameters Values 

Duration (years) 7 GOR (MSCF/STB) 2.13 

Remaining kerogen (%) 93.6 HC gas production (MSCF) 583 

Liquid organic production (STB) 321 Produced HC (BOE) 401 

Gaseous production (MSCF) 685 Energy input (BOE) 1,192 

Aqueous production (STB) 4.02E4 Energy efficiency (%) 33.6 

  



 

120 

 

 

 

 

(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 107 Flowing bottomhole pressure and kerogen mass in place: case 3 
(ExxonMobil Electrofrac) 

 

 

 

 

Fig. 108 Production rates and cumulative productions of phases: case 3 
(ExxonMobil Electrofrac) 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 109 Fractions of components in produced fluid: case 3 (ExxonMobil 

Electrofrac) 
 

 

 

 

Fig. 110 Energy input, energy output and energy efficiency: case3 (ExxonMobil 
Electrofrac) 
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Fig. 111 Profiles of kerogen mass fraction: case 3 (ExxonMobil Electrofrac) 
 

 

Fig. 112 Temperature profiles at the overburden, hydraulic fracture and 
underburden formation: case 3 (ExxonMobil Electrofrac) 
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5.2.4 Case 4: proppant electrical conductivity of 1.989E7 Ω-1-m-1 

In this case, we use the proppant electrical conductivity of 1.989E7 Ω-1m-1. The 

equivalent thermal conductivity is 300 W/m-K. We implement the in-situ upgrading and 

production with the injection well temperature of 650 °F. The heating and production 

continues until 7 years, by using the variable flowing bottomhole pressure at the top of 

the producer. The simulation results are shown in the Fig. 113 – Fig. 123, and they are 

summarized in Table 33. The results are computed in one fracture. 

The profiles of the remaining kerogen are shown in Fig. 117. The whole kerogen 

at the top of the reservoir decomposes, and the kerogen at the middle and bottom of the 

reservoir decompose from the region near to the hydraulic fracture. The temperature at 

the hydraulic fracture is much higher than the previous cases as shown in Fig. 118. The 

energy efficiency approaches the maximum value, 77.9 %, at 5 years. The energy 

efficiency at 7 years is 74.1 %.   

In this case, we find that the kerogen remains at the middle to the bottom parts of 

the reservoir even with very high thermal conductivity of the injection material and the 

evenly high temperature at the hydraulic fracture. This is because heat rises, and we 

penetrate the top of the producer to avoid the excessive aqueous phase production. 

 
 
 
 
Table 33 Summary of the simulation results: case 5 (ExxonMobil Electrofrac) 

Parameters Values Parameters Values 

Duration (years) 7 GOR (MSCF/STB) 0.85 

Remaining kerogen (%) 83.0 HC gas production (MSCF) 756 

Liquid organic production (STB) 1,111 Produced HC (BOE) 1,244 

Gaseous production (MSCF) 948 Energy input (BOE) 1,678 

Aqueous production (STB) 4.78E4 Energy efficiency (%) 74.1 
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(a) Flowing bottomhole pressure (b) Kerogen mass in place 
 

Fig. 113 Flowing bottomhole pressure and kerogen mass in place: case 5 
(ExxonMobil Electrofrac) 

 

 

 

 

Fig. 114 Production rates and cumulative productions of phases: case 5 
(ExxonMobil Electrofrac) 
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(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 115 Fractions of components in produced fluid: case 5 (ExxonMobil 

Electrofrac) 
 
 
 
 

 
Fig. 116 Energy input, energy output and energy efficiency: case 5 (ExxonMobil 

Electrofrac) 
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Fig. 117 Profiles of kerogen mass fraction: case 5 (ExxonMobil Electrofrac) 
 

 

Fig. 118 Temperature profiles at the overburden, hydraulic fracture and 
underburden formation: case 5 (ExxonMobil Electrofrac) 
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(a) Profiles of pressure at the matrix domain  

 

(b) Profiles of pressure at the fracture domain 

Fig. 119 Profiles of pressure: case 5 (ExxonMobil Electrofrac) 
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(a) Profiles of temperature at the matrix domain 

 

(b) Profiles of temperature at the fracture domain 

Fig. 120 Profiles of temperature: case 5 (ExxonMobil Electrofrac) 
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(a)  Profiles of aqueous phase saturation at the matrix domain 

 

(b)  Profiles of aqueous phase saturation at the fracture domain 

Fig. 121 Profiles of aqueous phase saturation: case 5 (ExxonMobil Electrofrac) 
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(a)  Profiles of liquid organic phase saturation at the matrix domain 

 

(b)  Profiles of liquid organic phase saturation at the fracture domain 

Fig. 122 Profiles of liquid organic phase saturation: case 5 (ExxonMobil Electrofrac) 
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(a)  Profiles of gaseous phase saturation at the matrix domain 

 

(b)  Profiles of gaseous phase saturation at the fracture domain 

Fig. 123 Profiles of gaseous phase saturation: case 5 (ExxonMobil Electrofrac) 
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5.3 TAMU Steamfrac process 

TAMU Steamfrac process entails the steam injection into the horizontal wells 

with multiple transverse hydraulic fractures. It is proposed with the expectation of the 

effective heating by convection as well as conduction. We study the effect of steam 

injection strategy on the process efficiency. The simulation cases include the huff-and-

puff methods with diverse number of wells (one, two, and three), and the case of 

continuous injection and production. 

 

5.3.1 Case 1: huff-and-puff method by using one well 

We consider the reservoir model as shown in Fig. 124. Fracture height, fracture 

width, and fracture spacing are 80 ft, 80 ft, and 40 ft, respectively. We consider one well 

for both of injection and production. We simulate a quarter of the single fracture unit. 

We use a 3D model of 7*8*13 grid blocks as shown in Fig. 125. We repeat the following 

stages of huff-and-puff method. The simulation continued for 900 days. The injection 

rate is figured out from the maximum allowable pressure of the formation.  

 

(1) Inject steam (enthalpy of 1.5E6 J/kg and rate of 0.4 kg/s per one fracture unit) 

for 1 day. 

(2) Rest for 1 day. 

(3) Produce fluid (rate of 0.4 kg/s per one fracture unit) for 1 day. 
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Fig. 124 Configuration of the reservoir model in case 1 (TAMU Steamfrac) 
 

 

 

 

Fig. 125 Simulation model in case 1 (TAMU Steamfrac) 
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The results of the 900 days of huff-and-puff method are provided in the Fig. 126  

– Fig. 128. The results are computed in one fracture. We only produced 23 STB of liquid 

organic phase per one fracture, and this case turns out to be less efficient. In the Fig. 128, 

we can see that the formation temperature is almost evenly increasing, but the 

temperature doesn’t reach a sufficiently high temperature for the kerogen decomposition 

in a wide area. The simulation results are summarized in Table 34. The Steam Oil Ratio 

(SOR) is 4.450E5 (kg/STB). 

 

 

 

Table 34 Summary of the simulation results: case 1 (TAMU Steamfrac) 

Parameters Values Parameters Values 

Duration (days) 900 HC gas production (MSCF) 0.17 

Remaining kerogen (%) 99.78 Produced HC (BOE) 23.33 

Liquid organic production (STB) 23.30 Energy input (BOE) 2,653 

Gaseous production (MSCF) 0.66 Energy efficiency (%) 8.79e-3 

Aqueous production (STB) 6.52E4 SOR (kg/STB) 4.450E5 

GOR (MSCF/STB) 2.85e-2   
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Fig. 126 Production rates and cumulative productions of phases: case 1 (TAMU 
Steamfrac) 

 

 

 

Fig. 127 Solid products mass in place: case 1 (TAMU Steamfrac) 
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Fig. 128 Profiles of temperature at matrix domain: case 1 (TAMU Steamfrac) 
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5.3.2 Case 2: huff-and-puff method by using two wells 

We consider the reservoir model as shown in Fig. 129. Fracture height, fracture 

width, and fracture spacing are 80 ft, 80 ft, and 40 ft, respectively. We consider two 

wells for injection and production. One is at the middle and center of the reservoir, and 

the other is at the bottom and center of the reservoir. We simulate a quarter of the single 

fracture unit as the previous case. We use a 3D model of 7*8*13 grid blocks as shown in 

Fig. 130. We repeat the following stages of huff-and-puff method. The simulation 

continued for 330 days.  

(1) Inject steam into well 1 (enthalpy of 1.5E6 J/kg and rate of 0.4 kg/s per one 

fracture unit) for 1 day. 

(2) Rest for 1 day. 

(3) Produce from well 2 (rate of 0.4 kg/s per one fracture unit) for 1 day. 

 

After two weeks of cycling, we switch the well, and repeat as follows. 

 

(4) Inject steam into well 2 (enthalpy of 1.5E6 J/kg and rate of 0.4 kg/s per one 

fracture unit) for 1 day. 

(5) Rest for 1 day. 

(6) Produce from well 1 (rate of 0.4 kg/s per one fracture unit) for 1 day. 

 

After two-weeks of cycling, we switch the well, and repeat from (1). 
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Fig. 129 Configuration of the reservoir model in case 2 (TAMU Steamfrac) 
 

 

 

 

 

Fig. 130 Simulation model in case 2 (TAMU Steamfrac) 
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The results of the 330 days of huff-and-puff method are provided in the Fig. 131 

– Fig. 133. The results are computed in one fracture. We only produced 4.8 STB of 

liquid organic phase per one fracture, and this case turns out to be less efficient.  In the 

Fig. 133, we can see that the formation temperature is increasing in a wide area, but the 

temperature doesn’t reach a sufficiently high temperature for the large amount of 

kerogen decomposition. The simulation results are summarized in Table 35. The SOR is 

7.920E5 (kg/STB). 

 

 

 

Table 35 Summary of the simulation results: case 2 (TAMU Steamfrac) 

Parameters Values Parameters Values 

Duration (days) 330 HC gas production (MSCF) 6.18e-3 

Remaining kerogen (%) 99.88 Produced HC (BOE) 4.80 

Liquid organic production (STB) 4.80 Energy input (BOE) 973 

Gaseous production (MSCF) 0.02 Energy efficiency (%) 7.94e-3 

Aqueous production (STB) 2.39E4 SOR (kg/STB) 7.920E5 

GOR (MSCF/STB) 5.15e-3   
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Fig. 131 Production rates and cumulative productions of phases: case 2  (TAMU 
Steamfrac) 

 

 

 

 

Fig. 132 Solid products mass in place: case 1 (TAMU Steamfrac) 
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Fig. 133 Profiles of temperature at matrix domain: case 2(TAMU Steamfrac) 
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5.3.3 Case 3: huff-and-puff method by using three wells 

We consider the reservoir model as shown in Fig. 134. Fracture height, fracture 

width, and fracture spacing are 80 ft, 80 ft, and 40 ft, respectively. We consider three 

wells for injection and production. One is at the middle and center of the reservoir, and 

the others are at the bottom and corners of the reservoir. We simulate a quarter of the 

single fracture unit as the previous case. We use a 3D model of 7*8*13 grid blocks as 

shown in Fig. 135. We repeat the following stages of huff-and-puff method. The 

simulation continued for 370 days.  

(1) Inject steam into well 1 (enthalpy of 1.5E6 J/kg and rate of 0.4 kg/s per one 

fracture unit) for 1 day. 

(2) Rest for 1 day. 

(3) Produce from two well 2 (rate of 0.2 kg/s from each well per one fracture unit) 

for 1 day. 

 

After two weeks of cycling, we switch the well, and repeat as follows. 

 

(4) Inject steam into two well 2 (enthalpy of 1.5E6 J/kg and rate of 0.2 kg/s for each 

well per one fracture unit) for 1 day. 

(5) Rest for 1 day. 

(6) Produce from well 1 (rate of 0.4 kg/s per one fracture unit) for 1 day. 

 

After two-weeks of cycling, we switch the well, and repeat from (1). 
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Fig. 134 Configuration of the reservoir model in case 3 (TAMU Steamfrac) 
 

 

 

 

 

Fig. 135 Simulation model in case 3 (TAMU Steamfrac) 
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The results of the 370 days of huff-and-puff method are provided in the Fig. 136 

– Fig. 138. The results are computed in one fracture. We only produced 4.86 STB of 

liquid organic phase per one fracture, and this case turns out to be less efficient.  In the 

Fig. 138, we can see that the formation temperature is increasing in a wide area, but the 

temperature doesn’t reach a sufficiently high temperature for the large amount of 

kerogen decomposition. The simulation results are summarized in Table 36. The SOR is 

8.747E5 (kg/STB). 

 
 
 
 
Table 36 Summary of the simulation runs: case 3 (TAMU Steamfrac) 

Parameters Values Parameters Values 

Duration (days) 370 HC gas production (MSCF) 2.23e-3 

Remaining kerogen (%) 99.80 Produced HC (BOE) 4.86 

Liquid organic production (STB) 4.86 Energy input (BOE) 1,088 

Gaseous production (MSCF) 0.01 Energy efficiency (%) 4.47e-3 

Aqueous production (STB) 2.67E4 SOR (kg/STB) 8.747E5 

GOR (MSCF/STB) 1.88e-3   
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Fig. 136 Production rates and cumulative productions of phases: case 3  (TAMU 
Steamfrac) 

 

 

 

 

Fig. 137 Solid products mass in place: case 3 (TAMU Steamfrac) 
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Fig. 138 Profiles of temperature at matrix domain: case 3 (TAMU Steamfrac) 
 

  



 

147 

 

5.3.4 Case 4: continuous injection and production by using three wells 

In order to achieve more hydrocarbon production than huff-and-puff methods, we 

conducted case 4 by using continuous injection and production. As the same reservoir 

configuration and the simulation model geometry to the case 3, we simulate the case of 

continuous injection production with three wells. We repeat following stages. 

 

(1) Inject steam into well 1 (enthalpy of 1.5E6 J/kg and rate of 0.4 kg/s per one 

fracture unit), and produce the fluid from the two well 2 with a constant flowing 

bottomhole pressure. 

(2) After a sufficiently long time (50 days – 100 days), change the wells, and inject 

steam into two well 2 (enthalpy of 1.5E6 J/kg and rate of 0.2 kg/s for each well 

per one fracture unit), and produce fluid from well 1 with a constant flowing 

bottomhole pressure. 

 

The simulation results are shown in Fig. 139 – Fig. 153, and they are summarized 

in Table 37. The results are computed in one fracture. It shows that this case is more 

efficient than the previous cases of huff-and-puff methods, but the upper part of the 

reservoir is not sufficiently heated, and kerogen doesn’t decompose in this region. The 

energy efficiency approaches the maximum value, 68.6 %, at 510 days. The remaining 

kerogen is 42.9 %, and the SOR is 1,896 (kg/STB). 
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Table 37 Summary of the simulation results: case 4 (TAMU Steamfrac) 

Parameters Values Parameters Values 

Duration (years) 2 HC gas production (MSCF) 610 

Remaining kerogen (%) 42.9 Produced HC (BOE) 3,115 

Liquid organic production (STB) 3,007 Energy input (BOE) 5,762 

Gaseous production (MSCF) 754 Energy efficiency (%) 54.1 

Aqueous production (STB) 1.34E5 SOR (kg/STB) 1,896 

GOR (MSCF/STB) 0.25   

 

 
 
 

 

Fig. 139 Solid products mass in place: case 4 (TAMU Steamfrac) 
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Fig. 140 Production rates and cumulative productions of phases: case 4 (TAMU 
Steamfrac) 

 

 

 

 

(a) Mass fractions of oil components  in 
liquid organic phase 

(b) Mole fractions of gas components 
in gaseous phase  

 
Fig. 141 Fractions of components in produced fluid: case 4 (TAMU Steamfrac) 
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Fig. 142  Energy input, energy output and energy efficiency: case 4 (TAMU 
Steamfrac) 
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Fig. 143 Profiles of kerogen mass fraction: case 4 (TAMU Steamfrac) 
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Fig. 144 Profiles of pressure at matrix domain: case 4 (TAMU Steamfrac) 
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Fig. 145 Profiles of pressure at fracture domain: case 4 (TAMU Steamfrac) 
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Fig. 146 Profiles of temperature at matrix domain: case 4 (TAMU Steamfrac) 
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Fig. 147 Profiles of temperature at fracture domain: case 4 (TAMU Steamfrac) 
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Fig. 148 Profiles of aqueous phase saturation at matrix domain: case 4 (TAMU 
Steamfrac) 
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Fig. 149 Profiles of aqueous phase saturation at fracture domain: case 4 (TAMU 
Steamfrac) 
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Fig. 150 Profiles of liquid organic phase saturation at matrix domain: case 4 
(TAMU Steamfrac) 
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Fig. 151 Profiles of liquid organic phase saturation at fracture domain: case 4 
(TAMU Steamfrac) 
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Fig. 152 Profiles of gaseous phase saturation at matrix domain: case 4 (TAMU 
Steamfrac) 

 



 

161 

 

 

Fig. 153 Profiles of gaseous phase saturation at fracture domain: case 4 (TAMU 
Steamfrac) 
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5.4 Economics evaluation 

 We evaluate the economics of each process by computing NPV. The NPV 

model is described by using Eq. (5.2) as follows (Balen et al. 1988, Jukes et al. 2012).  

 
I

i

R
NPV

N

n
n

n 



1 1

               (5.2) 

Here, NPV  is the net present value,  nR  is the annual revenue from the production, i is 

the discount rate, N  is the total number of years, and I  is the initial investment. nR  is 

described by using Eq. (5.3) as follows. 

       otrGnGonon fffPQPQR  111,,        (5.3) 

Here, noQ ,  and nGQ ,  are the cumulative liquid organic phase production and gaseous 

phase production during the n -th year, and oP  and GP  are the prices of liquid organic 

phase ($/STB) and gaseous phase ($/MSCF), respectively. rf , tf , and of  are the 

royalty,  tax, and operating cost in fractions, respectively. Each process of in-situ 

upgrading has the different initial investment ( I ) and operating cost ( of ) from each 

other as listed in Table 38. The assumed costs for the items in Table 38 are listed in 

Table 39. 

Based on this, we compute the NPV of the best scenarios for the Shell ICP, 

ExxonMobil Electrofrac and TAMU Steamfrac, which have the highest energy 

efficiency. In order to compare the NPV of them, we will use the same total reservoir 

volume for them. The volume of one pattern for Shell ICP and one single fracture unit 

for ExxonMobil Electrofrac and TAMU Steamfrac are as follows. 

3580,88 ftVShell   

3000,256 ftV Exxon   

3000,256 ftVTAMU   

Here, 289 patterns of Shell ICP and 100 hydraulic fractures of ExxonMobil Electrofrac 

and Shell ICP have almost the same volume, 2.56E7 ft3. We compute the NPV for each 

case with this volume.  



 

163 

 

Table 38 Items of expenses for the in-situ upgrading processes 

Processes Items of the expenses 

Shell ICP Capex Drilling of the multiple vertical wells ( dvwc ) 

Completion of the vertical wells ( cvwc ) 

Opex Heating the vertical wells ( htc ) 

Exxon’s 

Electrofrac 

Capex Drilling of the multiple horizontal wells and vertical 

wells ( dvwc , dhwc ) 

Completion of the wells ( cvwc , chwc ) 

Fracturing treatment ( frc ) 

Injection of the conductive material ( icmc ) 

Opex Heating of the horizontal wells ( htc ) 

TAMU Steamfrac Capex Drilling of the horizontal wells ( dhwc ) 

Completion of the horizontal wells ( chwc ) 

Fracturing treatment ( frc ) 

Opex Steam injection ( istc ) 

 

 

Table 39 Cost of the items 

Items Cost  Items Cost  

dvwc  ($/ft) 45 
istc  ($/kg) 5.5e-3 

cvwc  ($/ft) 75 
rf  (%) 10 

dhwc  ($/ft) 90 
tf  (%) 30 

chwc  ($/ft) 150 i (%) 10 

htc  ($/BOE) 0.4135 
oP  ($/STB) 100 

frc ($/#) 7,300 
GP  ($/MSCF) 6.5 

icmc  ($/kg) 22   
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 5.4.1 Shell ICP case 6 

In the case of Shell ICP, there exist 2 producers and 16 heaters in one pattern. We 

consider 289 patterns for 340 days of process. We get following values by substituting 

the number of wells, and duration of the production. 

    8863.4$)/($75)(1132289)/($45)(5.056,218289 Eftftftft

cdncdnI cvwcvwpwdvwvwvw




 

    5280.1$071,1/$4135.0289 EBOEBOEinputenergycF hto   

        
      7658.2$631.213.011.01

/$5.6693/$100415,1289
4

340

Ee

MSCFMSCFSTBSTBR d






 

8618.4$ ENPV   

Here, vwn , pwn , vwd , cvwd , and oF  are the number of the vertical wells, the number of the 

production wells, the depth of the vertical wells, the distance of the completion in the 

vertical wells, and the operating cost in $, respectively. 

 

5.4.2 ExxonMobil Electrofrac case 4 

In the case ExxonMobil Electrofrac, there exist 1 horizontal well and 2 vertical 

wells in a single fracture unit. We consider 100 hydraulic fractures for 7 years of process. 

We get following values by substituting the number of wells and hydraulic fractures, and 

duration of the production. 

   
     

7651.4$

4189.1/$22100)/#($300,7100)/($90)(80100

)/($75)(122100)/($45)(080,22100

E

kgEkgftft

ftftftft

mccncLncdncdnI icmicmfrhfdhwhwhwcvwcvwpwdvwvwvw







 

    4939.6$678,1/$4135.0100 EBOEBOEinputenergycF hto   

        
      6379.1$490.113.011.01

/$5.68.64/$100215100
3

1

Ee

MSCFMSCFSTBSTBR
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      6537.1$490.113.011.01

/$5.66.97/$100238100
3

2

Ee

MSCFMSCFSTBSTBR






 

        
      6675.1$490.113.011.01

/$5.6127/$100258100
3

3

Ee

MSCFMSCFSTBSTBR






 

        
      6444.1$490.113.011.01

/$5.6116/$100222100
3

4

Ee

MSCFMSCFSTBSTBR






 

        
      6063.1$490.113.011.01

/$5.6184/$100157100
3

5

Ee

MSCFMSCFSTBSTBR






 

        
      5031.1$490.113.011.01

/$5.683/$10011100
3

6

Ee

MSCFMSCFSTBSTBR






 

        
      4663.9$490.113.011.01

/$5.65.82/$10010100
3

7

Ee

MSCFMSCFSTBSTBR






 

7170.4$ ENPV   

 

5.4.3 TAMU Steamfrac case 4 

In the case of TAMU Steamfrac, there exist 3 horizontal wells in a single fracture 

unit. We consider 100 hydraulic fractures for 2 years of process. We get following 

values by substituting the numbers of wells and hydraulic fractures, and duration of the 

production. 

   
6610.3$

)/#($300,7100)/($150)(401003)/($90)(401003

E

ftftftft

cncLncLnI frhfchwchwpwdhwhwhw






 

    7255.1$7281.2/$5.5100 3 EkgEkgeinjectionsteamcF isto    

        
      6620.1$7765.013.011.01

/$5.6276/$100133,11001

E

MSCFMSCFSTBSTBR



 

        
      6669.2$7765.013.011.01

/$5.6334/$100874,11002

E

MSCFMSCFSTBSTBR



 

5317.5$ ENPV   
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In summary, we have the following Capex, Opex and NPV for each process as 

shown in Table 40. Shell ICP has the highest Capex, and lowest NPV. ExxonMobil 

Electrofrac has the lowest Opex. TAMU Steamfrac has the lowest Capex due to the less 

number of wells, but it has the highest Opex due to the steam injection. Only TAMU 

Steamfrac leads to the surplus of the process. 

 

 

 

 

Table 40 Costs and NPV for each process 

Processes Capex ($) Opex ($) NPV ($) 

Shell ICP 4.863E8 1.280E5 -4.618E8 

ExxonMobil Electrofrac 4.651E7 6.939E4 -4.170E7 

TAMU Steamfrac 3.610E6 1.255E7 5.317E5 
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5.5 Chapter summary  

In this chapter, we studied the diverse processes in-situ upgrading - Shell ICP, 

ExxonMobil Electrofrac and TAMU Steamfrac. The process efficiency and the amount 

of recoverable hydrocarbons for each process are analyzed under diverse conditions. 

Shell ICP, ExxonMobil Electrofrac, and TAMU Steamfrac are significantly affected by 

the heater temperature, the thermal conductivity of the injection material, and the steam 

injection strategy (huff-and-puff with 1, 2, or 3 wells, and continuous injection and 

production), respectively.  

We find the following conclusions in this chapter. 

 

1. In Shell ICP, heater temperature has a significant effect on the amount of the 

recoverable hydrocarbon and energy efficiency, and the higher temperature 

doesn’t guarantee the more production, because the high temperature of 

heater accelerates the cracking of liquid organic phase. The best case (heater 

temperature of 610 °F) has the energy efficiency of 144 %. 

2. In ExxonMobil Electrofrac, electrical conductivity of the proppant 

significantly affects the amount of recoverable hydrocarbon and energy 

efficiency. Also, there exists dead zone for kerogen decomposition (lower 

part of the reservoir), because we penetrate the top of the producer to avoid 

the excessive production of aqueous phase. The best case (proppant electrical 

conductivity of 1.989E7 Ω-1m-1) has the energy efficiency of 74.1 %. 

3. In TAMU Steamfrac case, the strategy of steam injection greatly affects the 

energy efficiency and productivity. Huff-and-puff methods turned out to be 

less efficient, because they didn’t allow the enough amount of heat 

introduced to the reservoir. The continuous injection and production 

promotes the faster heating and simultaneous production of generated 

hydrocarbons. The best case (continuous injection and production by using 

three wells) has the energy efficiency of 54.1 %. 
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4. Computation of NPV by considering large reservoir (volume of 2.56E7 ft3) 

shows that Shell ICP and ExxonMobil Electrofrac have deficit. Shell ICP and 

ExxonMobil Electrofrac have the huge Capex than TAMU Steamfrac due to 

the large number of wells. TAMU Steamfrac has the highest Opex due to the 

continuous steam injection, but it has the highest and positive NPV. 
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CHAPTER VI  

CONCLUSIONS 

 

Oil shales are the promising energy resource, but the commercial production of 

them has not been achieved due to the technical challenges. In this dissertation, we 

determine and examine the factors affecting the successful hydrocarbon production from 

the oil shales. This is done by utilizing the fully implicit capability of the simulation of 

kerogen pyrolysis for the oil shale in-situ upgrading, which is developed in this research.  

In the simulator development, we includes all known physics and chemistry of 

the systems we are interested in, and accurately accounts for the phase equilibria and 

phase transition thermodynamics. It solves 11 mass and energy balance equations per 

element simultaneously, and provides a powerful tool for the simulation of the kerogen 

pyrolysis in the oil shales and evaluation of the diverse processes of the in-situ 

upgrading.  

The simulator was successfully validated by matching the production data of 

Shell ICP process, and we intensively studied the effect of the reservoir parameters on 

the production behavior. They include the presence of the naturally fractured zone, oil 

shale grade (organic matter content) of the oil shales, permeability of the fracture 

network, and the thermal conductivity of the formation. These series of sensitivity 

analyses provide the idea on the successful hydrocarbon production from the oil shales 

under the various reservoir environments as well as the realistic model of the oil shale 

formation (validated model). 

In the case study, we conducted the diverse simulations of the in-situ upgrading 

processes including Shell ICP, ExxonMobil Electrofrac and TAMU Steamfrac. We 

defined the factors significantly affecting the efficiency of each process, and examined 

their effect on the productivity and the energy efficiency. These works provide the 

guidelines for the successful hydrocarbon production from the oil shales by expecting 
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the optimal strategy of each process. By computing the NPV for the same reservoir size, 

we find that the TAMU Steamfrac is favorable, since it has the highest and positive NPV. 
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