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ABSTRACT

Turbulence is the most common state of fluid motion in both natural and en-

gineering systems. Many real world applications depend on our ability to predict

and control turbulent processes. Due to the presence of both hydrodynamic and

thermodynamic fluctuations, simulations of compressible flows are more expensive

than incompressible flows. A highly scalable code is presented which is used to

perform direct numerical simulations (DNS) aimed at understanding fundamental

turbulent processes. The code is parallelized using both distributed and shared

memory paradigms and is shown to scale well up to 264144 cores. The code is used

to generate a large database of stationary compressible turbulence at world-record

resolutions and a range of Reynolds and Mach numbers, and different forcing schemes

to investigate the effect of compressibility on classical scaling relations, to study the

role of thermodynamic fluctuations and energy exchanges between the internal and

kinetic modes of energy, and to investigate the plausibility of a universal behavior

in compressible flows. We find that pressure has a qualitatively different behavior

at low and high levels of compressibility. The observed change in the likelihood of

positive or negative fluctuations of pressure impacts the direction of energy trans-

fer between internal and kinetic energy. We generalize scaling relations to different

production mechanisms, and discover a plausible universal behavior for compressible

flows, which could provide a path to successful modeling of turbulence in compress-

ible flows. Our results, unprecedented in size, accuracy and range of parameters will

be helpful in addressing a number of additional open issues in turbulence research.
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CHAPTER I

INTRODUCTION

I.A. Turbulence: An Overview

Turbulence is the most common state of fluid motion and an ubiquitous phe-

nomenon in natural and engineering systems. Understanding turbulent processes has

real world applications including aerospace sciences, climate modeling and hypersonic

flows among others. However, a complete understanding of it is still lacking, in part,

due to the randomness and non-linearity associated with the governing equations

of motion, known as the Navier-Stokes equation. This randomness, associated with

the chaotic nature of the solutions, makes the velocity field sensitive to initial con-

ditions, in the sense that a small change in the initial conditions could bring a large

variation in the motion of the fluid. This poses a great challenge to experimentalists

since infinitesimal changes in flow conditions, that are inevitable, are amplified by

the flow and evolve differently. The non-linear nature of the equation has two pro-

found impacts: a) makes exact solution of the complete Navier-Stokes equation very

difficult to derive unless simplifying assumptions are made, b) creates a wide range

of spatial and temporal scales. The multiplicity of scales makes it a computationally

demanding problem since all the scales, including the smallest in time and space,

needs to be resolved.

Though the velocity field is chaotic, it has been observed that when the exper-

iments are repeated under the same initial conditions, the statistical properties of
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the flow field change very little. Hence it is not surprising that the theories so far

had to contend with statistical rather than deterministic methods.

Flows can typically be classified as incompressible or compressible depending on

whether the fluid elements preserve their volume or not. While in the former, density

and temperature fluctuations are entirely decoupled from the hydrodynamics, they

are coupled in the latter case. This additional level of complexity in flows that are

already turbulent makes compressible turbulence a very challenging problem from

theoretical, experimental and numerical perspectives. Hence, understanding and

advancements in compressible flows have been much slower than its incompressible

counterpart. Here, we aim to numerically investigate the effects of compressibility

in a homogeneous isotropic turbulent flow where the anisotropy and wall effects are

not present.

I.B. Background and Literature Review: Compressible Flows

Compressible flows, as mentioned before, are characterized by fluctuations in

velocity, pressure, density and temperature over a wide range of spatial and temporal

scales. Both the ranges widen with Reynolds number (Rλ), a measure of inertial

to viscous forces, which is very high for practical applications. They need to be

resolved completely, up to the smallest dynamically relevant scales if all the details

in the flow are to be captured. The domain size must be larger than the largest

scale in the flow and the grid size smaller than the smallest scale. Similarly, the

simulated time must be longer than the slowest time scale and time step smaller

than the fastest time scale. Simulations that satisfy this criteria are known as Direct
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Numerical Simulation (DNS) and has been a unique scientific tool in understanding

turbulent flows (Moin & Mahesh, 1998). Such stringent resolution requirement grow

with R6
λ, demanding a steep increase in computational resource, for instance, to

double the Reynolds number the computational work has to increase sixty four times.

They demand robust numerical schemes and highly scalable parallel algorithms with

minimal communication. Rapid advancements in computing power has made large

simulations possible which currently allow us to reach Reynolds numbers much closer

to real application than previously thought. As the Reynolds number is increased new

physics in turbulence is unraveled; but increasing the Reynolds number, increases the

resolution requirement further emphasizing the need for exceptional computational

algorithms and tools.

The general disposition towards accounting for compressibility effects has been

to decompose the velocity field into an incompressible (solenoidal) and compress-

ible (dilatational) component based on Helmholtz decomposition. A similar form

of decomposition has been extended to, though its definition is somewhat arbitrary,

pressure. Other attempts have also been made to isolate compressiblity effects. For

instance, Kovasznay (1953) linearized the Navier-Stokes equation to obtain the solu-

tion as superposition of vorticity, entropy and acoustic modes under the assumption

that extent of compressibility is very small. Chu & Kovásznay (1958) extended the

analysis as a second-order approximation to account for stronger compressiblility

effects. Dastgeer & Zank (2005) employed a similar approach. This assumption,

however, is very restrictive for a large class of engineering flows that operate at

high speeds. Since, the Helmholtz decomposition provides an easy and unambiguous
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means to account for the effects of compressiblility through the dilatational compo-

nent, we employ this decomposition in the present study.

The thermodynamic variables are related by equation of state for an ideal gas

and are accompanied by acoustic phenomenon, such as, propagation of sound waves.

Depending on the level of compressibility, which is commonly quantified in a large

manner by the turbulent Mach number (Mt = 〈uiui〉 / 〈c〉, summation implied and

〈c〉 is the mean speed of sound), different approximations can be made that lead to

distinct flow regimes. For instance, at low Mt, the acoustic time scale is much smaller

than the convective and viscous time scale. Thus the viscous and heat conduction

terms in Navier-Stokes equation remain relatively unaffected based on the acous-

tic time scale leading to a simplified set of equations (Erlebacher et al., 1990; Sarkar

et al., 1991). This leads to a flow regime known as low-Mach number quasi-isentropic

regime, where the flow evolves only on acoustic time scale and characterized by small

dilatational fluctuations (Sagaut & Cambon, 2008). Under these conditions, Sarkar

et al. (1991) observed an equipartition of energy between the compressible kinetic

energy and potential energy due to the pressure. The phenomenon of equipartition,

has been verified by simulations of decaying turbulence (Lee & Girimaji, 2013) and

in shear flows (Bertsch et al., 2012) for low Mt. However, at higher levels of com-

pressibility, the dilatational fluctuations are substantial and cannot be neglected.

Furthermore, the different timescales become comparable. This flow regime, where

the dilatational fluctuations are significant and Mach number is still less than one,

is classified as non-linear subsonic regime and is the principal regime of investigation

in this paper.
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A basic yet very fundamental aspect of turbulence is the presence of a wide range

of length scales, the smallest of which are known as Kolmogorov microscales. While

its scaling have been verified extensively in incompressible turbulence (Ishihara et al.,

2009), there isn’t enough evidence yet to suggest that the effects of compressibility

are weak. As we will show in Ch III, the scaling of the Kolmogorov microscales

remain intact in compressible flows for Mt as high as 0.6.

At low Mach numbers, compressible turbulence exhibits certain characteristic

similar to its incompressible counterpart. For instance, at sufficiently high Reynolds

number, the mean energy dissipation rate becomes independent of the fluid viscosity

in incompressible turbulence (D ≡ 〈ǫ〉u3/L). This phenomenon, often known as

dissipative anomaly, is central to the dynamics of energy cascade and has been verified

over the past several years (Sreenivasan, 1984, 1998; Kaneda et al., 2003; Donzis et al.,

2005). However, it is still not well-reported in the literature whether D asymptotes

to a constant at high Reynolds and Mach number, and if it does, the asymptotic

magnitude is not clear. Much like velocity and pressure, the mean dissipation rate

can be decomposed into a solenoidal (〈ǫs〉) and dilatational (〈ǫd〉) component and a

similar constant can also be established for each.

Employing this type of decomposition for dissipation rate, and based on the

asymptotic analysis of Navier-Stokes equation by Erlebacher et al. (1990), Sarkar

et al. (1991) derived a model for the dilatational dissipation rate in the low-Mach

number regime (ǫd ∝ M2
t ǫs). Available literature suggest 〈ǫd〉/〈ǫs〉 scale as M2

t based

on an EDQNM analysis at low Mach numbers (Bertoglio et al., 2001), M4
t based on

statistical analysis (Ristorcelli, 1997; Fauchet & Bertoglio, 1998) and also M5
t at high
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turbulent Mach numbers using EDQNM approximation (Sagaut & Cambon, 2008).

Some of these results have been validated only at low Mach and Reynolds number

using simulations of decaying compressible turbulence that could possibly have the

signature of initial conditions (Ristorcelli, 1997; Vreman et al., 1996) or with an

EDQNM approximation (Bertoglio et al., 2001) that assumes (mention disadvantages

of EDQNM here). One of the ways of removing the dependence on initial condition is

to force the simulation by energizing the large scales of motion so that a statistically

stationary state is achieved. This forms the basis of our work.

The dissipation rate also appears in the volume averaged energy budget equation

and thus dictates the unidirectional energy transfer from kinetic to internal energy

modes. Another term that appears in the budget equation, that is native only to

compressible flows, is the correlation between pressure and dilatation, often known

as pressure-dilatation correlation (p′θ′). Unlike dissipation rate, the latter facilitates

a bi-directional energy exchange between the internal and kinetic energy modes. It

is also easily perceivable that any influence of compressibility in pressure fluctuation,

could bring about changes in pressure-dilatation correlation and consequently the

way energy is exchanged, affecting the global dynamics of flow. Thus it is very

important to understand the effects of compressiblity on the behavior of pressure,

for example, by investigating some of the basic scaling relations. In the low Mt limit,

Sarkar et al. (1991) assumed the normalized solenoidal and dilatational pressure

fluctuations scale as M2
t , however it has not been verified by simulations or the range

of Mt for which it is valid. The probability distribution function (PDF) of pressure

(fp), for instance, is negatively skewed at low Mt, but tends to be positively skewed
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at high Mt (Donzis & Jagannathan, 2013a). While it can be trivially explained from

Reynolds decomposition that p′ is likely to take more positive values than negative,

a physical reasoning is still lacking. We attempt to provide some physical arguments

for these qualitative changes in the flow. This is our second major objective, to

build a large database of compressible isotropic turbulence and investigate separately,

the effects of Reynolds and Mach number on the scaling relations in compressible

turbulence.

A phenomenon that is unique to compressible flows is the presence of compress-

ing and expanding regions in the flow. These are purely dilatational motions which

could interact with the incompressible (or solenoidal) motions (Lele, 1994). The

need to understand the role of each component and develop models that can repro-

duce the observed behavior, has led to several decades of analytical, experimental

and numerical efforts (Sagaut & Cambon, 2008). Yet, the scaling of these different

components is currently unknown at realistic conditions, largely, because of lack of

reliable data especially at high Reynolds numbers and at a range of Mach numbers.

Dilatational modes, could give rise to so-called shocklets–very strong local compres-

sions randomly distributed in space which possess some of the characteristics of shock

waves (Lee et al., 1991; Samtaney et al., 2001; Pirozzoli & Grasso, 2004). How these

intense fluctuations, and compressibility in general, affect classical similarity theories

(Kolmogorov, 1941) for incompressible flows is an important step towards a general

understanding of high-Reynolds number compressible flows.
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I.C. Objective of the Present Work

The objectives of the current work are to:

1. develop a massively parallel code that solves the compressible Navier-Stokes

equation and is scalable across different platforms

2. generate a large database of stationary compressible turbulence at different Rλ

and Mt and to identify their effects independently

3. study how classical scaling relations are affected by compressibility and inves-

tigate their dependence on the mode of forcing

4. understand how thermodynamic fluctuations and dilatation of the fluid affect

the flow statistics.

5. understand how compressibility effects can be accounted for in homogeneous

compressible flows
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CHAPTER II

DIRECT NUMERICAL SIMULATIONS*

II.A. Computational Approach

II.A.1. Numerical Scheme and Accuracy

Turbulence is governed by the conservation of mass, momentum and energy, also

known as Navier-Stokes equations and are:

∂ρ

∂t
+

∂

∂xi

(ρui) = 0, (2.1)

∂

∂t
(ρui) +

∂

∂xj

(ρuiuj) = − ∂p

∂xi

+
∂

∂xj

(σij) + ρfi, (2.2)

∂

∂t
(ρe) +

∂

∂xi

(ρeui) = −p
∂ui

∂xi

+
∂

∂xi

(

k
∂T

∂xi

)

+ σijSij − Λ. (2.3)

where, ρ is density, ui is the ith component of velocity, p is pressure, e is internal

energy per unit mass, T is temperature, k is thermal conductivity and fi is the

external forcing. The viscous stress tensor, σij, and strain rate tensor, Sij, are given

by,

σij = µ

(

∂ui

∂xj

+
∂uj

∂xi

− 2

3
δij

∂uk

∂xk

)

, (2.4)

Sij =
1

2

(

∂ui

∂xj

+
∂uj

∂xi

)

. (2.5)

The internal energy per unit mass, e, is related to temperature according to a perfect

gas law and the viscosity, µ, has a power-law dependence on temperature.

*Reprinted with permissions from Jagannathan, S. & Donzis, D. A. 2012 Massively parallel

direct numerical simulations of forced compressible turbulence: a hybrid MPI/OpenMP approach.

In XSEDE 2012 Conference, Chicago, IL, July 16-20.
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Because of the multi-scale nature of turbulence, numerical methods capable of

capturing a wide range of scales are needed. While spectral codes present unique

resolution capabilities and have therefore been extensively used in incompressible

simulations (Ishihara et al., 2009), the appearances of shocklets may give rise to

spurious oscillations due to Gibbs phenomenon (Canuto et al., 1988). Furthermore,

handling more complex geometries as well as boundary conditions (other than peri-

odic as in practical flows) may require a different discretization.

An alternative to spectral schemes is based on the so-called compact finite dif-

ferences which exhibit spectral-like resolution but provide more flexibility in terms

of geometrical features of the domain as well as boundary conditions, a common fea-

ture of finite difference approaches. However, depending on the order of the scheme,

the range of scales that can be effectively resolved, is much wider than conventional

explicit finite differences (Lele, 1992). Thus, compact schemes has been widely used

in simulations of multi-scale phenomena with a broadband spectral support such as

turbulence, especially at high Reynolds numbers.

Formally, for a function f a general representation of its derivative (denoted

with a prime) at a general location xi can be computed in terms of finite differences

according to
m

∑

j=−m

αjf
′

i+j =
n

∑

j=−n

ajfi+j, (2.6)

where αj, aj are the coefficients of the stencil, m and n define the stencil size. Clearly

if m = 0, the left-hand side consists of f ′ only at the location of interest and the

result is a classical explicit finite difference formulation. If m > 0, the left-hand-

side consists of a linear combination of the value of the derivative at neighboring
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locations. The result is a linear system of equations of the form Af ′ = Bf . Different

orders in the truncation error can be achieved by changing the size of the stencils

m and n. Depending on the type of grid distribution, boundary conditions and the

number of stencil points (m and n), a family of schemes can be obtained. Specifically,

for uniform grids with periodic boundary condition and m = 1 and n = 2, a widely

used sixth order accurate scheme is obtained (e.g. (Lee et al., 1991, 1993; Petersen

& Livescu, 2010)). This is, in fact, the maximum accuracy that can be achieved

with a tridiagonal system (Lele, 1992). For m = 2 and n = 3 one obtains a tenth-

order scheme with a penta-diagonal system of equations (Lele, 1992). The higher the

order of the scheme, the wider the range of scales that can be accurately resolved

numerically. Because our interest in capturing all dynamically relevant scales as

accurately as possible, we use a tenth-order scheme for the present work. It is also

important to note that depending on the problems of interest one may require a non-

uniform distribution of grid spacing. It is possible to extend the compact schemes

for arbitrarily spaced grids (Gamet et al., 1999). However, due to the variable grid

spacing, the coefficients αj and aj will depend on the grid spacing. In general, it may

not be possible to realize the equivalent highest order of accuracy that is obtained

on a uniform grid.

In the forthcoming section, we will briefly describe the numerical schemes used

for different grid configurations and boundary conditions.
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II.A.1.a. Uniform grids with periodic boundary conditions

For uniform grids with periodic boundary conditions, the coefficients αj and aj

change only with the number of stencil points (m, n). For a sixth order scheme, this

leads to,

α−1f
′
i−1 + α0f

′
i + α1f

′
i+1 = a−2fi−2 + a−1fi−1 + a0fi + a1fi+1 + a2fi+2, (2.7)

where the coefficients α−1 = α1 = 1/3, α0 = 1, and a−2 = a2 = 1/36∆h, a−1 =

a1 = 7/9∆h, a0 = 0. This leads to a system of equations of the form Af ′ = b, where

matrices A and B are given by,

A =





























α0 α1 0 0 · · · α−1

α−1 α0 α1 0 0 · · ·

0 α−1 α0 α1 0 · · ·
... 0 α−1 α0 α1 · · ·

α1

. . . . . . . . . α−1 α0





























(2.8)

B =





































a0 a1 a2 · · · a−2 a−1

a−1 a0 a1 a2 · · · a−2

a−2 a−1 a0 a1 a2 · · ·

· · · . . . . . . . . . . . . · · ·

a1 · · · a−2 a−1 a0 a1

a2 a1 · · · a−2 a−1 a0





































(2.9)

and b = Bf . The matrix A is of the cyclic tri-diagonal form which resembles a tri-

diagonal matrix except for the boxed terms that arise due to the periodic boundary

condition: (fN+i = fi, f1−i = fN−i+1) and similarly for the derivatives f ′ which is
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seen in matrix B. The matrix A can be written as sum of two matrices A1 and A2

where A1 would retain the tridiagonal system and the sparse A2 matrix comprising

of only boxed terms and rest zeros. The solution for matrices of this form can

be obtained using the Shermann-Morrison formula (?) where A2 is written as a

kronecker product of two one dimensional vectors, u and v that are given as,

u =





























γ

0

...

0

α1





























v =





























α0

0

...

0

α−1/γ





























, (2.10)

where γ is an arbitrary constant. This reduces to (A1 +(u ⊗ v))x = b, the solutions

to which are given below,

A1 y = b, A1 z = u, (2.11)

where x, y, z are related by,

x = y −
[

v · y
1 + v · z

]

z (2.12)

Since the vector u is independent of the value of the function itself, the solution to

A1 z=u has to be computed only once, while that of A1 y=b is computed every time-

step. The solution for the latter can be easily obtained from the tri-diagonal matrix

algorithm and is readily available in numerical algebra packages like LAPACK.

As mentioned before, for m = 2 and n = 3, we arrive at a tenth order scheme

(Lele, 1992),

α−2f
′
i−2 + α−1f

′
i−1 + α0f

′
i + α1f

′
i+1 + α2f

′
i+2 = a−3fi−3 + a−2fi−2 + a−1fi−1

+a0fi + a1fi+1 + a2fi+2 + a3fi+3,

(2.13)
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where the coefficients are α−2 = α2 = 1/20, α−1 = α1 = 1/2, α0 = 1, and a−3 = a3 =

1/600∆h, a−2 = a2 = 101/600∆h, a−1 = a1 = 17/24∆h, a0 = 0. The coefficients are

also given in Lele (1992). This leads to a penta-diagonal matrix for A which can be

efficiently solved following the algorithm mentioned in Lv & Le (2008). The matrices

A and B are then given by,

A =











































α0 α1 α2 0 · · · α−2 α−1

α−1 α0 α1 α2 · · · 0 α−2

α−2 α−1 α0 α1 α2 · · · 0

0 α−2 α−1 α0 α1 α2 · · ·
...

. . . α−2 α−1 α0 α1 · · ·

α2 0
. . . . . . α−1 α0 α1

α1 α2

. . . . . . . . . α−1 α0











































(2.14)

B =











































a0 a1 a2 a3 · · · a−2 a−1

a−1 a0 a1 a2 a2 · · · a−2

a−2 a−1 a0 a1 a2 · · · a−3

· · · · · · . . . . . . . . . . . . · · ·

a3 · · · a−3 a−2 a0 a1 a2

a2 a3 · · · a−2 a−1 a0 a1

a1 a2 a3 · · · a−2 a−1 a0











































(2.15)

A similar method is employed for computing the second derivatives,

m
∑

j=−m

βjf
′

i+j =
n

∑

j=−n

bjfi+j, (2.16)

where βj, bj are the coefficients of the stencil, and m,n are the stencil sizes. The

family of schemes for second derivatives are mentioned in detail in Lele (1992) and
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we discuss here only the tenth order schemes,

β−2f
′′

i−2 + β−1f
′′

i−1 + β0f
′′

i + β1f
′′

i+1 + β2f
′′

i+2 = b−3fi−3 + b−2fi−2 + b−1fi−1+

b0fi + b1fi+1 + b2fi+2 + b3fi+3,

(2.17)

where the coefficients are β−2 = β2 = 43/1798, β−1 = β1 = 334/899, β0 = 1, and

b−3 = b3 = 79/16182∆h2, b−2 = b2 = 519/1798∆h2, b−1 = b1 = 1065/1798∆h2,

b0 = 0. The resulting system of equations, which is penta-diagonal, is then solved

using the algorithm mentioned in Lv & Le (2008) in O(59n) operations.

II.A.1.b. Non-Uniform grids with periodic boundary conditions

For the case of non-uniform grids, as mentioned before, the coefficients αj and

aj change with the grid spacing. The value of coefficients can be obtained by a rather

inexpensive computational algorithm mentioned in Fornberg (1998). The algorithm

computes derivatives of any order for both implicit and explicit schemes, however,

for the latter additional fictitious points have to be considered. Since this has more

relevance to the present grid, the algorithm for non-uniform grid is discussed below.

Consider that the kth derivative of a function f , ∂kf/∂xk, is to be computed

at x = z based on n number of stencil points for function f . Formally, this can be

expressed as (Fornberg, 1998),

[

dkf

dxk

]

x=z

≈
n

∑

i=0

ck
i f(xi), (2.18)

where ck
i are the coefficients or the weights to be determined. If the derivative of

f has an implicit dependence (as in Eq. (2.16)) a fictitious point on either side of

the stencil is considered and the resulting system is solved such that the coefficients

for the fictitious points are zero thereby restoring the original scheme. The number
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of fictitious points on either side of the right-hand side stencil is determined by the

number of the stencil points for the derivatives (which is m in Eq. (2.16)) and is

discussed in detail towards the end of this section. Since m = 1 for sixth order

scheme, we will consider one fictitious point on either side of the stencil on the right-

hand side. So, for a sixth order scheme, Eq. (2.16) with fictitious points becomes

(refer figure II.1 for the stencil),

1
∑

j=−1

αjf
′

i+j =
3

∑

j=−3

ajfi+j. (2.19)

Following Eq. (2.18), we express each derivative in terms of the value of function (as

in Eq. (2.19)):

f
′

i−1 =
3

∑

j=−3

a
′

jfi+j, (2.20)

f
′

i =
3

∑

j=−3

a
′′

j fi+j, (2.21)

f
′

i+1 =
3

∑

j=−3

a
′′′

j fi+j, (2.22)

and combine them according to Eq. (2.19),

α−1f
′

i−1 + f
′

i + α1f
′

i+1 =

[

2
∑

j=−2,6=0

(

α−1a
′

j + a
′′

j + α1a
′′′

j

)

fi+j

]

+
(

α−1a
′

0 + a
′′

0 + α1a
′′′

0

)

fi

+
(

α−1a
′

−3 + a
′′

−3 + α1a
′′′

−3

)

fi−3 +
(

α−1a
′

3 + a
′′

3 + α1a
′′′

3

)

fi+3.

(2.23)

It is also necessary to note that in the original compact schemes (Lele, 1992), the

stencil points were weighted equally on either side of the stencil points and hence

we maintain that α−j and αj are same and similarly a−j and aj. We retrieve the

original form of compact schemes for sixth order (m = 2, n = 1) when the last two
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j j+1 j + 2 j + 3j − 3 j − 2 j − 1

Figure II.1. A stencil of the right-hand side of Eq. (2.16) with fictitious
points. The fictitious points are indicated by dotted arrows and the solid
arrow indicates the point at which the derivative is sought.

terms in the RHS of Eq. (2.23) vanish and hence the coefficients of fi−3 and fi+3

are equated to zero. This gives the coefficients α−1 (= α1) in terms of a
′

j, a
′′

j , a
′′′

j

which is yet to be determined. However, the coefficient of fi is expected to have

a non-vanishing contribution in the case of non-uniform grid and hence is retained

(as was also done in Gamet et al. (1999)). This coefficient automatically approaches

zero when the grid spacing is equal. The weights, a
′

j, a
′′

j , a
′′′

j can be readily obtained

by expanding f
′

i using a Taylor expansion for f about the point i. This is given by

the algorithm mentioned in Fornberg (1998). The need for fictitious points is clear

now: they are needed to determine the coefficients α−1 and α1. Suppose, one does

not include fictitious points in Eq. (2.19) (i.e. if the limits for j vary from −2 to 2),

it is not possible to find the coefficients α−1 and α1 that could otherwise be easily

obtained if fictitious points are considered. Hence the number of fictitious points

to be chosen directly depends on the number of unknowns in the implicit derivative

function and hence is likely to change, for instance, for tenth order schemes.

To complete the process, this procedure is repeated for all the grid points in

the domain (for different i). However, this has to be done only once since the grid

points, though no-uniform, does not change with time. Hence, this is done during
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the initialization process in the code. When the grid spacing is uniform, the above

procedure automatically returns the coefficients of the original sixth order scheme

and hence can be used for both uniform and non-uniform grids types. In view of

optimization, however, the code computes the coefficients only if there is a non-

uniform grid type and uses the default coefficients for uniform grids. The accuracy

of the sixth order scheme when applied to non-uniform grids approaches six only

when the grid spacing is close to uniform. For skewed grids with large expansion or

contraction coefficients, the accuracy reduces to fourth order (Gamet et al., 1999).

A similar procedure could be followed for tenth order schemes, however since

m = 2 in this case, we will have to consider two fictitious points and solve these two

smaller systems in-order to find the coefficients α1 and α2 and subsequently other

coefficients. However, when one considers two fictitious points on either side of the

stencil, the system of equations result in a dependent system. Hence, the coefficients

cannot be determined. It may be possible that with a different choice of fictitious

points, a linear system with unique solution may exist.

II.A.1.c. Uniform grids with non-periodic boundary conditions

Though periodic boundary conditions offer easier way of computing derivatives,

they are limited in scope while applying for a wide class of flows (for instance, they

cannot be used in wall bounded flows like a cavity). Hence, engineering applications

motivate a need for schemes that can incorporate non-periodic boundary condition.

For such schemes, the leading order of truncation error can be either dispersive

(odd-order schemes) or dissipative (even-order schemes) depending on the order of
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schemes. While the former causes oscillations in the solutions, the latter smoothens

the gradients; both of them being artifacts of the numerical scheme and thus unde-

sirable. Hence, one needs to choose schemes such that both the errors are minimal

and at the same time remain robust. For this purpose, different schemes are used for

the interior and boundary nodes such that global conservation is achieved (Mahesh,

1996). For the boundary, a third order scheme is used:

f
′

1 + γ1f
′

2 = a1f1 + a2f2 + a3f3, i = 1 (2.24)

where γ1 = 2, a1 = − (11 + 2γ1) /6∆h, a2 = (6 − γ1) /2∆h, a3 = (2γ1 − 3) /2∆h,

and ∆h is the grid spacing. For the adjacent point, a the fourth order scheme of the

following form is used,

γ2f
′

1 + f
′

2 + γ2f
′

3 = b3f3 − b1f1, i = 2, (2.25)

with γ2 = 1/4, b3 = b1 = 3/4∆h (Mahesh, 1996). To ensure the global conservation,

the following scheme is used for the next node,

γ3f
′

2 + f
′

3 + γ3f
′

4 = c5f5 + c4f4 − c2f2 − c1f1, i = 3, (2.26)

where the coefficients are related by,

γ3 =
40γ̂ − 1

16 (γ̂ + 2)
, c1 = c5 =

(γ3 + 2)

2∆h
, c2 = c4 =

(4γ3 − 1)

12∆h
. (2.27)

Here, γ̂ is related to the scheme used in the interior grid points,

γ̂f
′

i−1 + f
′

i + γ̂f
′

i+1 = c1(fj+1 − fj−1) + c2(fj+2 − fj−2) i = 4, N − 3, (2.28)

where γ̂, d1 and d2 are given by,

γ̂ = 1/3 d1 =
(γ̂ + 2)

2∆h
, d2 =

(4γ̂ − 1)

12∆h
. (2.29)
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It is evident that the maximum global error will be due to the boundary terms. After

applying the above treatment for the other side of the boundary which is also non

periodic (i = N − 1, N − 2, N), we arrive at the following matrix for A and B,

A =



















































1 γ1 0 0 0 0 · · · 0

γ2 1 γ2 0 0 0 · · · 0

0 γ3 1 γ3 0 0 · · · 0

0 0 γ̂ 1 γ̂ 0 · · · 0

0 0 0 γ̂ 1 γ̂ · · · 0

...
...

...
...

. . . . . . . . .
...

0 · · · · · · 0 0 γ2 1 γ2

0 · · · · · · 0 0 0 γ1 1



















































(2.30)

B =



















































a1 a2 a3 0 0 0 · · · 0

−b1 0 b3 0 0 0 · · · 0

−c1 −c2 0 c4 c5 0 · · · 0

0 −d1 −d2 0 d4 d5 · · · 0

0 0 −d1 −d2 0 d4 d5 · · ·
...

...
...

...
...

...
... 0

0 0 0 0 0 −b1 0 b3

0 0 0 0 · · · a3 a2 a1



















































(2.31)

This system is easier to solve than Eq. (2.8) since the cyclic terms that was previously

present due to the treatment of periodic boundary condition is not present. This

resembles the tri-diagonal form and can be easily solved using the Thomas algorithm.

Similar expressions can be derived for second derivatives and is mentioned in
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Mahesh (1996) and Lele (1992). We mention here only the schemes used in the

boundary and interior points,

f
′′

1 + 11f
′′

2 =
1

∆h2
(13f1 − 27f2 + 15f3 − f4) , i = 1 (2.32)

f
′′

1 + 10f
′′

2 + f
′′

3 =
12

∆h2
(f1 − 2f2 + f3) , i = 2 (2.33)

f
′′

i−1 + b1f
′′

i + f
′′

i+1 =
b2

∆h2
(fi+1 + fi−1) +

b3

∆h2
(fi+2 + fi−2)

− 2fi

∆h2
(b2 + b3) , i = 3, N − 2,

(2.34)

where b1 = 11/2, b2 = 6, b3 = 3/8. A similar set of equations are written for the other

side of the boundary (i = N,N −1) and is then solved using the Shermann-Morrison

formula (?) mentioned in Sec II.A.1.a.

Using some of the schemes mentioned above, it is now possible to compute the

first and second derivatives in eqns Eq. (2.1)-Eq. (2.3). Considering that the flow

is homogeneous, we use uniform grids in all the three directions. The tenth order

scheme is used for both first and second derivatives to resolve a wide range of scales.

II.A.2. Solving the System of Equations

Eqs. (2.1)-(2.3) contain derivatives in all three directions. Therefore, Eq. (2.16)

needs to be solved along those directions. After the domain is mapped into pro-

cessors, the systems could be solved, in principle, by either (i) solving the system

across processors or (ii) solving the linear systems in-core and transposing the data.

In method (i), all the processors exchange data at their boundaries, followed by a

collective communication call for a global overlap of data (Cook et al., 2005). In

method (ii), derivatives in one direction are computed in-core with highly optimized

mathematical libraries and data is subsequently transposed so that each core holds
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other direction entirely. Since a collective exchange of information involves all the

processors in a communicator, they may represent a significant amount of time. How-

ever, unlike method (i), method (ii) is straightforwardly extended to banded systems

with any band size or equivalently to any order of accuracy. Furthermore, while it is

unclear which method will be better at extreme scales, studies show that they are,

in fact, comparable in some architectures (Cook et al., 2005). The code presented

here is based on method (ii) and has been implemented in a modular fashion to

accommodate arbitrary orders.

The non-linear terms in Eq. (2.2)-(2.3) are computed using a skew-symmetric

formulation which has been shown to be robust and to have better aliasing charac-

teristics (Blaisdell et al., 1996; Ducros et al., 2000). Time-advancement is performed

with an explicit third-order low-storage Runge-Kutta scheme (Williamson, 1980).

The time-step size is controlled with a CFL condition to avoid numerical instability.

II.A.3. Domain Decomposition and Parallelization

The domain decomposition is a crucial element in designing algorithms that

can scale to extreme large number of processors. In a broad sense, the domain

decomposition imposes a constraint in the maximum number of processors that can

be used for a given problem size, determines the memory footprint of the code,

affects the efficiency in which caches can be used, among others. However, perhaps

the most important element determined by the decomposition of the domain is the

interprocessor communications. In fact, for communication intensive applications,

careful investigations of number and size of messages and communication patterns
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may be critical to scaling codes to very high levels of parallelism.

The domain considered here is cubic with periodic boundary conditions in all

three dimensions. The simplest domain decomposition for this type of domain is

a 1D or “slab” decomposition that obviously restrict the number of MPI tasks M

according to M ≤ N for a problem size of N . For a pure MPI implementation M

is usually also equal to the number of cores requested, Nc. To take full advantage

of available Petascale systems comprising O(105) processors, this constraint must

be relaxed. Clearly a 2D domain decomposition into “pencils” enables the use of

M ≤ N2 MPI tasks and has indeed shown very good scaling for large processor

counts (Donzis et al., 2008a). For current problems of interest at 20483 resolutions

a 2D decomposition allows the use of over 4 million cores (or threads) which may

indeed be of the same order of magnitude as those available on future Exascale

systems.

The present work is based on a 2D decomposition. Equations (2.1)-(2.3) are

grouped separately into terms with derivatives in directions x, y and z. The main

reason for this splitting is that derivatives can be computed effectively when a pencil

of data is aligned in that direction. For instance, the terms with derivatives in x are

computed when the data is aligned in x. Thus, Eq. (2.16) can be solved in core using

highly optimized mathematical libraries. For periodic domains like those presented

here, the resulting system of equations is cyclic for which a direct solver for banded

systems is used in combination with Sherman-Morrison formula (?) for tridiagonal

systems or extensions to wider bands (Lv & Le, 2008). Since the factorization step

can be done at the beginning of the simulation, the solution of the necessary systems
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requires only O(N) operations.

To compute the derivatives in y, a collective communication call (specifically

MPI ALLTOALL) is used and the data is transposed from x to y as shown in fig-

ure II.2. Two different communicators along directions y and z are defined for this

purpose. Since collective calls are typically expensive and forces synchronization

across processors in that communicator, it is highly desirable to achieve high levels

of load balance to reduce idling time. After derivatives in y are computed a transpose

from y to z is performed and derivatives in z are then computed. The right-hand-

side of Eqs. (2.2)-(2.3) at this point is complete. We can summarize these procedure

symbolically as

∂x → T(x,y) → ∂y → T(y,z) → ∂z (2.35)

where T(x,y) represents a transpose of pencils from x to y. While two transposes

are needed in order to compute all the terms in the governing equations, unlike a 1D

decomposition, only processors within a communicator are involved which typically

consists of O(
√

M) processors.

After the operations just described are completed, pencils are aligned with the z

direction. The solution is then advanced one step in time. To continue with the time

integration, the right-hand-side of Eqs. (2.2)-(2.3) need to be re-computed. This can

be accomplished in two ways, (i) transpose data from z to x and follow the procedure

outlined above, namely, Eq. (2.35), or (ii) compute terms in z, followed by transposes

z to y and y to x. That is

∂z → T(z,y) → ∂y → T(y,x) → ∂x. (2.36)

Although option (ii) adds more complexity to the code due to the alternating scheme
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Figure II.2. Two-dimensional domain decomposition for
(iproc, jproc, kproc) = (1, 5, 5). Pencils in x (b) are transposed to y (c)
and z (d) The final configuration is in z (a).

(a) (b)

(c)(d)

used for each Runge-Kutta sub-step, it clearly saves one transpose per two of these

sub-steps and has, therefore, been chosen here.

In order to understand communication operations, one can estimate the number

of messages in MPI ALLTOALL for a given processor grid configuration. As already

mentioned, to complete the transposes, two communicators that communicate along

the rows (y) and columns (z) are created. We denote the processor grid configuration

by (iproc, jproc, kproc) where iproc, jproc and kproc are the number of MPI tasks

used to divide data in the first, second and third directions, respectively. The total

number of MPI tasks is M = iproc x jproc x kproc. Obviously, for a 2D domain
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decomposition, one of the processor grid dimensions must be unity. For our current

isotropic simulations with equal number of grid points (and boundary conditions) in

all three directions, one can choose any direction without loss of generality. We have

chosen iproc = 1.

Lets now consider, T(x,y), the transpose x to y. From figure II.3, we can see

that for each pencil in x, there are jproc2 messages to be sent. Since there are kproc

pencils in the z direction, the total number of messages is roughly jproc2 x kproc.

A similar argument for T(y,z) results in kproc2 x jproc messages. Since jproc and

kproc can be chosen arbitrarily (as long as jproc × kproc = M) we should expect

communication performance to depend on the grid configuration. In principle three

cases can be considered: jproc > kproc, jproc < proc and jproc = kproc. For the

first case, the time spent in x-to-y transposes is expected to be higher than y-to-z

transposes. In the second case, we expect to see the opposite. Similar timings are

expected for both transposes in the last case.

A simple performance model can be constructed using these approximations.

Clearly the data volume being transferred per step is 2N3 regardless of the processor

grid, where the factor 2 accounts for the two transposes in either Eqs. (2.35) or

(2.36). The number of messages, nm, however, does depend on jproc and kproc

as we have seen. In particular, we can estimate nm = jproc2kproc + kproc2jproc

which, since kproc = M/jproc, can also be written as nm = jproc×M + M2/jproc.

Typically, to minimize latency issues few large messages are preferred over many

small messages. The number of messages will be minimum when ∂nm/∂jproc = 0

which is readily shown to be satisfied for jproc =
√

M = kproc. Therefore, the
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number of messages per step is minimized for a square processor grid. The average

size of each of these messages can also be shown to be N3/(Mjproc) and N3jproc/M2

words which shows that for large jproc, messages are larger and smaller for the y-

to-z and x-to-y transposes, respectively. Thus, for a highly skewed processor grid,

latency overhead may dominate the time along one of the communicators.

Results from carefully designed benchmarks (Sec II.A.5) support the previous

arguments: T(x,y) and T(y,z) transposes are more expensive for large jproc and

large kproc respectively, and best performances are usually achieved when jproc and

kproc are close (refer (Jagannathan & Donzis, 2012)). However, we also find that

for jproc = kproc, the time for both transposes differ which seems to indicate that

other factors play an important role in the performance of the code. Preliminary

results (to be published elsewhere) may indicate that mapping of MPI tasks on the

network topology, does have a different effect on the performance of each transpose.

II.A.4. Hybrid MPI-OpenMP

At large core counts collective communications are the main obstacle to sus-

tained scalability. Depending on the architectural details, the time spent in com-

munication could represent up to 50-75% of the total time as evidenced by detailed

profiling of the code at close to 105 cores on Kraken at NICS. Therefore, there is a

clear need to optimize communications if even larger processor counts are sought to

achieve more realistic conditions or include more physical content in the simulations.

A sensible approach to extend the scalability of the code to more cores is a multi-

level decomposition suitable for current and emerging platforms. In particular, while
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Figure II.3. Communication pattern for (iproc, jproc, kproc)=(1,3,2).

MPI can be used for inter-node communication, a shared-memory model (OpenMP)

within a node (which usually comprises tens of cores) may provide performance

advantages. Such an approach, while not new, has been shown to exhibit application

dependent efficiencies (Yilmaz et al., 2009; Mininni et al., 2011). Limiting the number

of MPI tasks involved in communications, can also reduce the global communication

time since, for example, the number of messages is reduced and their size increased as

discussed in Sec II.A.3. In fact, while the number of messages can still be estimated

as nm = (jproc × M + M2/jproc), the number of MPI tasks M is now the total

number of cores requested Nc divided by the number of threads per MPI task Nt,

that is M = Nc/Nt.

In general, shared-memory paradigms are expected to perform best when good

load balance is maintained and the amount of computation in each thread is high.
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While the former is necessary to avoid idling because of the implicit synchronizations

at the end of threaded loops or parallel regions, the latter reduces the number of

creation, destruction and scheduling of threads. In order to ensure this, the code

has been significantly reorganized from a pure MPI version. Particular efforts have

been directed towards the very large number of loops to compute the right-hand-side

of the governing equations which comprise the most intensive computational tasks.

These were threaded at the outermost level, when possible, to maximize the amount

of work per thread and minimize management tasks. Furthermore, threading the

outermost level also maximizes the stride between data on different threads thus

reducing the risk of false sharing.

The use of compact schemes requires solving linear systems of equations as

explained in Sec II.A.1. For this LAPACK direct solvers are used for banded systems

which require a factorization and a substitution step. While the former can be done

as a initialization tasks at the beginning of the simulations, the latter has to be

performed at each step for each derivative. Typically, the right-hand-side of the

systems is composed of a number of lines of data aligned with the pencil. Thus,

when data is in x, for example, there are ny/jproc×nz/kproc systems to be solved.

The threading is introduced explicitly over the last dimension. The right-hand-sides

in other directions are formed in such a way that solvers work on stride-1 data.

Despite possible overheads dues to the large number of thread creations and

destructions, we show next that this approach is still beneficial at large processor

counts. We also found, however, that more aggressive in-node optimization is possible

which will increase the scaling of the OpenMP regions.
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Figure II.4. Time per step for 5123 (stars), 10243 (circles), 20483 (triangle),
40963 (square). Dashed lines are M−1 representing perfect strong scaling.
Different colors represent different machines.

II.A.5. Benchmarks

A large number of benchmark tests were performed on different machines includ-

ing Kraken at the National Institute for Computational Sciences (NICS), Stampede

at Texas Advanced Computing Center, and Titan at Oak Ridge National Labora-

tory. In figure II.4 we show strong scaling data for three problem sizes of relevance to

current and future simulations. The largest case was 40963 on 262,144 cores on Titan

(Cray XK6). We can see almost perfect strong scaling (indicated by dashed lines) for

both 20483 and 40963 resolutions even at the largest processor counts tested. Some

departures are apparent for 32K cores for a 10243 grid which is not surprising given

the fact that the number of grid points per core is small and a typical message size

is about 40KB which indicates latency could play a role.

While we have observed very good scaling on several machines at O(105) cores,

communication may well be the major obstacle towards even higher levels of paral-
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lelism likely to be present on Exascale machines. As discussed in Sec II.A.3, limiting

the number of MPI tasks involved in communications, can indeed reduce the global

communication time.

N.Nc.Nt jproc x

kproc

t/s T(x,y)+

T(y,x)

T(y,z)+

T(z,y)

Comm.

total

512.1K.1 32 x 32 7.39 1.82 0.86 2.68

512.1K.2 16 x 32 7.59 1.42 1.00 2.42

512.1K.4 8 x 32 8.65 1.53 1.38 2.91

512.2K.1 32 x 64 3.78 1.15 0.67 1.82

512.2K.2 16 x 64 3.87 0.86 0.65 1.51

512.2K.4 8 x 64 4.40 0.84 0.82 1.66

512.4K.1 64 x 64 2.24 0.78 0.43 1.21

512.4K.2 32 x 64 2.10 0.56 0.37 0.93

512.4K.4 32 x 32 2.35 0.62 0.36 0.98

1024.8K.1 64 x 128 8.75 2.43 1.68 4.11

1024.8K.2 64 x 64 8.72 2.25 1.19 3.44

1024.8K.4 128 x 16 9.43 2.35 1.20 3.55

1024.16K.1 128 x 128 5.51 2.25 1.09 3.34

1024.16K.2 128 x 64 4.76 1.74 0.66 2.40

1024.16K.4 128 x 32 4.90 1.53 0.68 2.21

1024.32K.1 64 x 512 3.63 1.16 1.43 2.59

1024.32K.2 128 x 128 3.06 1.26 0.62 1.88

1024.32K.4 256 x 32 3.29 1.55 0.36 1.91

Table II.1. Benchmarks in hybrid configuration on Kraken (NICS). For
all cases iproc = 1. Bold face cases perform better than the corresponding
Nt = 1.

A representative collection of benchmarks on Kraken using the hybrid imple-

mentation is shown in Table II.1. Each case is denoted by N.Nc.Nt where N3 is the

problem size, Nc is the number of cores requested and Nt is the number of threads.

The number of MPI tasks for all cases is given by Nc/Nt. It is to be noted that,
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irrespective of number of threads, performance depends on processor grid configura-

tion. To evaluate the overall scaling of the code, we are interested in the time per

step (t/s) for the best processor grid which is also indicated in the table. The last

three columns represent the time spent in T(x,y) and T(y,x), T(y,z) and T(z,y) and

the total time spent in communications, respectively.

If only one thread per MPI task is used, scalability results are similar to those

for the pure MPI implementation. For a 5123 grid, we see that the code presents 97%

and 86% strong scaling when cores are doubled from 1024 and 2048, respectively. At

10243 strong scaling is 80% and 76% when core count is doubled from 8K and 16K

respectively. We note, however, that the performance of the pure MPI implementa-

tion is slightly better than MPI/OpenMP with Nt = 1 possibly due to overheads in

the OpenMP implementation.

With two threads per MPI task and the number of cores fixed (which implies

the number of MPI tasks is reduced by a factor of two), we can see that except for

the smallest problem presented, the overall time per step decreases. For example,

1024.32K.2 is about 20% faster than 1024.32K.1. This can be traced to a decrease

in communication time both for x-y as well as y-z transposes. For the largest cases,

namely, 1024.16K.4 and 1024.32K.2, we observe about 33% and 28% reduction in

communication time. The difference between the gains in communication time and

t/s is the result of some OpenMP parallel regions which scale less than perfectly with

number of threads as well as a small number of unavoidable serial regions within an

MPI task. Nevertheless, performance gains appear to become greater at scale.

Increasing the number of threads to four results in an increase in t/s for most
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cases even though communication time is reduced further. This is associated with

the overhead due to the handling of threads. Further optimization of OpenMP

parallelization will likely result in further gains at scale.

In all of the above cases the vendor supplied (Cray for both Kraken and Jaguar)

LAPACK routines dgbtrf and dgbtrs were threaded manually. The table also fur-

nishes data for weak scaling: for instance, 512.1K.1 and 1024.8K.1 runs have the

same load per processor and takes about the same time per step (7.39 and 8.75 secs)

which is about 85% weak scaling. Similar observation can be drawn for 512.4K.4

and 1024.32K.4 with a weak scaling of 71%.

The data in Table II.1, also provides support for the analysis of the time spent

in transposes in Sec II.A.3. Although OpenMP threads were not considered in the

analysis, the data is qualitatively consistent with multiple threads. For illustration

purposes we can consider the case 1024.32K. When the processor grid configuration

is (jproc, kproc) = (64,512) (i.e. jproc < kproc) transposes between y and z are more

time consuming that those between x and y. The opposite is true when kproc <

jproc for the case (jproc, kproc) = (256,32). However, for a square processor grid

(jproc, kproc) = (128,128), the times for both transposes are clearly different. While

the reason for this is currently not completely understood, the mapping of MPI tasks

onto nodes and processors seems to play a different role on different transposes. A

more accurate understanding of the code performance can be obtained by detailed

profiling of the code, which is discussed in the next section.

33



1 2 3 4 5
0

10

20

30

40

50

USER

MPI

MPI SYNC

BLAS

LAPACK

%
of

to
ta

l
ti

m
e

Figure II.5. Time spent in communication and computation for a 5123

grid on 4096 processors.

II.B. Profiling and Performance Optimizations

In order to identify bottlenecks and possible performance issues, it is useful to

study the time spent in different tasks in the code. This exercise, when refined with

advanced profilers, can provide information about the memory footprint of the code,

cache hits and misses, high watermark memory among others. A representative ex-

ample of a coarse-grain profiling report is shown in figure II.5 for a 5123 simulation

on 4096 processors using CrayPat available on Cray machines. At this scale, about

35% of the overall time is spent in communication (MPI). However, more than 15%

of the time is spent in synchronizing the processors (MPI SYNC) to initiate the

communication process, which increases as we go to a larger number of processors.
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This could affect the overall scalability of the code, since even if the communication

and computation time scale perfectly, the time spent in synchronizing the processors

would not. As we show in Table II.2, the time spent in MPI decreases significantly

as we increase the number of threads to two. This is due to the reduction in number

of MPI tasks by a factor of two and also a corresponding increase in the MPI mes-

sage sizes, which hides the effect of latency at large core counts. As a result of this

reduction in MPI tasks, the time taken to synchronize processors also reduces signif-

icantly. Overall, the profiler shows about a 15% decrease in total time per step and

40% reduction in time spent in communication when the hybrid paradigm is used

with two threads. However, as we increase to four threads, though the time spent

in MPI and MPI SYNC is reduced, the overall time per step is higher than that of

the pure MPI case. This may happen when the amount of work per thread is very

small, and the overhead to create, destroy and manage threads tend to overwhelm

the time spent in actual computations.

The code has a smaller memory footprint at large core counts, requiring only

about one-fourth of a MB per core per variable for a 5123 problem size on 4096

processors. Considering that the physical quantities, and their gradients need to be

stored (including the gradients of transport terms), a very reasonable approximation

of memory usage would be assuming that about 50 words per grid point are used,

which makes the overall memory footprint around 15 MB per core for this case. How-

ever, at any timestep, due to the usage of temporary arrays and the overhead due

to MPI, the maximum memory requirement would be much more than this, which

for this case is about 110 MB (from CrayPat). Considering the installed memory
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capacity of current state-of-the-art supercomputers of about 2-3 GB of memory per

core, this is still only a fraction of what is available.

Type Pure MPI (s) 2 threads(s) 4 threads (s)

Total 16.69 15.31 17.75

User 6.41 7.07 8.74

MPI 5.77 3.61 3.34

MPI SYNC 2.67 2.27 2.14

Table II.2. Communication and Computation time for pure MPI and hy-
brid confiuration for a 5123 grid on 4096 processors. The times mentioned
here include the time spent for a total of five timesteps

Several performance optimizations specific to the architecture were attempted

to reduce the overall time spent in computation, communication, and I/O. The

specified environmental variables are in some cases native to the architecture and

hence may not be applicable to other machines. Nevertheless, these are crucial in

optimizing the code, and in most cases require only changing few environmental

variables. A more detailed description of these are given in a manuscript by the

NERSC supercomputing facility (?):

• MPICH MAX SHORT MSG SIZE: When MPI sends very short messages, the

messages are directly sent to the receiver without any preposts. The threshold

to switch between short and long message is given by this variable (default is

128 KB).

• MPICH PTL EAGER LONG: When the message is classified as long, MPI

posts a tag to the receiver that a message is slated to be sent to the processor.
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As soon as a matching tag from the receiver is sent, MPI sends the long message.

If this variable is set, then the long messages are sent via the “EAGER” protocol

which ensures that matching receives are pre-posted to avoid a deadlock.

• MPICH UNEX BUFFER SIZE: This controls the size of the buffer that holds

all the unexpected events while communicating with MPI. Especially on Cray

machines, this may have to be increased from the default value to enable large

processor runs. The default is around 60 MB.

• MPICH PTL UNEX EVENTS: Maximum number of unexpected events that

can occur in a point-to-point message. The default value is 20480.

• MPI COLL OPT ON: For collective communications, this flag, when set to

true, enables some optimizations. This is especially useful while collective

buffering is done during I/O for communications like in the present code that

involve ALL TO ALLs.

Some of these environmental variables have been used at large core counts to

effectively utilise the resources. For instance, (MPICH UNEX BUFFER SIZE), has

been doubled from its default value on Kraken (Cray XT5 architechture) to success-

fully run jobs on more than 16K cores. Similarly, to improve the performance while

performing I/O, the collective optimization is activated (MPI COLL OPT ON).
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II.C. Passive Scalars

We have also added the capability of solving an arbitrary number of passive

scalars, each of which is governed by the advection-diffusion equation,

∂

∂t
(ρφ) +

∂

∂xi

(ρφui) =
∂

∂xi

(

D
∂φ

∂xi

)

, (2.37)

where, φ is the scalar and D is the diffusivity. Using Reynolds decomposition, φ =

〈φ〉 + φ′, in Eq. (2.37), we get,

∂

∂t
(ρφ′) +

∂

∂xi

(ρφ′ui) = − ρui
∂〈φ〉
∂xi

+
∂〈φ〉
∂xi

∂D

∂T

∂T

∂xi

+
∂

∂xi

(

D
∂φ′

∂xi

)

, (2.38)

where the boxed term can be interpreted as the forcing term for sustaining scalar

fluctuations. The mean scalar gradient,
∂〈φ〉
∂xi

, drives the scalar and is typically

prescribed as a constant in simulations (Overholt & Pope, 1996; Yeung et al., 2002).

II.D. Simulation Database and Forcing in Compressible Turbulence

Direct Numerical Simulations (DNS) at different Reynolds and Mach number

is required, for instance, to predict asymptotes at high Reynolds number and assess

effects of compressibility. Hence, the code was used to generate a large database of

homogeneous forced isotropic compressible turbulence which is used to investigate

the Reynolds and Mach number scaling of solenoidal and dilatational components

of several quantities, effects of dilatation on thermodynamic quantities, and the dy-

namics of energy transfer between internal and kinetic modes. In order to maintain a

stationary state, energy is injected at the large scales through the momentum equa-

tion, a technique that has been used extensively in incompressible flows (Eswaran

& Pope, 1988; Overholt & Pope, 1998; Rosales & Meneveau, 2005) and recently in
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compressible flows (Petersen & Livescu, 2010).

Forcing in compressible turbulence, however, has a much wider and interdepen-

dent parameter space because the forcing parameters (mean temperature T0, number

of forced wavenumbers κf , amplitude of forcing, extent of solenoidal or dilatational

forcing, and time scale of forcing) are used to control not only the Reynolds num-

ber but also the turbulent Mach number which in turns depends on e.g. the mean

temperature. Each of these parameters may affect the flow variables simultaneously,

for instance, if T0 is decreased, we might expect Mt to increase (Mt ∝ u/
√

T ), but

it could also change µ thus affecting the Reynolds number as well. This interplay

of parameters compounded by constraints of achieving (i) well-resolved simulations

(kmaxη ≈ 1.5, to be shown later), (ii) integral length scale being a fraction of the

domain size, and (iii) the maximum Rλ for a given grid resolution, makes it a diffi-

cult problem to conduct a parametric variation of Rλ and Mt . This may account

for why investigations of forced compressible turbulence have been scarce compared

to incompressible turbulence. We have implemented a low wavenumber stochastic

forcing based on Eswaran & Pope (1988), that forces the wavenumbers (κ) inside

a spherical shell of radius κf (κ ≤ κf , κf = 3). The injected energy cascades by

non-linear interactions and is dissipated at the small scales. Since this increases the

internal energy, one has to remove energy from the system to maintain a stationary

state. We have implemented this in two different ways: by removing energy (i) such

that the mean internal energy is constant (ii) homogeneously and with a value equal

to the input energy. Consistent with previous studies (Wang et al., 2010) results

are virtually unaffected by the specific means in which energy is removed from the
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system. The temperature dependence of viscosity and diffusivity (for scalars) fol-

low a power-law dependence in accordance with the Sutherland’s law and the fluid,

assumed to be an ideal gas, has a Prandtl number, Pr = 0.72.

A systematic study has been done to identify how Rλ, Mt, and L vary with

change in forcing parameters. Due to the nature of forcing and flow, it is not desir-

able to have anisotropy in the forcing and hence the maximum number of wavenum-

bers forced in each direction is kept equal such that force is applied in a spherical

shell. However, the number of wavenumbers that is forced, is still a parameter.

Previous investigations of forced incompressible turbulence (Eswaran & Pope, 1988)

has found that the maximum number of forced wavenumbers markedly affects the

integral length scale in the domain. It is also essential that this be not too high, espe-

cially for low-Reynolds number simulations, where the forcing would then extend to

the small scales potentially affecting the universality concepts. Consistent with the

literature, we retain a value of κf = 3. For a simpler analysis, we can consider only

solenoidal forcing, and later extend a similar analysis for dilatational forcing. Hence,

the major forcing parameters are the mean temperature, amplitude of forcing, extent

of solenoidal/dilatational forcing and viscosity. The variation of Rλ, Mt, and L with

each of these parameters is discussed below.

II.D.1. Variation with Amplitude of Forcing

A simple way of estimating how the amplitude of forcing varies with resolution

is by investigating the kinetic energy equation,

d〈K〉
dt

= 〈p′θ′〉 − 〈ǫ〉 + 〈fiui〉 , (2.39)
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where 〈p′θ′〉 and 〈ǫ〉 are the mean pressure-dilatation correlation and dissipation

respectively (mentioned in detail in Ch III) and 〈K〉 is the mean kinetic energy. The

external energy added (fiui), should be dimensionally consistent with that of the

rate of kinetic energy. Accordingly, the rate at which external energy is added would

become f0/∆t, where ∆t is the time step. Using the CFL condition, C = u∆t/∆x,

we can recast the expression as f0/C∆x, and since ∆x varies inversely with the

resolution, this leads to:

Rate of addition of external energy = f0N/C.

This relation is particularly useful, for instance, if one were to perform resolution

studies at fixed Reynolds and Mach number. If the resolution is doubled, the ampli-

tude of forcing needs to be reduced by one-half in order to achieve the same Reynolds

and Mach number. Evidently, if the CFL is reduced, the amplitude of forcing should

also be correspondingly reduced.

While this analysis gives an estimate of how the parameters need to be varied

when the resolution is changed, there is very little information about how Rλ, Mt

and ∆x/η change with f0. Here, ∆x/η is the resolution criteria that shows how well

the small scales are resolved, the smaller the number, the more resolved the small

scales are. The optimal value of ∆x/η, which depends on the quantity of interest,

is discussed towards the end of this section. This is shown in figure II.6. As the

amplitude of forcing is increased, the quantities Rλ, Mt and ∆x/η increase (but at

slightly different rates). While Mt approximately varies as f 0.9
0 , Rλ and ∆x/η have

a slightly shallower slope of 0.5 (Mt ∼ f 0.9
0 , Rλ ∼ f 0.5

0 , ∆x/η ∼ f 0.5
0 ).
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Figure II.6. Variation of Rλ, Mt, and ∆x/η with f0

II.D.2. Variation with Mean Temperature

The effect of mean temperature, T0, can be accounted for from the definition

of Mach number and speed of sound, Mt ∼ u/ 〈c〉 ∼ u/
√

γRT0, which gives the

variation Mt ∼ 1/
√

T0, if one doesn’t consider the variation of u with T0. Hence,

to achieve a high Mt, the mean temperature should be decreased. The Reynolds

number dependence on T0 is not straightforward and hence a parametric study is

conducted as shown in figure II.7. As predicted, Mt increases as T0 is decreased. For

the range of values investigated, the variation is described as Mt ∼ T
−1/4

0 , Rλ ∼ T
1/4

0

and ∆x/η ∼ T
1/4

0 .
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Figure II.7. Variation of Rλ, Mt, and ∆x/η with T0

II.D.3. Variation with Viscosity

The dependence of Reynolds number on viscosity is however straightforward

from the definition of Reynolds number, Rλ ∼ 1/µ. Its effect of Mt can also be

estimated from the Sutherland’s Law which relates the temperature and viscosity

(µ ∼ T 0.5). Hence if µ is increased, the temperature increases and from the previous

relation (Mt ∼ 1/
√

T0), we know that this would qualitatively lead to a decrease in

Mt. This is consistent with what is shown in figure II.8, where Mt decreases with µ,

but by a very small amount. The effect on Rλ and ∆x/η is however very prominent

and decreases as predicted with a slope of −1. The reference value of viscosity for

a prescribed resolution is similar to that of homogeneous isotropic incompressible

turbulence that is described in Donzis & Yeung (2010) and is given in Table II.3.
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II.D.4. Small-scale Resolution

While it is possible to force independently both the solenoidal and dilatational

mode of velocity, in this work, our main focus will be in simulations where only

the solenoidal mode is forced. However, we have also performed simulations with

dilatational mode forced and is presented in Ch V. The DNS database, summarized

in Table II.4 for solenoidal forcing, consists of grid resolutions from 643 to 20483

with Taylor Reynolds number ranging from 38 to 450 at different Mach numbers,

Mt = 0.1, 0.2, 0.3, 0.4 and 0.6. To ensure accurate small-scale resolution, we have

done convergence studies. We focus on high-order moments of velocity gradients

which are much more sensitive to resolution than other quantities such as correlations

and spectra (Donzis et al., 2008b), mean dissipation rate (〈ǫ〉 = 2 〈σijSij〉) and mean
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N µ

32 0.04480

64 0.01777

128 0.00705

256 0.002800

512 0.001100

1024 0.000437

2048 0.000173

4096 0.000068734

Table II.3. Values of viscosity (µ) used in the stationary state simulations
of incompressible turbulence of Donzis & Yeung (2010).

enstrophy (〈Ω〉 = 〈ωijωij〉). They are presented in figure II.9 for moments up to order

4. At low Mt (≈ 0.1), moments of both the quantities are converged at η/dx ≈ 0.5.

A more stringent resolution requirement is seen for higher order moments of mean

dissipation rate as Mt increases. Though this may suggest the need for a better

resolved grid at high Mt (≈ 0.6), moments up to order two are converged. This

would imply that statistics of velocity up to order four are converged at η/dx ≈ 0.5.

For results shown in this paper, which are of order 4 or less, a resolution of η/dx ≈ 0.5

is thus sufficient.

II.E. Summary

A highly scalable simulation code for turbulent flows which solves the fully

compressible Navier-Stokes equations is presented. The code, which supports one,
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N3 Rλ Mt L/η λ/η TE

〈

Kd
〉

〈Ks〉
×103

〈ǫd〉
〈ǫs〉
×103

643 39 0.1 20.6 12.2 0.3 0.01 0.17

643 32 0.2 18.1 11.0 0.3 0.20 0.12

643 33 0.3 18.4 11.3 0.9 2.38 0.83

643 38 0.4 19.5 12.1 0.7 10.98 4.35

643 34 0.6 18.1 11.3 1.2 38.82 39.93

1283 63 0.1 36.5 15.6 0.4 0.03 0.13

1283 54 0.2 29.0 14.5 0.2 0.43 0.13

1283 60 0.3 32.8 15.2 0.8 13.19 2.91

1283 65 0.4 34.9 15.8 0.8 24.50 7.25

1283 58 0.6 28.7 14.8 1.0 44.03 42.46

2563 108 0.1 72.4 20.5 0.3 0.02 0.21

2563 101 0.2 61.8 19.7 0.2 0.72 0.18

2563 106 0.3 63.8 20.3 0.6 9.69 1.89

2563 107 0.4 59.3 20.3 0.6 13.83 4.01

2563 96 0.6 58.3 19.1 1.1 42.30 43.05

5123 173 0.1 142.2 25.9 0.3 0.01 0.21

5123 173 0.2 140.0 25.9 0.2 0.11 0.17

5123 163 0.3 128.0 25.2 0.7 9.98 1.88

5123 167 0.4 105.5 25.5 0.6 15.74 4.35

5123 158 0.6 115.2 24.5 1.0 37.88 39.80

10243 268 0.3 248.0 32.2 0.6 2.06 0.31

10243 241 0.4 168.7 30.4 1.2 36.54 20.23

20483 430 0.3 511.9 40.7 0.7 0.92 0.19

Table II.4. Parameters used in the simulation for different Rλ and Mt.
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Figure II.9. Normalized moments of dissipation (square) and enstrophy
(circle) at Rλ ≈ 60 for (a) Mt ≈ 0.1 (b) Mt ≈ 0.6.

two and three dimensional domain decompositions is shown to scale well on up

to 262,144 cores. Introducing multiple levels of parallelism based on distributed

message passing and shared-memory paradigms results in a reduction of up to 40%

of communication time at large core counts. The code has been used to generate

a large database of homogeneous isotropic turbulence in a stationary state created

by forcing the largest scales in the flow. To attain a statistically stationary state a

new scheme is developed which involves large-scale stochastic forcing (solenoidal or

dilatational) and a procedure to keep mean internal energy constant. The resulting

flows show characteristics consistent with results in the literature. The attainable

Reynolds and turbulent Mach numbers for given computational resources depend on

the number of grid points and the degree to which the smallest scales are resolved

that are given by Kolmogorov scales. A systematic comparison of simulations at

different resolutions suggests that the resolution needed depends on the particular

statistic being considered.
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CHAPTER III

REYNOLDS AND MACH NUMBER SCALING IN STATIONARY

COMPRESSIBLE TURBULENCE

Common features that distinguish compressible flows from its incompressible

counterpart are the presence of fluctuations of thermodynamic variables and the

non-zero dilatation values of the fluid medium. Hence, in order to better under-

stand the nature of compressible flows, it is critical to comprehend the behavior of

thermodynamic variables, the changes that the dilatation of fluid bring about, and

how they are inter-related. Furthermore, understanding the action of compressibil-

ity can advance science in different fields of engineering, for instance, in designing

supersonic vehicles, mixing in high speed flows and thermal non-equilibrium among

others. The general disposition towards accounting for compressibility effects has

been to decompose the velocity field into an incompressible (solenoidal) and com-

pressible (dilatational) component based on Helmholtz decomposition. A similar

form of decomposition has been extended to, though it’s definition is somewhat arbi-

trary, pressure. Other attempts have also been made to isolate compressiblity effects.

For instance, Kovasznay (1953) linearized the Navier-Stokes equation to obtain the

solution as superposition of vorticity, entropy and acoustic modes under the assump-

tion that effect of compressibility is very small. Chu & Kovásznay (1958) extended

the analysis as a second-order approximation to account for stronger compressibility

effects. Dastgeer & Zank (2005) employed a similar approach. This assumption,

however, is very restrictive for a large class of engineering flows that operate at high
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speeds where different modes interact and thus superposition may not be always

appropriate.

The thermodynamic variables are related by an equation of state for an ideal

gas and are accompanied by acoustic phenomenon, such as, propagation of sound

waves. Depending on the level of compressibility, which is commonly quantified in a

large manner by the turbulent Mach number (Mt = 〈uiui〉 / 〈c〉, summation implied

and 〈X〉 is the mean of quantity X), different approximations can be made that lead

to distinct flow regimes. For instance, at low Mt, the acoustic time scale is much

smaller than the convective and viscous time scale leading to a simplified set of

equations (Erlebacher et al., 1990; Sarkar et al., 1991). This results in a flow regime

known as low-Mach number quasi-isentropic regime, where the flow evolves only on

acoustic time scale and characterized by small dilatational fluctuations (Sagaut &

Cambon, 2008). At higher levels of compressibility, the dilatational fluctuations may

be substantial and cannot be neglected. This flow regime, in which the dilatational

fluctuations are significant and the Mach number is still less than one, is classified

as non-linear subsonic regime and is the principal regime of investigation in this

paper. One of the simplest frameworks to investigate the role of compressiblity

in this regime is that of homogeneous isotropic turbulence where wall effects and

anisotropy are not present. Recent advances in computing have enabled large scale

simulations of homogeneous compressible turbulence at grid resolutions as high as

10243 (Petersen & Livescu, 2010; Wang et al., 2012). Using some of the powerful

supercomputers available today, we report results from simulations of homogeneous

forced compressible isotropic turbulence with grid resolutions ranging from 643 to
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20483 for Taylor Reynolds number ranging from 38 to 450 and Mach numbers 0.1

to 0.6. The 20483 simulation with a Taylor Reynolds number of 450 is, to the

authors knowledge, the largest simulation of forced compressible isotropic turbulence

available in the literature.

For homogeneous compressible flows, the Helmholtz decomposition allows the

velocity field to be written as, u = us + ud, where us is the solenoidal (∇ · us = 0)

and ud is the dilatational (∇× ud = 0) component of velocity. Compressibility ef-

fects have typically been attributed to the small yet non-negligible contribution from

the dilatation field (Lee et al., 1991) which is zero in incompressible flows. Thus,

in order to understand the effects of compressibility, it is important to delineate the

similarities, differences and relative contributions of the solenoidal and dilatational

mode and their scaling with Taylor Reynolds number (Rλ = 〈ρ〉uλ/ 〈µ〉, where λ is

the Taylor length scale and 〈µ〉 is the mean dynamic viscosity) and turbulent Mach

number. A fundamental aspect of turbulence is the presence of a wide range of

length scales, which typically ranges from the integral scales to the so-called Kol-

mogorov scale (Kolmogorov, 1941). For scales smaller than that, dissipative effects

are assumed to be dominant. Although Kolmogorov scale has been proposed for

incompressible flows, it has been used extensively to understand and characterize

compressible flows. However, its scaling has not been assessed systematically in

these flows, where concerns may appear especially at high Mt. We address this in

Sec III.B.

Because in compressible flows energy can be either in the form of kinetic or

internal energy, there has also been interest in energy interactions in reacting flows
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(Livescu et al., 2002), shock turbulence interactions (Lee et al., 1993) and compress-

ible flows in general (Bataille et al., 1997; Miura & Kida, 1995). To examine the

energy transfer process, it is useful to take the dot-product of the Navier-Stokes

equation with u, and then average, which after rearrangements results in equation

for mean turbulent kinetic energy (〈K〉). Along with the mean internal energy (〈ρe〉)

the equations read,

d〈K〉
dt

= 〈p′θ′〉 − 〈ǫ〉 + 〈fiui〉 , (3.1)

d〈ρe〉
dt

= −〈p′θ′〉 + 〈ǫ〉 − Λ. (3.2)

The terms 〈p′θ′〉 and 〈ǫ〉 are the mean pressure-dilatation correlation and dissipation

rate, which as is clearly seen, represent exchange terms between the equations and

〈fiui〉 is the mean energy injected into the system and Λ is the amount of energy

removed from the system. Eqns Eq. (3.1) and Eq. (3.2) form the basis of our present

work. We study the scaling of each of the terms in the above equations with Rλ and

Mt and also the nature of energy exchange between the internal and kinetic energies.

The mean energy dissipation rate in incompressible turbulence becomes inde-

pendent of the fluid viscosity at very high Reynolds numbers (D ≡ 〈ǫ〉u3/L). This

phenomenon, often known as dissipative anomaly, is central to the dynamics of en-

ergy cascade and has been supported by experiments and simulations over the past

several decades (Sreenivasan, 1984, 1998; Kaneda et al., 2003; Donzis et al., 2005).

However, a systematic assessment of whether D asymptotes to a constant at high

Reynolds and Mach number, and if it does, the asymptotic magnitude has not been

thoroughly investigated. The mean dissipation rate, just like velocity and pressure,

can be decomposed into a solenoidal (〈ǫs〉) and dilatational (〈ǫd〉) component and
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a similar asymptotic constant can be established for each. Based on an asymptotic

analysis of Navier-Stokes equation, Erlebacher et al. (1990) and Sarkar et al. (1991)

derived a model for the dilatational dissipation rate in the low-Mach number regime

(〈ǫd〉 ∝ M2
t 〈ǫs〉). This model assumed the ratio of solenoidal and dilatational Tay-

lor scales to be a constant, which as we will show in Sec III.C.1, follows a power

law dependence on Mt instead. Available literature suggest 〈ǫd〉/〈ǫs〉 scale as M2
t

based on an EDQNM analysis at low Mach numbers (Bertoglio et al., 2001), M4
t

based on statistical analysis (Ristorcelli, 1997; Fauchet & Bertoglio, 1998) and also

M5
t at high turbulent Mach numbers using EDQNM approximation (Sagaut & Cam-

bon, 2008). Other relations have also been proposed in the literature (Zeman, 1990;

Blaisdell & Zeman, 1992). Some of these results have been validated only at low

Mach and Reynolds number using simulations of decaying compressible turbulence

that could possibly have the signature of initial conditions (Ristorcelli, 1997; Vreman

et al., 1996) or with an EDQNM approximation (Bertoglio et al., 2001). One way of

removing the dependence on initial condition, is to force the simulation by adding

energy to the large scales so that a statistically stationary state is achieved. This is

the case in the present study.

Sarkar et al. (1991) proposed an equipartition of energy between the dilatational

components of kinetic energy and potential energy (due to pressure). This is also re-

ferred to as the weak equilibrium hypothesis (Sagaut & Cambon, 2008) since global

quantities like root mean square (rms) of pressure fluctuation, mean density and

Mt are used to represent the energies. A more rigorous adaptation, known as the

strong equilibrium hypothesis, requires them to be in equilibrium for each wavenum-
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ber (Sagaut & Cambon, 2008). Equipartition, in weak equilibrium sense, has been

supported by decaying simulations (Shivamoggi, 1997; Lee & Girimaji, 2013) even

in shear flows (Bertsch et al., 2012) for low Mt. However, only a few studies have

investigated this result for stationary compressible turbulence (Kida & Orszag, 1990;

Miura & Kida, 1995), which were also at low Reynolds number (Rλ ≤ 40). While

originally proposed to be valid for low Mt and high Rλ, our simulations suggest that

equipartition of energy seems to be a good approximation at high Mt in the case of

stationary turbulence.

The other exchange term in eqns Eq. (3.1) and Eq. (3.2), is the correlation be-

tween pressure and dilatation, often known as pressure-dilatation correlation (p′θ′).

While the mean dissipation rate represents a uni-directional energy transfer from

kinetic to internal energy modes, the pressure-dilatation correlation facilitates a bi-

directional energy exchange mechanism between them. It is also clear, from eqns

Eq. (3.1) and Eq. (3.2), that any influence of compressibility in pressure fluctuation,

could bring about changes in pressure-dilatation correlation and consequently the

way energy is exchanged, affecting the global dynamics of flow. We thus, investigate

the effects of compressiblity on the behavior of pressure. We examine some existing

scaling relations for the solenoidal and dilatation components of pressure and iden-

tify departures, if any. For example, the probability distribution function (p.d.f.) of

pressure, is known to be negatively skewed in incompressible flows (Holzer & Siggia,

1993; Pumir, 1994; Vedula & Yeung, 1999) and at low Mt. We findd that at high Mt,

the p.d.f. becomes positively skewed following a log-normal distribution for positive

fluctuations (Donzis & Jagannathan, 2013a). As we show here, this seems to result
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from large contributions of dilatational pressure. While in incompressible turbulence

the role of pressure is restricted to redistribution of energy across components of mo-

mentum by upholding continuity, in compressible turbulence pressure couples both

thermodynamics and hydrodynamics. Due to this coupling, it is natural to expect

any change in hydrodynamics, like dilatation of the fluid, to affect the thermody-

namic fluctuations. Therefore, we investigate statistics conditioned on dilatation and

also detail the behavior of dilatation at low and high Mach numbers. An interesting

finding is that, regions with high pressure and strong expansions tend to co-exist at

high Mt.

It is well-established in incompressible turbulence that regions of low-pressure

and high vorticity are highly correlated (Nomura & Post, 1998; Cao et al., 1999).

However, such a correlation, though not generally expected to hold at high Mach

numbers, has not been explored in compressible flows. In this context, it is useful

to consider enstrophy (Ω), which is the square of vorticity, and is a measure of

rotation of fluid element. Due to the curl-free nature of the dilatational velocity

field, enstrophy, in compressible flows, can be attributed to purely solenoidal motion.

We show that this correlation between regions of low/high pressure and enstrophy

decreases with increasing Mach number, and thus the skewness of pressure at high

Mt cannot be attributed to solenoidal motions. Instead, they can in principle, be

affected by dilatational modes.

The behavior, and the effects, of strong dilatation of fluid has been studied

before (Samtaney et al., 2001; Pirozzoli & Grasso, 2004), where it is argued that the

appearances of these intense events tend to increase with Mt. We have studied the
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energy-interactions for both small and strong dilatation of the fluid and at different

levels of compressibility. While it is generally believed that a strong compression

of fluid increases the energy dissipation (Lee et al., 1991, 2009) triggering transfers

from kinetic to internal mode, it is still not well established if a similar picture holds

true for equally strong expansions. Moreover, the net transfer between kinetic and

internal energies can change due to the contribution from pressure-dilatation. As we

demonstrate in Sec IV.A, net energy exchanges in regions of high dilatation could

be dominated by pressure-dilatation more than dissipation regardless of Mt.

The rest of this chapter is organized as follows. Effect of compressiblity on classi-

cal scaling relations is analyzed in Sec III.B followed by a discussion on equipartition

of energy in compressible flows in Sec III.C.

III.A. Solenoidal and Dilatational Components

As mentioned before, the velocity field is decomposed into solenoidal and dilata-

tional field, for which we will use superscripts s and d respectively, which is unique

for a homogeneous flow. Since us and ud are orthogonal to each other on the average

(〈

us · ud
〉

= 0
)

, respective kinetic energies also follow K = Ks +Kd (Kida & Orszag,

1990; Lele, 1994). The solenoidal and dilatational components of mean kinetic en-

ergy is given by 〈Ks〉 = 〈ρus
iu

s
i/2〉 and 〈Kd〉 =

〈

ρud
i u

d
i /2

〉

, with summation implied

on i. Using Reynolds decomposition, we decompose a random variable X into mean

〈X〉 and fluctuations X ′, such that x = 〈X〉 + X ′. For quantities with zero mean,

the primes are dropped for simplification. Two examples are the velocity field u and

forcing term f .
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Sarkar et al. (1991) proposed a way to decompose 〈ǫ〉 into a solenoidal (〈ǫs〉)

and dilatational (〈ǫd〉) component by recasting them in terms of fluctuating vorticity

(ωi) and dilatation (θ).

〈ǫs〉 = 〈µ〉 〈ωiωi〉 , 〈ǫd〉 =
4

3
〈µ〉

〈

θ2
〉

. (3.3)

We assume here, in accordance with the DNS data, that the fluctuations in µ are

small which permits us to write 〈µX〉 ≈ 〈µ〉 〈X〉 for a quantity X. Similarly, the

fluctuating pressure can be decomposed into a solenoidal pressure satisfying the

incompressible pressure Poisson equation,

∇2p′s = 〈ρ〉 ∂us
i

∂xj

∂us
j

∂xi

, (3.4)

and the dilatational pressure, p′d = p′−p′s, defined as the difference between the total

pressure and solenoidal pressure fluctuations.

III.B. Classical Scaling

A number of results strictly valid for incompressible flows, have been used,

nonetheless in compressible flows. This includes basic tenets of classical phenomenol-

ogy of Kolmogorov (1941). While at low Mach numbers one expect similarities be-

tween compressible flows and strictly incompressible flows, the departures (if any)

from classical scaling have not been studied systematically. These include scaling of

Kolmogorov length and velocity scales and dissipative anomaly. One of the intrinsic

interest in these scalings is due to the behavior of flow itself. The maximum local

Mach number observed in our simulations could be as high as five times the mean.

This intense fluctuation is extremely localized in space, but occurs consistently in
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time. We investigate the possibility of such extreme events affecting the statistics of

quantities mentioned in the following subsections.

III.B.1. Dissipative Anomaly

A particular topic in incompressible turbulence that has accrued several years

of research is the phenomenon of dissipative anomaly, the concept that at sufficiently

high Reynolds number and away from walls, the mean energy dissipation rate be-

comes independent of the fluid viscosity (Sreenivasan, 1984, 1998; Kaneda et al.,

2003; Donzis et al., 2005). This has also been tested for compressible flows. The

limited results that are available in literature suggest that at low Mt the influence

of compressibility on the asymptotic value of the constant, D = 〈ǫ〉L/u3, is minimal

(Pearson et al., 2004; Schmidt et al., 2006). Pearson et al. (2004) argued that there

is a delay in time between energy injection and dissipation which should be taken

into account while calculating the constant D. Using ensemble averaged quantities,

like in figure III.1, eliminates this ambiguity.

Figure III.1 shows D versus Rλ from our database. Qualitatively, the figure is

very similar to that in incompressible flows (Sreenivasan, 1984; Donzis et al., 2005).

In particular, there is a decrease of D with Rλ for low value of Rλ, but approaches

an asymptotic value at high Rλ. The asymptotic state appears to be reached at

Rλ ≈ 100 consistent with previous incompressible results (Sreenivasan, 1984; Donzis

et al., 2005). The scatter around Rλ ≈ 160 may indicate the onset of compressibility

effects. For Mt ≈ 0.3, the asymptotic value of D is around 0.43 while for other Mt,

the Rλ is too low to achieve an asymptotic state.
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The phenomenological underpinning of dissipative anomaly is that large scale

set the rate at which energy is transferred through increasingly smaller scales until

viscosity is effective and dissipates this energy. A straightforward extension to com-

pressible flows would indicate that D approach a constant too at high Rλ, which

is approximately, what is seen in figure III.1. However, in compressible flows we

have 〈ǫ〉 = 〈ǫd〉 + 〈ǫs〉. Thus, if dissipative anomaly holds, both components should

approach an asymptotic state at high Rλ. Since Ds is just the difference between

D and Dd, we show Dd in figure III.1(b) as a function of Mt. Though the overall

contribution from Dd is less than 3% for the cases considered, there is a dramatic

increase in its relative contribution for Mt > 0.3. So, it may be possible that in the

high Mt limit, D may be a function of Mt depending on the behavior of Dd, but for

the range of Mt considered in this paper, D is only weakly affected by compressiblity.

Simulations at increasingly higher Reynolds and Mach numbers are needed to reach

an unambiguous conclusion about the dependence of the asymptotic constant on Mt.

III.B.2. Velocity and Length Scales

Kolmogorov (Kolmogorov, 1941) defined the characteristic scales for the small

scales as,

η ≡
(

ν3/〈ǫ〉
)1/4

, uη ≡ (ν〈ǫ〉)1/4 , τη ≡ (ν/〈ǫ〉)1/2 , (3.5)

where η, uη, τη are the Kolmogorov length, velocity and time scales. Here, ν is taken

to be a constant since both ρ and µ do not vary in incompressible flows. These

relations lead to a simple scaling law if the normalized mean energy dissipation rate
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Figure III.1. (a) Normalized mean energy dissipation ratio (D) and its (b)
dilatational component (Dd) at different Rλ and Mt. The dashed line in
(a) represents D = 0.43. Different colors for Mt according to the following:
Mt ≈ 0.1 (blue), 0.2 (magenta), 0.3 (red), 0.4 (green), 0.6 (black). Different
colors for Rλ according to the following: Rλ ≈ 38 (blue), 60 (magenta), 100
(red), 160 (green), 275 (black), 450 (cyan).

asymptotes to a constant (〈ǫ〉L/u3 = D, as shown in Sec III.B.1). Substituting

〈ǫ〉 ∝ u3/L in Eq. (3.5) and after some algebra, we get

λ

η
∼ R

1/2

λ ,
L

η
∼ R

3/2

λ ,
u

uη

∼ R
1/2

λ , (3.6)

where L is the integral length scale.

The extension of Eq. (3.5) to compressible flows, though typically straightfor-

ward, is not unique. Since ν varies in space and time, one could define η ≡ 〈ν〉3 /〈ǫ〉

or 〈ν3/ǫ〉. Since there is no appreciable difference between the two forms, we compute

the characteristic scales by using the mean viscosity (〈ν〉) instead of ν in Eq. (3.5).

We plot the non-dimensionalized Taylor micro-scales and integral length scale

in figure III.2(a). While the scaling of Taylor micro-scales conform very well to that

of the proposed scaling (λ/η ∼ R
1/2

λ ) without any Mt dependence, the scaling of

integral length scales deviate slightly from R
3/2

λ at low Reynolds number. This is not
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Figure III.2. Scaling of (a) Taylor micro scale (λ) and integral length scale
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Kolmogorov scaling for incompressible turbulence: λ/η ∼ R
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λ . Colors according to figure III.1.

surprising given that Kolmogorov scaling has been proposed only when the Reynolds

number is high enough. However, even at high Reynolds numbers, a close inspection

of the data seems to suggest a slight correction with the data presenting a shallower

power law. Results at higher Reynolds numbers are needed to unambiguously deter-

mine this departure. As a result, one could infer that, for turbulent Mach numbers

upto 0.6, the effect of compressibility on low order quantities tend to be weak.

III.B.3. Scaling of Spectra

A fundamental property in turbulent flows is the so-called energy cascade in

which energy introduced at the largest scales, typically characterized by the inte-

gral length scale L, is transferred to smaller scales due to non-linear mechanisms.

Based on this concept, Kolmogorov (Kolmogorov, 1941) proposed a self-similar the-

ory which bestows certain universality for turbulent scales much smaller than L. In
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particular, the theory predicts (Monin & Yaglom, 1975) a three-dimensional energy

spectrum of the form

E (k) = C〈ǫ〉2/3k−5/3f(kη), (3.7)

where, 〈ǫ〉 is the mean energy dissipation rate, C is the Kolmogorov constant, k

is the wavenumber, η = (ν3/〈ǫ〉)1/4 is the Kolmogorov length scale and f(kη) is a

universal function independent of the large scale features of the flow such as boundary

conditions or forcing when Reynolds number is high enough and scales are much

smaller than L. Furthermore, if scales are also larger than η, viscous effects are

negligible and it is expected that f(kη) → 1. This range of scales (1/L ≪ k ≪ 1/η)

is known as the inertial range.

While Eq. (3.7) is strictly valid for incompressible flows and has been in fact

shown to represent numerical and experimental data satisfactorily under this con-

dition (Sreenivasan & Antonia, 1997; Ishihara et al., 2009), the theory has been

widely used also for compressible flows (Lele, 1994) though compressibility correc-

tions should in principle be introduced (Sagaut & Cambon, 2008). Therefore, it is

important to study, in a systematic manner, how or if classical theories apply to

compressible flows with particular emphasis in distinguishing Reynolds and Mach

numbers effects. Furthermore, to understand flows of practical interest it is critically

important to achieve the highest possible Reynolds number which will, therefore,

posses a wide inertial range.

In figure III.3 we show the collection of energy spectra that is normalized as

E(k)k5/3/〈ǫ〉2/3. A number of features can be seen that support Kolmogorov uni-

versality theory. First, data appears to collapse at high wavenumbers regardless of
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Figure III.3. Normalized energy spectra at different Rλ and Mt. Col-
ors correspond to Rλ ≈ 38 (blue), 60 (magenta), 100 (red), 160 (green),
275 (black), 450 (cyan), and differene line styles correspond to different
Mt. The dashed line represents the constant C = 1.6 from incompressible
turbulence.

Reynolds and Mach numbers even at Mt as high as 0.6. Second, spectra are seen

to exhibit a plateau in the inertial range which widens with Rλ. The height of

the plateau is the Kolmogorov constant C. Also shown in the picture is the value

C = 1.6 which is the accepted value for incompressible flows (Sreenivasan, 1995;

Donzis & Sreenivasan, 2010a). Finally, a spectral bump is also seen at kη ≈ 0.13

similar to the one in incompressible flows. Taken together, the data suggests that

Mach number effects are very weak, and the scaling with Reynolds number is similar

to incompressible flows.

For reference we also present in figure III.4 the dilatational spectrum Ed(k) ob-

tained from the irrotational or dilatational component of a Helmholtz decomposition

of the velocity field (e.g. Kida & Orszag (1990)) for Mt ≈ 0.1, 0.3 and 0.6 and
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different Reynolds numbers. While inertial-range scaling is difficult to observe, we

note that the energy in the dilatational component is orders of magnitude smaller

than the total energy, though its contribution grows with Mt. We note that at

very high wavenumbers (kη > 1) some well-known residual errors (e.g. Watanabe

& Gotoh (2007); Ishihara et al. (2009) etc. ) are seen, though their contribution

to total energy is negligible (the effect is greatly amplified in the figure due to the

multiplication by k5/3 that results from the normalization) and have virtually no

effect on the quantities of interest here. However, at high Mt, since the contribution

from the dilatational component is higher, the residual errors tend to decrease. It

is also interesting to note that at high Mt, there is a good collapse of the curves

at different Rλ and an incipient inertial range is also seen at high Rλ (see green

curve in figure III.4(c)). Based on an EDQNM analysis, Bataille et al. (1997) have

demonstrated that at high Mach numbers it may be possible for the energy in the

dilatational mode to have a similar cascade process as that of incompressible tur-

bulence. While high Mt simulations are necessary to unambiguously confirm this

hypothesis, our data seems to suggest a good collapse of the normalized dilatational

energy spectra at the range of Rλ and Mt investigated.

III.C. Equipartition of Energy in Homogeneous Compressible Turbu-

lence

The phenomenon of equipartition is often associated with non-dissipative linear

waves where the sum total of potential and kinetic energy is constant. But in tur-

bulence, where non-linear as well as dissipative effects are observed at any Reynolds

64



number, such distribution of energy, in principle, is not expected. However, Kraich-

nan (1955) observed that for an adiabatically compressible fluid at low Mach num-

bers, the vorticity and acoustic modes are coupled by the non-linear terms and drive

the system to an equilibrium state. Similarly, Sarkar et al. (1991) decomposed the

Navier-Stokes equation into a compressible and incompressible part and suggested

equipartition at low Mt for the compressibile component. The non-dimensional pa-

rameter, F = γ2M2
t χ〈p〉2/ 〈p′2d 〉, which is the ratio of dilatational kinetic energy and

potential energy due to the dilatational pressure, should then tend to unity.

The equipartition of energy, though theoretically derived for the low-Mach num-

ber subsonic regime, has found support at Mt as high as 0.5 in DNS of decaying tur-

bulence (Sarkar et al., 1991). In these flows, the initial transient are thought to be

dominated by acoustics. At later times, viscous and convective effects are expected

to play a larger role. On the other-hand, in stationary flows with external forcing,

it is difficult to associate a physical time at which each of these processes dominate

independently. It is likely that both the acoustic and turbulent phenomena occur

concurrently at different timescales based on the Mach number. At higher levels

of compressibility, the coupling between the acoustic and vorticity mode is also en-

hanced and could possibly distort the equipartition. The existing literature lends

support equipartition only in the low Reynolds-low Mach number limit. Due to its

widespread application and usefulness in turbulence modeling, we now investigate

the validity of equipartition at high Mt limit.

Figure III.5 shows the variation of ensemble-averaged equipartition function,

F , with Mt. For Mt < 0.3, the data is scattered around F ≈ 1, with significant
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Figure III.5. (a) Variation of equipartition function F with χ, and (b)
correlation between p′d and Kd with Md

t .

Reynolds number dependence, while beyond Mt ≈ 0.3, F is much closer to one with

weak Rλ influence. The scatter in data may be directly related to the scaling of

normalized dilatational pressure (p′d/〈p〉 ≈ M2
t ). As detailed in Sec IV.A, while at

high Mt the data conforms to this scaling, at low Mt there is considerable deviation.

This seems to indicate the existence of a difference between decaying and forced

turbulence. In decaying flows, during the acoustic transient period, dilatational

pressure plays a crucial role in bringing the system towards equipartition. As we

will show in Sec IV.A, the role of dilatational pressure in forced flows isn’t dominant

until a threshold Mt is reached. And hence F deviates from unity at low Mt. It is

thus conceivable that the system may tend to equipartition at much lower Mt, if the

dilatational mode is forced.

Miura & Kida (1995) observed F to be slightly in excess of unity (F ≈ 1.15) in

their simulations of forced compressible turbulence at Rλ ≈ 35 and Mt ≈ 0.14. In

our simulations as well, F is slightly greater than one. A small difference may not
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be unexpected if one recalls the assumptions behind the theoretical results. First,

the theory assumes isentropic fluctuations which is not strictly correct (Donzis &

Jagannathan, 2013a). Second, the decomposition of the velocity field does not cor-

respond to a strict Helmholtz decomposition like the one used here. While still not

strictly equal to unity, the DNS data supports an approximate balance between the

dilatational components of kinetic energy and potential energy.

Equipartition applied as an instantaneous equilibrium, would imply that regions

of low dilatational motions would be correlated with high dilatational pressure and

vice-versa. Thus, a more direct measure of local equilibrium is the correlation coef-

ficient between 1/2ud
i u

d
i and p′d which is shown in figure III.5(b). At high Mt, the

dilatational components of pressure and kinetic energy become well correlated, as

shown in figure III.5(b) which may well be a precursor for equipartition. Since the

correlation between p′d and 1/2ud
i u

d
i increases with Mt, we can expect equipartition
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to be increasingly valid as Mt increases. This is consistent with observations in

figure III.5(a). However, this will imply a stronger form of equipartition where lo-

cally and instantaneously dilatational pressure equilibrates with dilatational kinetic

energy.

Since in real flows, the only realizable fluctuations of pressure is the total pres-

sure and not its solenoidal or dilatational component, we recast the non-dimensional

parameter, F , in terms of total pressure. Quantitatively, it has been argued (Sarkar

et al., 1991; Sagaut & Cambon, 2008) that this would lead to F = 〈Kd〉γ〈p〉/〈p′2〉.

In figure III.6, we show the ratio which would approach unity if equipartition is

achieved. While lower and higher Mt cases are necessary to reach a more conclusive

interpretation, the data may suggest an asymptotic state at very low Mt when the

ratio is close to zero with a weak influence of Reynolds number effect. We note that

this is in contrast with decaying sheared flows starting from purely solenoidal fields

(Bertsch et al., 2012). This may again be due to the differing role of dilatational pres-

sure in both forced and decaying flows. Around Mt ≈ 0.3, there is a sharp increase

in F followed by a plateau at Mt ≈ 0.6 with the value of F around 0.70. This qual-

itative transition in flow statistics at Mt ≈ 0.3 was also observed in figure III.1(b).

Interestingly, though F tends to one at high Mt when expressed in terms of total

pressure, it doesn’t approach unity.

III.C.1. Dilatational Dissipation

One of the results that could change due to equipartition is the scaling of di-

latational dissipation. The model, 〈ǫd〉 ∼ M2
t 〈ǫs〉, by Sarkar et al. (1991) was based
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on a low-Mach number approximation and assumed that a) equipartition of energy

is valid, b) the ratio of solenoidal and dilatational Taylor scales is independent of

Reynolds and Mach number and c) the normalized dilatational pressure scales as

p′d/〈p〉 ≈ M2
t . We will address each of these assumptions in this and subsequent sec-

tions. Based on the definition of Taylor scales and assuming that density is weakly

correlated with velocity field, it can be shown that the ratio of solenoidal to dilata-

tional Taylor scales varies as, λs/λd ∼
√

(〈Ks〉/〈Kd〉) (〈ǫd〉/〈ǫs〉). It can be clearly

seen that this would become independent of Reynolds and Mach number only if

〈Kd〉/〈Ks〉 and 〈ǫd〉/〈ǫs〉 scale similarly. As will be shown here, they scale differ-

ently and hence a correction factor has to be incorporated while modeling λs/λd. A

suitable scaling at low and high Mach number is also suggested.

We first look at the ratio of solenoidal to dilatational dissipation in figure III.7.

Though lower Mach number cases are necessary to conclude, it appears that there

might be two different scaling ranges depending on Mt with the transition occurring
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around Mt ≈ 0.2. While the contribution of dilatational dissipation is negligibly

small at low Mt, it increases sharply beyond Mt ≥ 0.2, following a steep power

law, 〈ǫd〉/〈ǫs〉 ∼ M4.12
t when all the Reynolds numbers are included and M4.47

t for

Rλ ≤ 200. This steep power law indicates that the contribution of dilatational

terms become more significant as Mt increases. And since dilatational dissipation is

more intermittent than the solenoidal (Donzis & Jagannathan, 2013b), the overall

dissipation would be more intermittent at higher Mach numbers. The Reynolds

number dependence, for the range of Mach numbers considered, is weak.

The scaling of ratio of dilatational and solenoidal kinetic energy, 〈Kd〉/〈Ks〉, have

been proposed in the literature. Sarkar et al. (1991) suggested a M2
t dependence at

low Mt based on asymptotic analysis, Fauchet & Bertoglio (1998) proposed M4
t

and M2
t ReL scaling using an EDQNM approximation with different decorrelation

functions. The ratio is plotted in figure III.7(b) and has a strong Reynolds number

dependence at low Mt. Similar to the scaling of ratio of dissipation, there could

be different scaling relations at low and high Mt. A much steeper scaling, M4
t , is

observed in the low Mt regime and a M2.2
t dependence is observed for Mt ≥ 0.3 with

diminishing Reynolds number dependence. Since the ratios 〈ǫd〉/〈ǫs〉 and 〈Kd〉/〈Ks〉

both have an indiscernible dependence on Rλ for Mt ≥ 0.3, the ratio of solenoidal

and dilatational Taylor scales should be independent of Rλ at high Mt and have a

Rλ dependence only in the low Mt regime. This would now suggest qualitatively

that at high Mt, λs/λd ∼
√

M4.12
t /M2.12

t and hence λs/λd ∼ M1.0
t . Figure III.8

shows the plot of ratio of solenoidal to dilatational Taylor scales from our database.

Again, two qualitatively different regimes can be identified with a transition around
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Mt ≈ 0.3. For low Mach-numbers we see a strong Reynolds number dependence

and a functional form different from M1.0
t . As mentioned before, this is due to

Reynolds number dependence seen at low Mt in the scaling of 〈Kd〉/〈Ks〉. This

dependence weakens beyond Mt ≈ 0.3 eventually becoming almost independent of

Rλ at Mt ≈ 0.6. Best-fit curves for Mt ≥ 0.3 shows a M1.28
t scaling which is in accord

with the earlier prediction. Consistent with other statistics, this also undergoes a

change around Mt ≈ 0.3.

III.D. Summary

The classical scaling of length and velocity scales originally proposed for incom-

pressible turbulence (Kolmogorov, 1941) is seen to have a very weak dependence on

Mt. The normalized energy spectra for different Rλ and Mt appear to support the
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Kolmogorov universality theory (Kolmogorov, 1941) for incompressible turbulence.

However, the dilatational energy spectra showed significant dependence on Rλ at low

Mt. For high Mt, a good collapse of curves at different Rλ is seen as well as an incip-

ient inertial range. While a more rigorous analysis is required, it is possible that the

dilatational mode has a cascade process similar to that of incompressible turbulence

supporting a similar EDQNM based prediction (Bataille et al., 1997). The equiparti-

tion of energy, which shows some scatter at low Mt, is seen to be valid at high Mt. As

Mt is increased, the tendency to establish local equipartition between the dilatational

kinetic energies and potential energies also increases due to the correlation between

the dilatational modes of velocity and pressure. When the equipartition function, F ,

is expressed in terms of total pressure, we observe two different asymptotic regimes.

While F is close to zero for low Mt, it tends to asymptote to about 0.70 at high Mt,

indicating that the equipartition of energy tends to occur between the dilatational

modes of velocity and pressure. The transition between these two regimes occurs

around Mt ≈ 0.3. We further investigated the scaling of dilatational dissipation and

kinetic energies normalized by their respective solenoidal components, which also

show two regimes with a transition around Mt ≈ 0.3. The scaling at high Mt for the

former and latter is shown to be of the form ǫd/ǫs ≈ M4.62
t and Kd/Ks ≈ M2.2

t . Fur-

thermore, the ratio of dilatational and solenoidal Taylor scales were shown to possess

a similar transition at Mt ≈ 0.3, beyond which it conforms to the scaling of the form

M1.21
t . Overall, the results seem to indicate that the effects of compressibility are

particularly significant in some statistics beyond Mt ≈ 0.3.
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CHAPTER IV

ROLE OF THERMODYNAMIC AND DILATATIONAL

FLUCTUATIONS IN STATIONARY COMPRESSIBLE

TURBULENCE

IV.A. Pressure Statistics

In this chapter, we study the scaling of pressure and its components at a range

of Rλ and Mt. Furthermore, we attempt to ascertain the plausible causes for the

appearances of high-pressure regions at high Mt. This is done by systematically

studying the statistics of pressure conditioned on enstrophy and dilatation, which

represent the effects of solenoidal and dilatational motions respectively. While in

incompressible turbulence, low pressure and high enstrophy regions are strongly cor-

related, we find that this correlation is weakened as Mt increases, indicating that

regions of high-pressure may occur due to dilatational effects. As we show in this

chapter, high-pressure regions and expansions tend to occur together.

IV.A.1. Solenoidal and Dilatational Pressure Scaling

Considering that equipartition, which is based on a balance between the poten-

tial energy due to dilatational pressure and dilatational kinetic energy, appears to

depend on Rλ and Mt, it seems important to understand not only total pressure, but

in particular the solenoidal and dilatational components as mentioned in Sec III.A.

Though different decompositions are possible (Sarkar (1992) provides an alternative
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definition), Eq. (3.4) is widely used in turbulence modeling. Since by definition the

solenoidal pressure satisfies the incompressible pressure Poisson equation, we can

expect the relation,
√

〈p′s2〉 ∼ 〈ρ〉 〈us
iu

s
i 〉, to be uninfluenced by Reynolds and Mach

number effects (Erlebacher et al. (1990)). Figure IV.1(a) shows that indeed
√

〈p′s2〉

scales as 〈ρ〉 〈us
iu

s
i 〉 with a weak Mach number dependence. It has been observed in

incompressible turbulence that this ratio is 0.91 (Donzis et al., 2012). Though high

Rλ cases are necessary to find the asymptotic constant, at Mt ≈ 0.1 (Rλ ≈ 160) we

find the ratio around 0.88, close to the incompressible case. However, at the high-

est Reynolds number (Rλ ≈ 450) available for Mt ≈ 0.3, the asymptotic constant

decreases to around 0.82.

One could extend the incompressible scaling,
√

〈p2〉 ∼ 〈ρ〉u2, and normalize

by mean pressure and obtain
√

〈p2〉/〈p〉 ∼ 〈ρ〉u2/〈ρ〉R〈T 〉 ∼ u2/c2 ∼ M2
t . Recent

numerical simulations show that
√

〈p2〉/〈p〉 appear to grow slightly faster with Mt,

as M2.2
t , a minor deviation from the predicted M2

t scaling (Donzis & Jagannathan,

2013a). This departure can be ascertained by exploring the scaling of the individual

components of pressure. When
√

〈p′s2〉 is scaled by the mean pressure, as shown in

figure IV.1(b), we see excellent agreement with M2
t and almost no Reynolds num-

ber dependence. However, when the dilatational pressure is scaled similarly (in

figure IV.1(c)), a steeper exponent is observed at low Mt (close to 4.0) while an

emerging M2
t scaling is seen for Mt ≥ 0.3. The high exponent at low Mt may explain

the minor deviation seen in Donzis & Jagannathan (2013a).

In order to assess the relative contributions of the dilatational and solenoidal

pressure, the ratio of their root-mean-square values is considered in figure IV.2(a).
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While at low Mt,
√

〈p′d2〉 is only about 10% of
√

〈p′s2〉, there is a sharp increase

around Mt ≈ 0.3 Beyond Mt ≈ 0.3, the ratio remains close to 1.0, with a Reynolds

number dependence weaker than at lower Mt. Here, we note again the qualita-

tive change in behavior seen at Mt ≈ 0.3. The appearance of strong fluctuations

in dilatational pressure seems to have a sizeable effect on the overall behavior of

turbulence.

While a linear analysis of the (inviscid) governing equation may suggest some

independence between the components of pressure, it is expected that in real flows,

solenoidal and dilatational pressure may in fact be correlated to a degree that would

depend on the Reynolds as well as Mach numbers. The correlation coefficient is plot-

ted in figure IV.2(b). While at low Mach numbers the solenoidal and dilatational

pressure behave independently, at higher Mach numbers they become more nega-

tively correlated. One can also see a decreasing dependence on Reynolds number
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as Mt increases. If by lack of any theoretical guidance, one assumes a power law

scaling in Mt, the data is seen to be consistent with Cp = −0.334M2
t . Also, since

by construction, correlation coefficients can take values in the interval [−1, 1], this

expression is clearly inadequate for higher Mt.

IV.A.2. p.d.f. of Pressure

It is also of interest to study fluctuations that are not close to the mean. For this

higher order moments or even the entire p.d.f. is useful. The skewness of pressure,

Sp = 〈p′3〉 / 〈p′2〉3/2
, which measures the asymmetry of the p.d.f., has been shown to

change from negative to positive as Mt is increased (Donzis & Jagannathan, 2013a).

The transition from negative to positive also occurs around Mt ≈ 0.3, similar to other

flow statistics presented in previous sections that show a qualitative change around

Mt ≈ 0.3. Negative and positive skewness physically represent an increased likelihood

of low and high pressure regions in the flow respectively and indicates a qualitative

difference in the role of pressure at low and high Mt. In figure IV.4(a) we show this

phenomenon at Rλ ≈ 160 for different Mt. Though this may be a result of pressure

being a positive quantity (Blaisdell et al., 1993) and therefore pressure fluctuations

being bounded from the negative and not from the positive side (p′ > −〈p〉), it

does not provide a clear physical mechanism for this change. One could explore the

p.d.f. of solenoidal and dilatational pressure individually to further understand this

behavior. The p.d.f. of p′s (fps) shown in figure IV.4(b), has a negligible dependence

on Mt and remains negatively skewed for the range of Mt investigated. Similar to

incompressible turbulence, the positive fluctuations follow a Gaussian distribution
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(Pumir, 1994; Vedula & Yeung, 1999). Nevertheless, the p.d.f. of p′d (fpd), shown

in figure IV.4(c), remains close to Gaussian for negative fluctuations, but becomes

positively skewed beyond Mt ≈ 0.3. Thus the positive skewness of pressure at high

Mt appears to be a direct result of the large contributions of dilatational pressure.

This conclusion is strengthened if we consider the following observations. First, since

p′d becomes anti-correlated with p′s at high Mt (see figure IV.2(b)) and fps is skewed

to the left, we can expect the tails of fpd to be wider on the right. As long as this

correlation is valid and p′s remains skewed to the left, p′d would continue to be skewed

to the right. Second, in figure IV.2 (a), we already observed that as Mt is increased

beyond 0.3, the dilatational pressure fluctuations tend to be of the same order as

that of its solenoidal counterpart which means that strong positive fluctuations are

due to dilatational effects. While this result applies to the entire domain, it seems

natural to investigate the differences in regions of low and high dilatational motions.

Though the dilatational effects seem very prominent, it is also important to account

for the effects of solenoidal motions (if any). The individual effect of each type of

motion has been commonly studied by computing statistical features of enstrophy

and dilatation as conditioning variables of both hydrodynamic and thermodynamic

fluctuations. This is the focus of the next sections.

IV.A.3. p.d.f. of Enstrophy

The Reynolds and Mach number dependence of p.d.f. of enstrophy is shown

in figure IV.5 at Rλ ≈ 100 and 160. While fluctuations close to the mean show

very little dependence on Mt, stronger fluctuations show a significant monotonic
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dependence on Mt. The tails of the p.d.f. recede with increasing Mt regardless

of the Reynolds number indicating that with increasing levels of compressibility,

high-enstrophy regions become less prominent. Since high-pressure regions are more

probable to occur at high Mt (due to the positive skewness of the fp), and the tails

of enstrophy become narrower with increasing Mt, it is possible that enstrophy and

high-pressure regions may not be as well-correlated as low-pressure regions are. This

can be directly tested by studying the conditional p.d.f. of pressure given enstrophy

as shown in figure IV.6. At low Mt, consistent with our previous observations, the

p.d.f. is seen to be negatively skewed. The skewness, however, tends to increase

(in magnitude) with increasing enstrophy, showing that at low Mt, low-pressure and

high-enstrophy regions tend to co-exist, similar to incompressible turbulence.

However, at high Mt, the p.d.f., which is skewed to the right, shows very little

dependence on enstrophy for a wide range of values of the latter. For a range of fluc-

tuations of enstrophy, the p.d.f.s collapse well with very minor differences occurring
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near the tails. This shows that with increasing Mt, the correlation between pressure

fluctuations and enstrophy tend to decrease. An implication of this result is that

it may not be appropriate, for instance, to visualize voritices by identifying regions

of low-pressure. The negative fluctuations stay close to a standard Gaussian dis-

tribution with weak dependence on the magnitude of the enstrophy. This indicates

that at high Mt, the correlation between low-pressure region and high enstrophy too

is weakened. This de-correlation between enstrophy and low/high pressure can be

interpreted in light of the results in figure IV.2. At low Mt, the pressure fluctuations

are mainly solenoidal, and thus we see low-pressure and high-enstrophy regions to be

correlated, similar to incompressible turbulence. However, as Mt increases, increas-

ing dilatational pressure fluctuations have a marked effect on the overall behavior of

pressure. the correlation between pressure and enstrophy reduces.

This can be further explored by studying how the individual components of

pressure change with enstrophy. The c.p.d.f. of solenoidal pressure given enstrophy

is shown in figure IV.7. While the dependence on enstrophy is evident, there is only

a weak variation with Mt. The c.p.d.f. remains negatively skewed for the range of

Mt investigated, while the positive fluctuations appear to follow a standard Gaussian

distribution. The tails of the p.d.f. are seen to become wider on the left with increas-

ing enstrophy. Thus high-enstrophy and low solenoidal pressure regions appear to

be strongly correlated. The correlation is seen to be only weakly dependent on Mt

(compare for instance, green curves in the left panel) and Rλ (compare left and right

panels). The positive fluctuations of solenoidal pressure, however, remain close to a

Gaussian distribution. Thus, we believe that the occurrence of high-pressure regions
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at high Mt, may not be primarily caused due to solenoidal effects.

The c.p.d.f. of dilatation pressure, on the other-hand, shows a dependence on Mt.

While at low Mt, the positive and negative fluctuations remain close to a standard

Gaussian distribution with a weak dependence on Mt, at high Mt, the tails become

positively skewed and slightly wider with increasing enstrophy. Overall, the Reynolds

number dependence appear to be weak. It seems that at high Mt, behavior of

pressure appear to be similar to that of its dilatational component. It is thus natural

to investigate the effect of dilatation on the statistics of pressure.

IV.A.4. p.d.f. of Dilatation

The behavior of dilatation is particularly relevant in understanding the effects of

compressions and expansions in the flow. Though somewhat arbitrary, shocklets are

commonly defined as regions with dilatation less than a threshold, θ < −3 〈θ′2〉1/2

(Samtaney et al., 2001) and have been suggested to have different effects on the

flow. For instance, shocklets can increase the rate of dilatational dissipation which

results in the conversion of turbulent kinetic energy to internal energy (Lee et al.,

1991). While considerable attention has been given to the role of shocklets, the effect

of expansions has not been investigated in any detail. A strong local expansion, for

instance, can result in a large value of pressure-dilatation correlation, which, depend-

ing on the pressure fluctuations, could bring about an instantaneous energy transfer

between kinetic and internal energy. To represent the flow physics accurately, these

physical mechanisms need to be incorporated into turbulence models for which a

better understanding of pressure, dilatation and its correlation is required. We con-

84



−10 −5 0 5 10
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

−10 −5 0 5 10
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

−10 −5 0 5 10
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

−10 −5 0 5 10
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

−10 −5 0 5 10
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

−10 −5 0 5 10
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

p
.d

.f
.

p
.d

.f
.

p
.d

.f
.

p
.d

.f
.

p
.d

.f
.

p
.d

.f
.

p′s/
√

〈p′s2〉p′s/
√

〈p′s2〉

p′s/
√

〈p′s2〉p′s/
√

〈p′s2〉

p′s/
√

〈p′s2〉p′s/
√

〈p′s2〉

X ≈

0.2
0.7
2.7
11.0
46.0

❅
❅

❅❅■

❅
❅

❅❅■

❅
❅

❅■

❅
❅

❅■

❅
❅

❅❅■

❅
❅

❅❅■

Figure IV.7. Conditional p.d.f. of solenoidal pressure given enstrophy
for different Reynolds and Mach numbers. The left and right panels are
at Rλ ≈ 100, 160. The rows from top to bottom are at Mt ≈ 0.1, 0.3, 0.6
respectively. Arrows indicate increasing magnitude of X, where X is
Ω′/ 〈Ω〉. Lines in gray correspond to a Gaussian distribution.
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sider the Reynolds and Mach number variation of the p.d.f. of normalized dilatation

(θ′/ 〈θ′2〉1/2
) for Mt ≈ 0.1, 0.3, 0.6 in figure IV.9. At low Mt, the tails of the p.d.f.

become wider with Rλ, but remains symmetric throughout, indicating that regions

of large positive and negative dilatation are equally likely to appear intermittently.

This Rλ effect is typical of all velocity gradients in incompressible turbulence (Donzis

et al., 2008b). While the symmetry is still maintained at Mt ≈ 0.3 for all Rλ, the

tails of the p.d.f., on the other hand, recede and tend to be close to Gaussian for a

wide range of fluctuations for Rλ less than 175. The receding of the tails of the p.d.f.

implies that large compressions or expansions are less likely to appear at Mt ≈ 0.3

than at Mt ≈ 0.1 for the same Rλ. It is conceivable that this decline in the appear-

ance of large gradients in the flow is related to the change in several flow statistics

at Mt ≈ 0.3 that has been investigated so far. For higher Rλ, the tails grow wider

but retain the symmetry. Eventually at Mt ≈ 0.6, the p.d.f. becomes asymmetric

with wider tails on the left, that grow with Rλ.

More quantitative information about the large fluctuations can be obtained by

computing high order moments, in particular skewness and flatness factors, Fθ =

〈θ′4〉 / 〈θ′2〉2, which quantifies the asymmetry and the wideness of the tails. The

variation of skewness and flatness of dilatation with Mt is seen in figure IV.10(a)

and (b). Beyond Mt ≈ 0.3, the negative skewness increases (in magnitude) with

Mt, a result also reported in the literature (Lee et al., 1991; Pirozzoli & Grasso,

2004; Wang et al., 2012). For decaying compressible turbulence with initial Rλ ≈ 60

and Mt ≈ 0.6, the skewness and flatness observed in Lee et al. (1991) when the flow

becomes turbulent is approximately −1.75 and 12.5 respectively. Taking into account
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Figure IV.10. Skewness and Flatness of dilatation. Arrows are in the
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that the Reynolds and Mach number would decay before the flow becomes turbulent,

the skewness value from our simulation of about −2.53 at Rλ ≈ 60 and Mt ≈ 0.3

is in good agreement. As Mt is decreased, the magnitude of both the skewness and

flatness tends to decrease, which is also seen in their decaying simulation after the

flow becomes turbulent. While the Rλ dependence of skewness is negligible at low

Mt, there is a substantial change with Mt beyond Mt ≈ 0.4. The flatness values, on

the other hand, show a monotonic decrease with Mt until Mt ≈ 0.3 − 0.4 when it

reaches a value around 3.0 (Gaussian) for Rλ < 275, and then increase sharply.

A large flatness value, Fθ = 〈θ′4〉 / 〈θ′2〉2, such as seen in figure IV.10, typically in-

dicates that regions of large positive and negative dilatation appear intermittently in

the flow. The percentage volume of their occurrence is given in Table IV.A.4. While

regions of strong compressions (θ′/ 〈θ′2〉1/2
< −3) and expansions (θ′/ 〈θ′2〉1/2

> 3)

are equally likely to occur at low Mt, both have an increased propensity to appear at

higher Reynolds numbers. However, at high Mt, this Reynolds number dependence
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Rλ Mt (−∞,−3][−3,−2) [−2,−1) [−1, 0) [0, 1) [1, 2) [2, 3) [3,∞)

38 0.1 0.64 2.04 9.90 37.04 37.87 9.96 1.98 0.56

60 0.1 0.82 1.95 8.63 38.05 39.36 8.51 1.88 0.79

100 0.1 0.90 1.67 7.05 40.45 40.32 7.04 1.67 0.91

160 0.1 0.96 1.46 5.71 42.05 41.63 5.73 1.47 0.97

38 0.3 0.27 2.37 12.18 35.11 34.79 13.23 1.76 0.29

60 0.3 0.23 2.34 13.14 33.53 35.43 13.19 2.02 0.13

100 0.3 0.38 2.22 12.29 34.38 35.95 12.62 1.90 0.25

38 0.6 0.97 2.21 9.23 33.73 42.12 10.37 1.13 0.24

60 0.6 1.00 1.71 7.92 35.93 43.07 8.92 1.17 0.29

100 0.6 0.99 1.38 6.27 36.20 47.55 6.62 0.74 0.25

170 0.6 0.87 1.37 6.71 36.83 46.09 7.08 0.80 0.26

Table IV.1. Percentage volume of dilatation in different bins.

weakens and compressions are about four times more likely to occur than expan-

sions at any given Reynolds number. As we will see momentarily, they have different

effects on the flow.

It is expected that dilatation, through the coupling of energy equations by the

pressure-dilatation correlation, also affects the fluctuations of thermodynamic vari-

ables. Consider the Reynolds decomposition of an ideal gas

p′

〈ρ〉R 〈T 〉 =
ρ′

〈ρ〉 +
T ′

〈T 〉 +
ρ′T ′

〈ρ〉 〈T 〉 −
〈ρ′T ′〉
〈ρ〉 〈T 〉 , (4.1)

which can be used to examine the relative contributions of each of these terms for

different Mt at different levels of dilatation. The conditional expectation of each

term given dilatation is shown in figure V.17. In part (a) of the figure we see that

at Mt ≈ 0.1, the conditional means are symmetric with respect to dilatation, sup-

porting our earlier observation that at low Mt, the thermodynamic fluctuations tend

to be the same regardless of whether the flow experiences compressions or expan-

sions, contingent on the magnitude of dilatation remaining the same. It is also clear
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that the dominant contributor to pressure fluctuations is density while temperature

and density-temperature correlation are negligibly small. At high Mt qualitatively

different picture emerges. 1. The symmetry between positive and negative values

of dilatation is no longer present indicating that expansions and compressions have

different effects on the flow. 2. Second, it can be seen that strong expansions and

large positive pressure fluctuations (high pressure) are more likely to appear to-

gether. From an intuitive point of view one can argue that high pressure regions act

as precursors for strong expansions or vice-versa.

These expansions may result from an over-compressed region of fluid, as found

for instance in a shocklet, which cannot sustain the compression beyond a thresh-

old and begins to expand. However, the timescales associated with these two pro-

cesses can be quite different with the compressions occuring at a smaller time scale

than expansion. This may be a plausible reason for the high-pressure regions to

be more correlated with expansions rather than compressions. A more insightful
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analysis to identify the physical process behind the occurence of high-pressure re-

gions and expansions can be obtained by investigating the conditional statistics of

pressure (and subsequently dilatation) given the time rate of change of dilatation.

The rate of dilatation, δ, gives a measure of how much the flow locally expands or

contracts and has been used recently in Suman & Girimaji (2013) as a measure of

compressibility. 3. Third, in regions of large expansions, temperature fluctuations

and the density-temperature correlation are significantly higher than in correspond-

ing regions of compressions. Therefore, it seems natural to include the effects of

density-temperature correlation at high Mt. While not a very general and accurate

approximation, it may still be possible to assume that density and temperature are

isentropic, following which we have the relation (Donzis & Jagannathan, 2013a),

p/〈p〉 = (ρ/〈ρ〉)γ = (T/〈T 〉)
γ

γ−1 . (4.2)

By linearizing the above equation, the fluctuations of thermodynamic quantities can

be related as, p′/〈p〉 ≈ γρ′/〈ρ〉 ≈ (γ/γ − 1) T ′/〈T 〉. Substituting these relations in

Eq. (4.1), we get

p′

〈ρ〉R 〈T 〉 ≈ γ
ρ′

〈ρ〉 + (γ − 1)

(

ρ′

〈ρ〉

)2

, (4.3)

where the quadratic term in density fluctuations is due to the density-temperature

correlation. It is now possible to compare with DNS data if this approximation

is valid by investigating the conditional expectation of pressure given density and is

shown in figure IV.12 for Rλ ≈ 60. For reference, the RHS of Eq. (4.2) is also included

with and without the density-temperature correlation. While the fluctuations in

density are very small for Mt ≈ 0.1, it becomes significant at high Mt, and more

specifically, the positive fluctuations are larger. As a result of which, the fluctuations
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in pressure are positive and larger in magnitude. Since density fluctuations are

normalized by their mean and cannot be less than −1.0, it seems that these large

values of pressure, which cause the positive skewness at high Mt, are likely to be

due to the density-temperature correlation which is the quadratic term in Eq. (4.3).

For negative flucutations of density, the linearized isentropic assumption seems to

be a very good approximation when the density-temperature correlation is included,

while minor deviations are seen for large positive density fluctuations. 4. Finally,

since compressions and expansions behave differently at high Mt, they may have

profound effect on the flow, for instance, in energy exchanges, through the pressure-

dilatation correlation.
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IV.A.5. Correlation between Pressure and Dilatation

In addition to providing insight into the behavior of pressure at different values

of dilatation, conditional statistics of pressure given dilatation provides information

about the correlation between them, which represents a reversible exchange mecha-

nism between kinetic and internal energy (eqns Eq. (3.1) and Eq. (3.2)). In decaying

simulations, Lee et al. (1991) found the role of pressure-dilatation confined to the

early acoustic transient time period. In many realistic applications however, systems

are forced continuously and hence pressure-dilatation will continue to play a role

in the energy dynamics. The conditional p.d.f. of pressure for different values of

dilatation is shown in figure IV.13. At low Mach numbers (Mt ≈ 0.1), the p.d.f. is

insensitive to the sign of dilatation and Reynolds number. This means that the in-

stantaneous value of pressure is insensitive to locally expanding or compressing fluid

elements that have the same magnitude of dilatation. This has wide implications

in the dynamics of energy transfer between the internal and kinetic energy modes.

When the dilatation is large and negative, for example, pressure fluctuations are

more likely to be negative than positive (see figure IV.13(a)). Therefore, the correla-

tion between them, p′θ′, would be positive and larger than each of them individually.

When pressure-dilatation is positive, energy is transferred from internal energy to

kinetic energy, an observation that can be readily inferred from eqns Eq. (3.1) and

Eq. (3.2). A similar argument for expanding regions (large positive dilatation) in-

dicates that the energy transfer is likely to be from kinetic to internal energy. For

intense fluctuations, the magnitude of p′θ′ would be very large and hence an instan-

taneous burst of energy would be transferred between kinetic and internal energy
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modes. This is particularly intriguing because it has been suggested (Lee et al.,

1991) that shocklets convert kinetic energy to internal energy due to the enhanced

dilatational dissipation. While a large dilatational dissipation is inevitable due to

the high dilatation, its contribution, just like solenoidal dissipation, may be small

compared to the instantaneous pressure-dilatation due to the pre-multiplication by

viscosity for the former, which for high Reynolds flows is small. It should also be

noted that dissipation facilitates only a uni-directional flow of energy (kinetic to in-

ternal) unlike p′θ′ which has a bi-directional mode of energy exchange. Since the

only other mechanism of energy addition is by external means (for instance, forc-

ing terms in eqns Eq. (3.1) and Eq. (3.2)), the net energy transfer is dictated by

pressure-dilatation or dissipation depending on their relative magnitudes. As men-

tioned before, for large positive dilatation, p′θ′ is more likely to transfer energy from

kinetic to internal mode, which is same as the direction of energy transfer through

dissipation. Hence the net energy transfer would also be from kinetic to internal

energy. It is also clear that the tails of the conditional p.d.f. become wider to the

left with increasing magnitude of dilatation, generally indicating that large negative

pressure fluctuations and large compressions may co-exist. Nevertheless, the posi-

tive pressure fluctuations stay closer to Gaussian and are only slightly affected by

the value of dilatation.

As Mt increases (Mt ≈ 0.3), the only change we find is the receding of the tails

from the left that tends to approach Gaussian for small dilatation. But at high Mach

numbers (Mt ≈ 0.6), the tails of the p.d.f., as also seen in figure IV.4(a), become

wider on the right. While the p.d.f. is uninfluenced by expansions or compressions for
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Quantity p′θ′ ǫ Net

Mt ≈ 0.1, C IE → KE IE ← KE Varies

Mt ≈ 0.1, E IE ← KE IE ← KE IE ← KE

Mt ≈ 0.6, C IE ← KE IE ← KE IE ← KE

Mt ≈ 0.6, E IE → KE IE ← KE Varies

Table IV.2. Summary of net energy exchanges for large compressions (C)
or expansions (E)

small dilatations, substantial differences can be seen for large dilatations. Due to the

change in the asymmetry of the p.d.f., the energy dynamics is also likely to change for

Mt ≈ 0.6. Applying the same analysis as before, but with pressure fluctuations more

likely to be positive for large compressions, we can say that the net energy transfer

is likely to be from kinetic to internal. For expansions, on the other hand, the net

energy transfer will depend on the relative magnitudes of p′θ′ and ǫ, as mentioned

in Table IV.2 (row 4). It is to be noted that this picture of net energy transfer is

expected to be true only for the type of forcing that has been investigated in this

study, and under the assumption that the Reynolds number is high. Additionally,

the instantaneous effect of transport terms have not been included. Though the net

effect of transport terms is zero in homogeneous flows, they may still contribute to

the instantaneous transfer of energy which is not accounted for in this study.

One could also argue that this energy transfer is mandated by the phenomenon

of equipartition of energy. The instantaneous value of pressure-dilatation can be

decomposed into a solenoidal and dilatational component based on pressure (p′θ′ =

p′sθ
′ + p′dθ

′). As F ≈ 1 at high mach numbers, the dilatational components of

pressure (and thus p′dθ
′) and kinetic energy behave approximately as an harmonic

oscillator tending the system to an equilibrium state regardless of their initial state
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(Lee & Girimaji, 2013). While this may be true for the dilatational components, the

solenoidal components are not restricted and could transfer energy in either direction.

Thus, it would be more useful to analyze the total pressure-dilatation and not their

individual counterparts as is done in this study.

The large dilatation could affect either or both the solenoidal and dilatational

components of pressure, though one would expect the solenoidal component to be

less affected. This can be ascertained by computing the conditional p.d.f. of the

respective components of pressure given dilatation and is shown in figure IV.14 and

figure IV.15 for different Rλ and Mt. The skewness of solenoidal pressure, which

remains negative for the range of Mt investigated, increases in magnitude with the

magnitude of the dilatation, indicating that large compressions or expansions are

likely to be associated with large negative solenoidal pressure. The differences in

solenoidal pressure for large compressions and expansions is evident only at high

Mt, while at low Mt the p′s is insensitive to the sign of dilatation. The positive

fluctuations tend to be unaffected by the dilatation and Mt resembling a standard

Gaussian distribution. The c.p.d.f. of dilatational pressure, on the other-hand, shows

significant dependence on Mt. While the p.d.f. is Gaussian at low Mt, it becomes

positively skewed at high Mt, with the skewness increasing with the magnitude of

dilatation. The negative skewness, however, remains unaffected by the dilatation

and resembles a standard Gaussian distribution.

While the likelihood of an occurrence of these intense events is smaller as com-

pared to, for instance, fluctuations close to mean, their impact may be significant

and has been the subject of intense research (Sreenivasan & Antonia, 1997; Donzis &
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Figure IV.14. Conditional p.d.f. of solenoidal pressure given dilatation
for different Reynolds and Mach numbers. The left and right panels are
at Rλ ≈ 100, 160. The rows from top to bottom are at Mt ≈ 0.1, 0.3, 0.6
respectively. Arrows indicate increasing magnitude of dilatation. Solid
and dashed lines stand for negative and positive dilatation values. X =

θ/
√

〈θ′2〉.
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Figure IV.15. Conditional p.d.f. of dilatational pressure given dilatation
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Rλ Mt (−∞,−5][−5,−3) [−3,−1) [−1, 0) [0, 1) [1, 3) [3, 5) [5,∞)

108 0.1 0.00 0.00 0.03 0.46 0.46 0.03 0.00 0.00

106 0.3 0.05 0.04 0.11 0.30 0.31 0.11 0.04 0.04

96 0.6 0.15 0.06 0.12 0.17 0.17 0.12 0.06 0.15

173 0.1 0.01 0.01 0.04 0.45 0.45 0.04 0.01 0.01

163 0.3 0.09 0.05 0.12 0.24 0.24 0.12 0.05 0.09

158 0.6 0.19 0.06 0.11 0.14 0.14 0.11 0.06 0.19

Table IV.3. Ratio of p′θ′/ǫ for different Rλ and Mt.

Sreenivasan, 2010b). In some of these regions, the magnitude of p′θ′ may overwhelm

the contribution of ǫ which is the opposite of the situation of fluctuations close to

the mean where p′θ′ is much smaller.

A quantitative way to test this argument is to investigate the ratio, α = p′θ′/ǫ,

and identify their relative magnitudes. A value of α greater (less) than 1.0 would

indicate a net energy transfer from internal to kinetic modes (kinetic to internal).

The regime where pressure-dilatation dominates the energy transfer can be identified

as regions with |α| ≥ 1. We identify the percentage volume of occurrence of different

value of α in eight different bins ranging from −5 to 5 and beyond, as shown in

Table IV.3. This would enable us to quantify the fraction of volume of the flow where

pressure-dilatation tends to dominate the energy transfer. At low Mt, regardless of

the Rλ, α tends to be in the interval [−1, 1] in more than 90% of the domain. Small

values of α could be the result of very high dissipation or a negligible pressure-

dilatation. As we show at the end of this section, we anticipate the result that the

latter is true. This means that the energy transfer is primarily uni-directional for

Mt ≈ 0.1 and governed by dissipation for small dilatational motions. However, as

Mt is increased to 0.3, for a large fraction of volume the energy transfer tends to be
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Figure IV.16. Conditional p.d.f. of pressure-dilatation given dilatation
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dominated by p′θ′ (regions where α < −1 or α > 1), which in the case of Rλ ≈ 163

and Mt ≈ 0.3 is more than 50%. As Mt is further increased to 0.6, very large

transfers dominated by pressure-dilatation are very frequent (see, for e.g. Rλ ≈ 158

and Mt ≈ 0.6 and bins where α < −5 or α > 5), which is not seen at low Mt. We

find that with increasing Mt, the regions where p′θ′ tend to play a dominant role

in energy transfer, also increases. Intuitively one may be able to attribute this to

regions with strong dilatation of the medium that occurs more frequently as Mt is

increased (cf. Table IV.2). This is discussed at the end of this section.

We have also studied the p.d.f. of pressure-dilatation conditioned on dilatation

in figure IV.16 to investigate if the above energy transfer process is valid. Knowing

that fp is skewed to the left at low Mt, we could expect the tails of the conditional

p.d.f. of fpdil to be wider on the right for compressions (θ′ ≪ 0, p′ ≪ 0; therefore

p′θ′ ≫ 0) and on the left for expansions, which is also seen in figure IV.16(a). That

the tails for the former and latter are similar in shape is, nothing but, a direct
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consequence of insensitivity of pressure to the sign of dilatation that we observed

in figure IV.13 and an equal likelihood of an occurrence of large compressions and

expansions at low Mach numbers (see Table IV.A.4). Following a similar argument

at Mt ≈ 0.6 and recognizing that p′ now has a higher probability to be positive

when there is a strong dilatation, we can, for instance, say that in regions of strong

compressions (θ′ ≪ 0, p′ ≫ 0), p′θ′ is likely to take a negative value and transfer

energy from kinetic to internal energy. This is in agreement with figure IV.16(b)

which also supports the argument for strong expansions where p′θ′ is positive and

energy transfer is from internal to kinetic energy. While the skewness of fpdil for

strong expansions and compressions are almost the same (compare, for instance,

solid and dashed lines with squares) at low Mt, differences appear at high Mt. This

is due to the prevalence of strong compressions to expansions by a ratio of about

4 : 1 (refer Table IV.A.4).

The wide tails observed in figure IV.16 suggest that p′θ′ is an intermittent quan-

tity: large energy transfers due to pressure-dilatation correlation are typically local-

ized space and occurs infrequently. This has also been noted by Lee et al. (1991).

The tails tend to be qualitatively in accordance with a log-normal distribution. To

consider the Reynolds number variation as well, we compute the p.d.f. (fpdil) in

figure IV.17, the tails of which become wider with Reynolds number at low Mt. At

Mt ≈ 0.3, they recede becoming narrower (for Rλ < 275), just like the p.d.f. of

dilatation (refer figure IV.9). For higher Mt, the Reynolds number dependence of

the p.d.f. weakens for a wide range of fluctuations (atleast up to 30 times that of

the rms fluctuations). In this respect, it seems easier to model the PDF at high Mt
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since Reynolds number effects appear to be the weakest.

As mentioned previously, in order to ascertain how the energy transfer is domi-

nated at different levels of dilatation, we show the conditional expectation of pressure-

dilatation for different dilatation levels in figure IV.18. When Mt is small and close

to the incompressible limit, the expected value of p′θ′ is seen to increase with Rλ on

either side, with a change in sign occurring around zero dilatation. We also observe

a narrow range of fluctuations (−0.5 ≪ θ/θ′ ≪ 0.5) for which the expected value of

pressure-dilatation is approximately zero. As Mt is increased to 0.6, in addition to

the reduction in expected value of p′θ′ for the same dilatation, there is an extended

range of dilatation values (−1.0 ≪ θ/θ′ ≪ 1.0) where the expected value of p′θ′ is

almost independent of Rλ and close to zero. This shows that for small dilatation

fluctuations, up to Mt ≈ 0.6, pressure-dilatation is very small and dissipation dom-

inates the enegy transfer. A plausible reason for this is that at high Mt, pressure

responds to changes in the flow slower than at low Mt and hence an increasing range
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of fluctuations in dilatation is sustained without significant changes to pressure, and

hence pressure-dilatation correlation.

IV.B. Summary

The near-perfect scaling of solenoidal pressure shows that the effect of Mt is

insignificant for the wide range of Rλ and Mt investigated. However, there is a

marked effect of Mt on dilatational pressure, whose fluctuations tend to be of the

same order of magnitude as that of its solenoidal component around Mt ≈ 0.3. The

skewness of the p.d.f. of pressure, which remains negative at low Mt and positive

at high Mt, indicates the prevalence of high-pressure regions at high Mt which is

different from incompressible turbulence where low pressure regions are commonly

observed (and thus the negative skewness of pressure at low Mt). Additionally, the

positive fluctuations at low Mt and negative fluctuations at high Mt tend to follow

a Gaussian distribution with a very dependence on Mt. By investigating the p.d.f.

of the components of pressure, we found that the solenoidal pressure is practically

unaffected by the effects of Mt, while the dilatational pressure tends to become

positively skewed leading us to conclude that the increasing dominance of dilatational

pressure causes the overall positive skewness of pressure. Conditional statistics of

pressure given enstrophy revealed a striking difference between incompressible and

compressible turbulence. While low pressure and high enstrophy regions are strongly

correlated in incompressible turbulence, we find that this correlation is substantially

weakened at high Mt, indicating that the primary physical phenomenon causing the

high-pressure regions are mainly associated with dilatational motions. Statistics of
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pressure conditioned on dilatation showed that regions of high pressure and strong

expansions tend to co-exist, and specifically, in these regions, the dilatational pressure

is high. In light of the change in skewness of pressure, the dynamics of energy

transfer between the internal and kinetic energy modes were also described for strong

compressions and expansions. We found that a strong compression at high Mt and an

expansion at low Mt is very likely to transfer energy from the kinetic to internal mode.

Furthermore, we found the correlation between pressure and dilatation, pressure-

dilatation, follows a log-normal distribution for a wide range of fluctuations away

from the mean.

107



CHAPTER V

EFFECTS OF DILATATIONAL FORCING IN COMPRESSIBLE

TURBULENCE

In this chapter, we study the effect of different types of external forcing on

some basic statistics in stationary compressible turbulence. Since external forcing

could trigger either the solenoidal and/or dilatational mode of velocity, we study the

effects of forcing both the modes on the scaling of thermodynamic quantities. In

realistic situations, it is unclear in principle which modes are being excited, and is

thus very important to understand the effect of each on the behavior of turbulence.

Only a very limited number of studies with dilatational forcing are available in the

literature (Kida & Orszag, 1990; Petersen & Livescu, 2010; Federrath et al., 2009),

and hence, our understanding of its behavior is, at best, limited. For example, it

is still not known if the standard scaling laws that have been used for solenoidal

forcing is applicable when the dilatational component of velocity is excited. For

instance, Federrath et al. (2009) observed that the energy spectra for solenoidal and

dilatational forcing are significantly different and found that the density fluctuations

are much stronger when the dilatational mode is forced. This may indicate that

a universal behavior, independent of the type of external forcing, in compressible

behavior may be far more difficult to achieve.

For a large class of scientific and engineering problems, turbulent Mach number

has been used as a measure of compressibility. However, the value of Mt tells very

little about the dilatational content in the flow. For this purpose, we developed a
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range of database with different levels of forcing for the solenoidal and dilatational

mode respectively. This enables us to study the scaling of some basic statistics in

compressible flows, and in the process, allows us to investigate if Mt can comprehen-

sively account for the compressibility as well as serve as a possible universal scaling

parameter. As we show in this chapter, there can be additional scaling parameters

that can also quantify the dilatational content in the flow. Some of these parame-

ters can successfully collapse data regardless of the forcing. While a more rigorous

theoretical analysis and various other types of forcing is necessary to conclude, this

may suggest that a universal scaling could be present in compressible flows.

While the fluctuations in temperature are very small when the solenoidal mode

is forced, we observe that for dilatational forcing, the fluctuations in temperature

tend to be significant. Since temperature and viscosity are directly related by the

Sutherland’s law (µ ≈ T 0.5), it is possible that the instantaneous variations in vis-

cosity are considerably large, which may or may not permit us to use the assumption

that was earlier used for solenoidal forcing, 〈µX〉 ≈ 〈µ〉 〈X〉, for a quantity X. It

is thus imperative that while decomposing the variable into solenoidal and dilata-

tional, for instance, dissipation, one has to ensure that its correlation with viscosity

is negligibly small.

Due to the definition of Mt as the ratio of fluctuations of velocity to that of

the mean speed of sound, an apriori estimate of fluctuations or kinetic energy in

the dilatational mode is not known. Furthermore, the flow characteristics could be

completely different for the same Mt when different modes are excited. For instance,

in Table V.1 for N3 = 643, for both s = 1 and s = 0.4 (s represents the amount
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of total energy that is used to excite the solenoidal mode and is defined later), we

see a comparable Mach number (0.28 and 0.35), while the normalized temperature

fluctuations are about two orders of magnitude different. This may ascertain that

different parameters that can estimate compressibility levels are needed. While there

are many other metrics to gauge the level of compressibility (for example, based on

dilatation), a systematic study of how basic statistics scale with these parameters is

still lacking. Our study aims to fill this void by proposing two different parameters

and studying scaling of some fundamental quantities with these parameters. The

two parameters are defined as the (i) ratio of dilatational to total kinetic energy, χ =

〈Kd〉/〈K〉 (ii) dilatational Mach number, Md
t = ud/ 〈c〉, Both the parameters have a

direct relevance to relative importance of dilatational content to that of solenoidal

or total.

By using, 〈K〉 = 〈Ks〉+ 〈Kd〉, we can express the fraction of kinetic energy that

lies in the dilatational component by, χ = 〈Kd〉/
(

〈Ks〉 + 〈Kd〉
)

. While χ has been

extensively used in decaying compressible flows (for e.g. see Sarkar et al. (1991)) as

a measure of initial compressibility, investigations using it as a scaling parameter

are scarce. By using a linearized theory, Sarkar et al. (1991) obtained the relation,

χ ∼ M2
t , for small Mt. As we show in figure V.5, this may not always be true

when the dilatational mode is forced. For intermediate values of Mt, the scaling

seems to be follow a steeper power law than M2
t while for very low Mt, χ seems

to be much higher. One plausible reason is that the increase in Mach number is

not commensurate with the increase in fraction of dilatational kinetic energy, which

is much higher when the dilatational mode is excited (as seen in Table V.1). This
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motivates us to explore how basic quantities scale with χ instead of Mt.

Another way of quantifying the fluctuations in dilatational mode is by computing

the so-called dilatational Mach number, Md
t . The definition of this quantity, is loosely

based on the definition of acoustic particle velocity, which is given as (Howe, 2003),

acoustic particle velocity =
Acoustic pressure

mean density x speed of sound
.

Physically, the acoustic particle velocity is the velocity with which the fluid associated

with a pressure wave moves back and forth (Howe, 2003). In our case, the acoustic

pressure and velocity can be approximated as p′d and ud, which then leads to the

following relation,
√

〈ud2〉 =

√

〈p′d2〉/〈ρ〉 〈c〉 . (5.1)

If one envisages a p ∼ ρu2 type of relation for the dilatational pressure and ve-

locity, then we could divide both sides in the previous equation by 〈c〉 leading to,
√

〈ud2〉/ 〈c〉 =
√

〈p′d2〉/〈ρ〉 〈c〉2, which simplifies to Md
t =

√

〈p′d2〉/〈ρ〉 〈c〉2. This can

be expressed in terms of the mean temperature, Md
t = p′d/〈ρ〉γR 〈T 〉. If one were to

assume that the density-temperature correlation can be ignored, the relation simpli-

fies to

Md
t =

√

〈p′d2〉/γ 〈P 〉 . (5.2)

Hence, Md
t is a parameter that quantifies the fluctuations in dilatational pressure

in the flow and a measure of the dilatational potential energy in the system. It

is now possible to show that the approximation of ud as acoustic particle velocity

is consistent with the definition of equipartition function, F , that was discussed is
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Ch IV. Squaring Eq. (5.1), and dividing by 〈u2〉, we get,
〈

ud2
〉

〈u2〉 ≈
〈

p′d
2
〉

〈p〉2
〈p〉2
〈u2〉

1

〈p〉2 〈c〉2
(5.3)

It is now possible to approximate the lhs of Eq. (5.3) to the fraction of dilatation

kinetic energy, χ, and then using 〈p〉 ≈ 〈ρ〉R〈T 〉 we get,

χ ≈ 〈p2
d〉

〈p〉2
〈ρ〉2R2〈T 〉2

〈u2〉
1

〈ρ〉2 〈c〉2
. (5.4)

Substituting the mean speed of sound, 〈c〉 = γR〈T 〉, we obtain,

χ ≈ 〈p2
d〉

〈p〉2
〈c〉2

γ2 〈u2〉 (5.5)

which eventually leads to the expression for F,

F ≈ χγ2M2
t

〈p2
d〉 /〈p〉2 ≈ χM2

t

Md
t

2
(5.6)

It is important to note that, we have assumed that the acoustic velocity and

pressure can be approximated as their respective dilatational components, which

may or may not be true. As we will show later, this approximation seems to be

valid for a wide range of conditions and for different types of forcing, suggesting

that this may indeed serve as a universal scaling parameter. To test this, we have

implemented a forcing scheme such that both the modes (solenoidal and dilatational)

can be simultaneously forced and is discussed in the next section.

V.A. Dilatational Forcing

The forcing term in Eq. (2.2) is represented as,

f =
∑

|k|<kf

(

sf̂⊥(k) + (1 − s) f̂ ‖(k)
)

e−ιk·x, (5.7)
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where f̂⊥(k) = P · f̂(k) with P = I −kk/k2, f̂ ‖(k) = kk/k2, and kf is the number

of the forced wavenumbers as mentioned in Ch IV. Here, s is the fraction of energy

that is given to the solenoidal mode. The actual input of energy is 〈f · u〉. A purely

solenoidal forcing, that was considered in Ch IV, would correspond to s = 1, while a

purely dilatational forcing would have s = 0. A database of simulations at different

s, and at different Reynolds and Mach numbers is developed to study the scaling

and energy transfer between the internal and kinetic energy modes. The different

parameters, Rλ, Mt and the contribution from normalized pressure (p∗), density (ρ∗),

temperature (T ∗) is included in Table V.1.

Due to the addition of this parameter (s), it is essential to understand how

Rλ and Mt vary with s and is thus shown in figure V.1. All the quantities have

a similar trend, decreasing until about s = 0.3, and showing a small increase for

s > 0.3. The reduction in ∆x/η is evident due to the decrease in Rλ. However, there

is no definitive trend like other forcing parameters (see, for instance, figure II.6) and

hence one has to judiciously choose the parameters. In general, a lower ∆x/η is

maintained for cases when both the modes are forced (0 < s < 1). This is because

of the presence of intense compressions and expansions in the flow that needs to be

resolved. Hence, the resulting Reynolds number is also considerably smaller than

that of the solenoidally forced case.

V.B. Classical Scaling

We revisit some of the classical scaling mentioned in Sec III.B, for both solenoidal

and dilatationally forced stationary compressible turbulence. The scaling of dissipa-

113



N3 Rλ Mt s χ Md
t

√

〈p∗2〉
×100

√

〈ρ∗2〉
×100

√

〈T ∗2〉
×100

643 39 0.10 1.0 0.000 0.000 0.478 0.374 0.126

643 32 0.20 1.0 0.000 0.002 1.957 1.536 0.548

643 33 0.28 1.0 0.002 0.008 3.895 2.988 1.104

643 38 0.39 1.0 0.011 0.023 8.663 6.522 2.480

643 34 0.59 1.0 0.039 0.066 20.227 14.956 5.819

643 26 0.35 0.4 0.441 0.132 32.605 22.813 9.238

643 35 0.31 0.6 0.088 0.052 12.932 9.273 3.663

643 36 0.32 0.9 0.021 0.027 7.666 5.640 2.192

643 33 0.58 0.9 0.060 0.082 22.172 16.495 6.521

1283 63 0.09 1.0 0.000 0.000 0.401 0.316 0.110

1283 54 0.22 1.0 0.000 0.003 2.181 1.688 0.606

1283 60 0.29 1.0 0.013 0.019 5.797 4.291 1.643

1283 65 0.38 1.0 0.024 0.034 9.888 7.279 2.810

1283 58 0.58 1.0 0.044 0.069 19.959 14.720 5.775

1283 33 0.06 0.3 0.743 0.030 7.321 5.207 2.072

1283 39 0.26 0.4 0.416 0.095 24.343 17.135 6.828

1283 58 0.30 0.6 0.103 0.054 13.283 9.463 3.740

1283 62 0.32 0.9 0.036 0.034 9.288 6.727 2.641

1283 53 0.54 0.6 0.097 0.095 23.914 17.179 6.882

2563 108 0.10 1.0 0.000 0.000 0.441 0.335 0.126

2563 101 0.20 1.0 0.001 0.003 1.892 1.436 0.543

2563 106 0.34 1.0 0.010 0.019 6.395 4.753 1.833

2563 107 0.40 1.0 0.014 0.027 8.859 6.579 2.546

2563 96 0.57 1.0 0.042 0.067 19.231 14.092 5.580

2563 77 0.04 0.3 0.762 0.021 6.358 5.245 4.042

2563 50 0.25 0.3 0.660 0.116 28.329 19.897 8.025

2563 95 0.28 0.6 0.110 0.052 12.901 9.188 3.625

5123 173 0.10 1.0 0.000 0.000 0.389 0.300 0.089

5123 173 0.21 1.0 0.000 0.001 1.850 1.394 0.517

5123 163 0.31 1.0 0.010 0.018 5.636 4.141 1.629

5123 167 0.37 1.0 0.016 0.027 8.342 6.129 2.392

5123 158 0.60 1.0 0.038 0.066 19.185 14.034 5.579

5123 143 0.24 0.6 0.097 0.043 10.701 7.617 3.024

5123 75 0.21 0.3 0.652 0.095 23.617 16.653 6.671

10243 268 0.33 1.0 0.002 0.008 4.585 3.428 1.351

10243 241 0.43 1.0 0.037 0.045 12.430 9.020 3.554

20483 430 0.31 1.0 0.001 0.005 3.781 2.812 1.096

Table V.1. Database of solenoidal and dilatational forced simulations
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Figure V.1. Variation of Rλ, Mt, and ∆x/η with f0

tive anomaly is shown in figure V.2. While higher Reynolds number simulations are

necessary to state the asymptotic nature of D = 〈ǫ〉L/u3, the data appear to suggest

that the deviation from the solenoidal case is minimal when the dilatational mode

is forced. While the dissipative anomaly has been related to the dynamics of energy

cascade in incompressible turbulence, one has to exercise caution in interpreting this

result for compressible turbulence. This may or may not imply the picture of clas-

sical scaling, and further efforts are needed in this direction. There is a significant

difference in the contribution from Dd when the dilatational mode is excited. For

instance, in figure III.1(b) we see that the overall contribution from the Dd is only

about 5% when the solenoidal mode is forced (for Mt ≈ 0.6). But, exciting the

dilatational mode enhances the dilatational kinetic energy, in which case, the contri-

bution from Dd is dominant and can extend to about 60−90% of D. This shows that

the role of dilatational components are particularly prominent when the dilatational

mode is excited and warrants a more thorough investigation. It is also interesting to
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note that even when the contribution from Dd is so high, the overall behaviour of D

tends to similar to that of incompressible turbulence. Since, D tends to asymptote

to a constant regardless of the type of forcing, it is now natural to investigate how

the characteristic length scales depend on the type of forcing and if they do exhibit

some kind of universality. The scaling of non-dimensionalized Taylor micro-scales

and integral length scale are shown in figure V.3. We see that there is consider-

able deviation in the integral length scale when the dilatational mode is forced and

is slightly higher than when the solenoidal mode is forced. Thus, it seems that a

Reynolds number dependence may appear when the dilatational mode is forced. For

the same Reynolds number, the length scales are slightly larger than when the mode

is forced. It is possible that since the dilatational mode is forced, the flow tends to

exhibit wavy behavior which may introduce long-range spatial correlations leading

to the increased integral length scales. However, if one were to study the scaling

in the so-called inertial range, it may be appropriate to investigate the scaling of

Taylor microscales, and is also shown in figure V.3(a) (cf. square symbols). The

classical Kolmogorov scaling, as discussed in Ch III, for Taylor scales is given by

λ/η ∼ R
1/2

λ and is indicated in the figure. We see that even when the dilatational

mode is forced, the scaling of Taylor scales show very little dependence on Mt or

the type of forcing. This result shows that the classical scaling laws proposed by

Kolmogorov (Kolmogorov, 1941), tend to be valid even in compressible flows with

significant dilatational content. Similarly, the scaling of the velocity scales is only

weakly modified for the range of Mt and s investigated. However, high Rλ cases with

dilatational forcing are necessary to unequivocally state the universality of these
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Figure V.2. (a) Normalized mean energy dissipation ratio (D) and its (b)
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scaling relations.

V.B.1. Equipartition of Energy

Though equipartition of energy was originally proposed for decaying compress-

ible by Sarkar et al. (1991), we have shown for different Rλ and high Mt that the

equipartition function F is close to one for a purely solenoidal forcing (see Sec III.C).

However, this balance between the dilatational kinetic energy and potential energy

may also depend on how the external forcing behaves. For instance, it is still largely

unknown if this energy balances holds good when the dilatational mode is excited.

We thus plot F in figure V.4, against χ for different s. We see that for large χ, which

are usually a consequence of forcing the dilatational mode (refer Table V.1), F is very

close to one. The larger deviations from F = 1 are when the fraction of dilatational

kinetic energy is very small, which tends be very similar to incompressible flows when

118



10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

0

0.5

1

1.5

2

10
−4

10
−3

10
−2

10
−1

10
0

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

F

Md
tχ

co
rr

(p
′ d
,K

d
)

(a) (b)

Figure V.4. (a) Variation of equipartition function F with χ, and (b)
correlation between p′d and Kd with Md

t . The dashed lines in (a) denotes

F = 1 and in (b) denotes a power-law best fit of 1.27Md
t

0.45
. Symbols and

colors for different s and Mt respectively are according to figure V.2.

the energy in dilatational pressure (or equivalently the potential energy) is negligibly

small. It is thus possible that even in stationary compressible flows, regardless of the

type of forcing, equipartition of energy may be valid. If equipartition is applied on

an instantaneous basis, we would expect p′d and Kd to be correlated. As shown in fig-

ure V.4(b), the correlation between them increases in magnitude as the dilatational

Mach number increases, and if one were to use a power-law fit, 1.27Md
t

0.45
conforms

with the data well. We see that at higher Md
t , the correlation between them is much

higher and so is the tendency for F to be close to one, implying that there could be

both local and global equipartition.

A consequence of equipartition is the scaling χ ≈ M2
t which results due to

p′d
2/〈p〉2 ≈ M2

t (Sarkar et al., 1991). However, we see in figure V.5 that this may not

always be true when the dilatational mode is forced, and χ seems to grow much faster

than Mt when the forcing is not solenoidal. We observe that though the dilatational
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kinetic energy is quite high, the resulting Mach number is small and hence Mt may

not completely describe the dilatational content in the flow. Since the behavior of

pressure is crucial in equipartition, we investigate the behavior and scaling of pressure

for both solenoidal and dilatational forcing in the next section.

V.C. Statistics of Pressure

Since pressure is related to density and temperature by the equation of state

(p = ρRT ), we could obtain the mean pressure by using the Reynolds decomposition

as (Donzis & Jagannathan, 2013a),

〈p〉 = R [〈ρ〉〈T 〉 + 〈ρ′T ′〉] . (5.8)

As we found earlier in Ch IV, the density-temperature correlation tends to be

important only at high Mt, and hence mean pressure could be appropriated as,
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〈p〉 = R〈ρ〉〈T 〉. However, when the dilatational mode is forced, we could have strong

fluctuations in temperature, and thus it is important to quantify the deviation from

this approximation regardless of the type of forcing. For this purpose, we plot in fig-

ure V.6 the non-dimensionalized mean pressure versus Md
t from our database. While

the contribution from density- temperature correlation is negligibly small at low Md
t ,

we observe a steep rise beyond Md
t ≈ 0.03. For small Md

t , this plot is consistent

with our earlier observations and the correlation tends to be very small (see Ch IV)

regardless of the type of forcing. Even though the deviation seems small for the range

of Md
t investigated it is important to note that the qualitative manner of variation

is similar for both the types of forcing considered. This may indicate that Md
t as

a possible universal scaling parameter. While it is essential to quantify departures

from the mean, it is also of importance to analyze how the fluctuations of pressure

behave and scale depending on the type of forcing, which is done next.
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Since we are investigating a range of Md
t and χ, it may be of importance to study

the threshold below which pressure tends to obey according to incompressible scaling

laws. For instance, it has been found in incompressible turbulence that p ≈ 〈ρ〉u2

(Donzis et al., 2012). We plot the r.m.s of pressure fluctuations normalized by 〈ρ〉u2

in figure V.7. When the solenoidal mode is forced and Mt is really small, we see that

the fraction of kinetic energy that lies in the dilatational component (χ) is very small.

However, for purely solenoidal forcing at higher Mt, or when the dilatational mode is

forced, there are deviations from the proposed scaling. Specifically, for dilatationally

forced cases, we see that this scaling may be completely off for a wide range of

χ. It seems that χ ≈ 0.01 is a threshold below which this scaling relation remains

valid. While more simulations of solenoidal forcing cases at high Mt (and thus high

χ) are necessary it is conceivable that two different scaling regimes may exist for

solenoidal and dilatational forcing, with the former having only minor departures
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from the proposed scaling (cf. circles in figure V.7), and the latter show significant

departures.

Similarly, the overall pressure fluctuations could be normalized by the mean

pressure which could be shown to scale as M2
t (Donzis & Jagannathan, 2013a).

However, minor departures were found and the scaling exponent was also to 2.2

for solenoidal forcing (Donzis & Jagannathan, 2013a). It is still not known if this

relation is valid when the dilatational mode is forced or if other parameters control the

process. We thus plot the normalized pressure fluctuations versus both Mt and Md
t

in figure V.8 to study their scaling relations. While the scaling with Mt for solenoidal

forcing goes as a power law, there is significant deviation when the dilatational mode

is forced. This may possibly indicate that scaling parameters other than Mt are

required for this particular relation. However, we see a very good collapse of all

the data, especially at high Md
t , when we consider Md

t as the scaling parameter.

Assuming a qualitative power-law behavior for this, we see that Md
t

0.75
fits the data
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very well. While a more rigorous analysis is required, this further reports the claim

that Md
t could serve as universal scaling parameter for compressible flows.

Irrespective of the type of external forcing, pressure could be decomposed into

solenoidal and dilatational components as mentioned in Ch III. Here, we study the

scaling of the individual components of pressure. Additionally, studying the scaling

relations can help identify departures from the proposed scalings, and also help in

classifying the regimes under which the approximations are valid. One such approx-

imation that was made earlier in this chapter is in the parameter Md
t . In figure V.9,

we show r.m.s. fluctuations of solenoidal and dilatational pressure normalized by

mean pressure versus Md
t in for both types of forcing. While for solenoidal forcing,

√

〈p′s2〉 scales with Md
t as a power-law, the dilatationally forced cases do not conform

to the scaling. This suggests that solenoidal pressure retains some dependency on

the nature of forcing. However, we find that p′d scales very well with Md
t with a slope

of 1, which is in excellent agreement with our predicted scaling earlier in this section

(see e.g. Eq. (5.2)). This may possibly indicate that acoustic pressure and velocity

can be well represented by their respective dilatational components. Furthermore,

this may indicate that the parameter Md
t could serve as a universal scaling parameter

in compressible flows, regardless of the nature of forcing.

We also ascertained the scaling of
√

〈p′s2〉 from an incompressible type relation,

p′s ∼ ρus2 in Sec IV.A. The results when the dilatational mode is forced are shown in

figure V.10. The overall scaling seems to be only slightly dependent on Rλ, and shows

an excellent collapse with very little effect of the type of forcing. This is particularly

useful in turbulence modeling, since this shows that the solenoidal pressure can be
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Figure V.9. Scaling of solenoidal and dilatational pressure fluctuations
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1. Symbols and colors for different s and Mt respectively are according to
figure V.2.

modeled using the standard incompressible scaling laws and only the dilatational

pressure requires special treatment. For the latter, we found that Md
t serves as a

good universal scaling parameter. However,
√

〈p′s2〉 and
√

〈p′d2〉 are correlated to

a reasonable degree, as we have seen in figure IV.2, which increases with Mt. In

figure V.11, we replot the data along with the dilatational cases using Md
t as a

scaling parameter. We see that the correlation is fairly unaffected by the type of

forcing as long as the Md
t remains approximately same. If one assumes a power law

in Md
t for this correlation, we find that −0.98Md

t
0.81

is consistent with the data. This

indicates that at higher Md
t , the correlation between the respective components of

pressure tend to be more and more negative. Thus if the solenoidal pressure remains

skewed to the left, we could expect dilatational pressure to become skewed to the

right with increasing Md
t . In order to find the relative importance of solenoidal and

dilatational pressure, we plot the ratio of their respective r.m.s values in figure V.12.
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For very low Md
t , the ratio of p′d and p′s is much lesser than one, indicating

that the overall contribution of dilatational pressure is small (< 10%). However,

beyond a threshold of Md
t ≈ 0.01, we find that the ratio tends to increase steeply for

both solenoidal and dilatational forcing. This is consistent with figure IV.2 where

we observed that beyond Mt ≈ 0.3, the ratio is greater than one. It is possible that

both these thresholds may correspond to each other with the latter tending to be

more universal and independent of the type of scaling. Beyond Md
t ≈ 0.03, p′d tends

to overwhelm the contribution of the solenoidal pressure by a large magnitude. For

example, at Md
t ≈ 0.1, p′d is about an order of magnitude more than that of p′s.

V.C.1. p.d.f. of Pressure

A more comprehensive information of the behavior of fluctuations of pressure

is obtained by studying its p.d.f. , which as we found in Ch IV remains negatively
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skewed at low Mt, and becomes positively skewed at high Mt. However, since we

found that the magnitude of dilatational pressure is much higher when the dilata-

tional mode is forced, it may also have an effect on the overall behavior of pressure.

The p.d.f. of normalized pressure and its solenoidal and dilatational components are

shown in figure V.13. While Mt ≈ 0.3 is found to be the transition regime for the

change in skewness of pressure when a purely solenoidal forcing is enforced (see fig-

ure IV.4 in Ch IV), we find that this transition happens a much smaller Mt, when

the dilatational mode is forced, but at a higher χ. It is also interesting to note that

solenoidal pressure remains negatively skewed regardless of the type of forcing, and

the dilatational pressure, whose r.m.s is much higher than its solenoidal counterpart

for dilatational forcing, tends to be positively skewed. This is in accordance with

our previous results where we found that the much higher contribution from dilata-

tional pressure, affects the overall characteristics of pressure. It is now conceivable

that the transition regime we observed at Mt ≈ 0.3 can be expressed in terms of

χ, which would then be independent of the type of forcing. If such a range exists,

then it would provide strong evidence for the existence of some form of universality

in compressible turbulence. As a first step, we study it by quantifying the skewness

of p.d.f. of pressure.

The skewness of pressure is plotted in figure V.14 versus both Mt and χ and

for different types of forcing. Similar to figure V.8, there is considerable scatter

in the skewness, Sp, when the dilatational mode is forced. A plausible reason for

this, is that even though the dilatational kinetic energy is large the resulting Mt

is much smaller when the dilatational mode is excited. The scaling of Sp against
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χ shown in figure V.14 is seen to provide an excellent collapse of all the cases in

our database. Qualitatively we can identify two different regimes, one when χ and

Sp is very small similar to that of a low Mt compressible flow/incompressible flow,

and a transition regime around χ ≈ 0.01 and until χ ≈ 0.7, where we see a log-

linear variation of skewness with χ (Sp ∼ log χ). When χ is small, it is expected

that compressible turbulence possess characteristics similar to that its incompressible

counterpart (Donzis & Jagannathan, 2013a). We see that for small χ, the skewness

is negative and close to −1, which is very similar to that is observed in incompressible

turbulence (see e.g. Pumir (1994)). It is also interesting to note that the high Mt

cases with solenoidal forcing are seen to produce χ > 0.01 which collapses with

dilatationally forced cases at different Mt. The transition at χ ≈ 0.01 may be

more general and independent of type of forcing. The most important observation,

however, is the seemingly universal behavior of the skewness of pressure regardless

of the type of forcing. Furthermore, we see that both χ and Md
t can serve as scaling

parameters for both the types of forcing.

In figure V.15, we show the skewness of solenoidal and dilatation pressure re-

spectively. We see that, for the range of Md
t investigated, the skewness of solenoidal

pressure remains fairly unaffected indicating that this decomposition of pressure may

be appropriate to delineate the incompressible and compressible components sepa-

rately. Similar to what we observed in figure V.13, the skewness of pressure at large

Md
t tends to be dominated by dilatational pressure. Thus, regardless of the type of

mode of external excitement, we observe a strong presence of high-pressure regions

in flows with strong dilatational content. Since, we earlier found that high-pressure
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tend to be correlated with expansions, we study if this is still true for different types

of forcing.

V.C.2. p.d.f. of Dilatation

In Sec IV.A.4, we found that for a purely solenoidal forcing, the p.d.f. of dilata-

tion is symmetric at low Mt, and at high Mt, the p.d.f. becomes negatively skewed.

However, when the dilatational mode is excited we see that this symmetry at low

Mt is affected, and the p.d.f. tends to be negatively skewed. In figure V.16, we show

the p.d.f. of dilatation for different χ, where the negative skewness is evident only

for χ > 0.01, similar to that observed in figure V.15. For smaller χ, the p.d.f. still

maintains the symmetry and hence a skewness close to zero. Again, χ ≈ 0.01 may

be a similar threshold as Mt ≈ 0.3, but possibly far more universal. The nega-

tive skewness indicates the presence of the so-called shocklets or regions of intense

compressions which could significantly affect the dynamics of energy transfer, specifi-
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cally through the pressure-dilatation term, which could be either positive or negative.

These shocklets and expansions can thus affect the flow statistics.

We are particularly interested in relative contributions of fluctuations of density,

temperature and their correlation from Eq. (4.1). We earlier noted that for solenoidal

forcing, at high Mt expansions and high-pressure regions tend to co-exist. However,

when the dilatational mode is excited, high-pressure regions and expansions seem

to co-exist even at a lower Mt as seen in figure V.17(a) where Mt ≈ 0.04. Though

the Mt is small, the dilatational kinetic energy (Kd), which we believe may well-

describe this transition regardless of the type of external forcing, is high (χ ≈ 0.762).

Since the Md
t is very low for figure V.17(a), we see that the contribution of density-

temperature correlation is practically insignificant, however for figure V.17(b) where

Md
t is higher than the threshold of Md

t ≈ 0.03 that we observed in figure V.12, its

contribution is almost same as that of temperature fluctuations.
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V.D. Summary and Discussion

In this chapter, we studied the effect of forcing the dilatational modes of velocity

with an emphasis on scaling of thermodynamic quantities. In order to quantify the

dilatational content in the flow, we proposed two parameters, the dilatational Mach

number (Md
t ) and the fraction of kinetic energy (χ) which are related to Mt by

the relation χM2
t ≈ Md

t , if one assumes correlation of density and velocity to be

weak. For Md
t , we showed that it is directly proportional to the dilatational pressure

fluctuations if one assumes the acoustic particle velocity and acoustic pressure to

be same as the dilatational velocity and pressure. Thus Md
t represents the amount

of dilatational potential energy in the flow, while χ, by definition, quantities the

amount of dilatational kinetic energy. While classical scaling of length and velocity

scales and dissipative anomaly showed minimal dependence on the type of forcing and

thus maintained a possible universal behavior, scaling of thermodynamic quantities

showed significant difference when scaled with Mt. The r.m.s fluctuations of pressure,

density and temperature is seen to qualitatively scale as Md
t

3/4
regardless of the type

of forcing, indicating that Md
t could possibly serve as a universal scaling parameter.

In addition to the correlation of solenoidal and dilatational pressure which varies as

−0.98Md
t

0.81
, we studied the relative magnitude of their fluctuations and found that

beyond Md
t ≈ 0.03, the magnitude of the latter overwhelms that of the former. The

p.d.f. of pressure, which tends to be positively skewed for Mt ≈ 0.3 for solenoidal

forcing, becomes positively skewed beyond χ ≈ 0.01 irrespective of the type of the

forcing which can be attributed to the dilatational pressure which also becomes

positively skewed beyond χ ≈ 0.01. The thresholds Mt ≈ 0.3, Md
t ≈ 0.03 and
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χ ≈ 0.01 for the effects of compressiblity to affect the statistics, are seen to be in

good agreement with the approximate relation χM2
t ≈ Md

t , and we see that the latter

two relations tend to be more universal than Mt ≈ 0.3. The skewness of pressure,

Sp, is also seen to scale with χ and possess two scaling regimes with the transition

occurring around χ ≈ 0.01, beyond which we see a possible universal behavior where

Sp varies as log χ. This leads us to believe that regardless of the type of forcing,

there is a minimum χ (or Md
t , Mt) beyond which effects of compressibility affect the

statistics profoundly.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK

VI.A. Conclusion

In this work, we studied the Reynolds and Mach number scaling of stationary

isotropic compressible turbulence using massively parallel Direct Numerical Simula-

tions (DNS). This was accomplished by developing a highly scalable code that solves

the three dimensional compressible Navier-Stokes equations. The code, which is ca-

pable of simulating flows with periodic and non-periodic boundaries, also supports

sixth and tenth order accurate compact finite difference schemes on both uniform

and non-uniform grids. Additionally, the domain decomposition can be one, two or

three dimensional. The code has shown sustained scaling for two-dimensional do-

main decomposition up-to 262, 144 cores on several supercomputing architectures.

Multiple levels of parallelism based on distributed message passing interface (MPI)

and shared-memory paradigms (OpenMP) decreased the time spent in communica-

tion by up-to 40% at large core counts. A simple performance model that predicts

the optimal processor grid configuration was also proposed.

The code has been used to generate a large database of homogeneous isotropic

turbulence in a stationary state created by forcing the largest scales in the flow at

world-record resolutions of 20483. A large-scale stochastic forcing scheme that is

capable of forcing both the solenoidal and dilatational modes has been developed to

attain a statistically stationary state by keeping the mean internal energy constant.

136



The database, which comprises data at a range of Reynolds number (Rλ) of 38 to 450

and turbulent Mach number (Mt) from 0.1 to 0.6, is used to investigate the effect of

compressibility on classical scaling relations, to identify the role of thermodynamic

fluctuations, and to investigate the energy exchanges between the internal and kinetic

modes of energy for different types of forcing (solenoidal and dilatational).

For solenoidal forcing, the effect of compressibility on low order quantities like

length and velocity scales, and energy spectra is seen to be weak. However, quanti-

ties such as mean dilatational dissipation rate and Taylor scales exhibit a power-law

dependence on Mt when normalized by their corresponding solenoidal counterparts.

The Reynolds number dependence is however seen to be weak. At high Mt, there

is an equipartition of energy between the dilatational kinetic and potential energies

(due to pressure). This is, however, not the case at low Mt in contrast to the theoret-

ical predictions based on linear assumptions. The probability distribution function

(p.d.f.) of pressure is negatively skewed at low Mt consistent with incompressible

turbulence, but becomes positively skewed at high Mt, indicating that regions of low

and high pressure are more probable at low and high Mt respectively. The individ-

ual effect of solenoidal and dilatational motions were investigated to understand this

behavior. The tails of the p.d.f. of enstrophy, a quantity that can be attributed to

the solenoidal velocity field based on the Helmholtz decomposition, become narrower

with increasing Mt suggesting that regions of high-enstrophy become less probable

with increasing compressibility. At low Mt, the pressure fluctuations are predom-

inantly solenoidal, and we thus see low-pressure and high-enstrophy regions to be

correlated, similar to incompressible turbulence. However, at high Mt, this correla-
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tion decreases significantly. We have found that this change in skewness, and the

de-correlation between enstrophy and dilatation, is due to the dilatational pressure

fluctuations which reaches the same order of magnitude as that of its solenoidal

counterpart at high Mt. Strong local expansions at high Mt are also associated with

regions of high-pressure, where the density-temperature correlation is significant. At

low Mt, both local compressions and expansions appear in regions of low pressure

with negligible contribution from the density-temperature correlation. This change

in skewness of pressure also affects the overall energy exchanges in the flow affecting

the global dynamics. While the net energy transfer for a strong compression at low

Mt could be internal to kinetic or vice-versa, at high Mt, this is more likely to be

from kinetic to internal energy since both pressure-dilatational and dissipation tend

to transfer energy in that direction.

When the dilatational mode is forced, the attainable Reynolds number is seen

to be significantly lower than its solenoidal counterpart. The asymptotic state of

the normalized energy dissipation rate, D = 〈ǫ〉L/u3, seems to be consistent with

the solenoidally forced cases. The contribution of the dilatational component of

dissipation, Dd is seen to be significantly higher than its solenoidal counterpart, Ds,

such that their sum is close to D. The scaling of length scales on the other hand

are affected by the type of forcing. The integral length scales seem to show minor

dependence on the type of forcing while only a weak dependence is seen for the Taylor

microscales and the scaling of velocity scales.

Two scaling parameters, χ and Md
t , that denote the fraction of dilatational

kinetic energy and the potential energy (due to dilatational pressure), were proposed
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to scale some basic statistics regardless of the mode of forcing. The latter is based on

the assumption that the acoustic pressure and particle velocity can be approximated

by the dilatational pressure and velocity respectively. The DNS data supports this

assumption for the range of Rλ and Mt investigated. As a result of this assumption,

the equipartition of energy is seen to be naturally valid, which is also supported by

the data.

The scaling of r.m.s. fluctuations of thermodynamic variables normalized by

their mean is seen to qualitatively vary as Md
t

3/4
for both solenoidal and dilatational

forcing. The solenoidal pressure is seen to be only weakly dependent on Rλ, Mt

and the mode of forcing, while the dilatational pressure and its correlation with the

solenoidal counterpart is seen to vary as Md
t and −0.98Md

t
0.81

regardless of the type

of forcing. The p.d.f. of pressure, which was observed to be positively skewed beyond

Mt ≈ 0.3, can become so at a smaller Mt when the dilatational mode is forced. This

transition happens around χ ≈ 0.01 (which corresponds to Md
t ≈ 0.03) which may

be universal regardless of the type of forcing. Beyond this threshold, we found that

the skewness of pressure varies as log χ with very little dependence on the nature of

forcing, indicating a possible universal behavior. This positive skewness of pressure

beyond a threshold is also seen to change the way energy is exchanged between

internal and kinetic energies. We have also shown that the current decomposition

of pressure into a solenoidal and dilatational component is useful in delineating the

effects of compressibility where the solenoidal component is less affected by forcing,

Rλ or Mt, while the dilatational component is seen to be dependent on Md
t and thus

including the effect of compressibility.
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VI.B. Future Research Directions

In this section, we discuss some possible research directions that can be contin-

ued from the current work. We divide this section into computational and physics

of compressible turbulence.

VI.B.1. Computational

• As mentioned before, the code has shown good strong scaling up-to 262,144

processors. However, at large core counts, the time spent in communication is

more than 50%. This can be hidden by overlapping computations and com-

munications such that while the communication is in progress, the part of the

code that do not require the variables that are being communicated can begin

to compute on other variables.

• While using multiple levels of parallelism has shown to decrease the communi-

cation time, the maximum number of threads that could potentially improve

performance is only two. This could be optimized, for instance, by maintaining

a higher load acorss each thread, such that the scalability is also improved on-

core, and may be more beneficial in newer architechtures such as Intel Xeon-Phi

that have performance benefits for hybrid codes.

• Due to the recent proliferation of GPUs in supercomputers and their purported

performance improvements in some cases, it may also be useful to add capa-

bilities to the code such that a hybrid GPU-MPI based parallelism is possible.
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VI.B.2. Physics of Compressible Turbulence

• The fundamental understanding of energy cascade process that is well estab-

lished in incompressible turbulence is still lacking in compressible flows. The

massive amount of high resolution DNS data that is available at high Rλ and

Mt from this work can be used in this respect to improve the understanding

of how the energy cascade occurs, for instance, when the dilatational mode is

excited. Bataille et al. (1997) proposed that the dilatational mode cascades

separately at high Mt. While our energy spectra support this claim, further

efforts are needed in this direction to conclusively establish if there is a energy

cascade process for the dilatational mode.

• While it is commonly believed that a universal scaling in compressible flows is

much harder to achieve than incompressible turbulence, our DNS data seems to

indicate the possibility of an existence of such a state. Hence, it would be very

useful to understand from a theoretical perspective, as to what drives the sys-

tem towards a universal state. We proposed two scaling parameters χ and Md
t

that independently scale thermodynamic quantities. It may also be of interest

to perform a low-parameter expansion of the Navier-Stokes equations for these

two parameters to understand if two different regimes where compressibility

effects are small and significantly can be identified. If such a regime can be

found, the threshold for the transition that we observed can be ascertained.

• Though some of the scaling relations seem independent of the mode of forcing,

it is necessary to ascertain that this is also independent of the way energy
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is added at the large scales. For instance, in the present work, a stochastic

forcing is implemented to independently force the solenoidal and dilatation

components. It would be important to understand, how the scaling relations

are affected by the type of forcing, if forced deterministically or by maintaining

a fixed energy spectra similar to incompressible turbulence or a linear forcing

(Rosales & Meneveau, 2005).

• The energy interaction between internal and kinetic energy is still not well-

explored in compressible turbulence. While we have shown that dilatation

of the fluid and the fraction of dilatational kinetic energy are important in

determining the likelihood of direction of energy transfer, a more theoretical

approach is necessary to understand how this process happens.

• A prominent difference between incompressible and compressible flows at high

Mt seems to be the presence of high-pressure regions and a weakening corre-

lation between pressure and enstrophy in the latter. While we have identified

that expansions and high-pressure regions tend to co-exist, the exact physi-

cal processes behind would be beneficial to the general understanding of the

compressible flows.
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APPENDIX A

GOVERNING EQUATIONS AS IMPLEMENTED IN CDNS
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A.1. Stress Tensor Relations

τxx =
2

3
µ

(

2
∂u

∂x
− ∂v

∂y
− ∂w

∂z

)

(A.1a)

τyy =
2

3
µ

(

2
∂v

∂y
− ∂u

∂x
− ∂w

∂z

)

(A.1b)

τzz =
2

3
µ

(

2
∂w

∂z
− ∂u

∂x
− ∂v

∂y

)

(A.1c)

τxy = µ

(

∂u

∂y
+

∂v

∂x

)

= τyx (A.1d)

τxz = µ

(

∂w

∂x
+

∂u

∂z

)

= τzx (A.1e)

τyz = µ

(

∂v

∂z
+

∂w

∂y

)

= τzy (A.1f)

A.2. Energy Equation Relations

ρ
De

Dt
+ p (∇ · V) =

∂Q

∂t
−∇ · q + Φ (A.2)

T =
(γ − 1)e

R
p = (γ − 1)ρe (A.3)

e = cvT h = cpT γ =
cp

cv

cv =
R

γ − 1
cp =

γR

γ − 1
(A.4)
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µ = C1

T 3/2

T + C2

k = C3

T 3/2

T + C4

(A.5)

p = ρRT Pr =
cpµ

k
(A.6)

∂

∂t
(ρe) +

∂

∂x
(ρue) +

∂

∂y
(ρve) +

∂

∂z
(ρwe) + p

(

∂u

∂x
+

∂v

∂y
+

∂w

∂z

)

=

∂Q

∂t
−

(

∂qx

∂x
+

∂qy

∂y
+

∂qz

∂z

)

+ Φ

(A.7)

∂

∂x
(ρue) =

1

2

[

∂

∂x
(ρue) + ρu

∂e

∂x
+ e

∂ρu

∂x

]

(A.8)

∂

∂y
(ρve) =

1

2

[

∂

∂y
(ρve) + ρv

∂e

∂y
+ e

∂ρv

∂y

]

(A.9)

∂

∂z
(ρwe) =

1

2

[

∂

∂z
(ρwe) + ρw

∂e

∂z
+ e

∂ρw

∂z

]

(A.10)

q =

(

−k
∂T

∂x
,−k

∂T

∂y
,−k

∂T

∂z

)

(A.11)

∇ · q = −
[

∂k

∂T

(

∂T

∂x

)2

+ k
∂2T

∂x2
+

∂k

∂T

(

∂T

∂y

)2

+ k
∂2T

∂y2

+
∂k

∂T

(

∂T

∂z

)2

+ k
∂2T

∂z2

] (A.12)

Φ = µ

[

2

(

∂u

∂x

)2

+ 2

(

∂v

∂y

)2

+ 2

(

∂w

∂z

)2

+

(

∂v

∂x
+

∂u

∂y

)2

+

(

∂w

∂y
+

∂v

∂z

)2

+

(

∂u

∂z
+

∂w

∂x

)2

− 2

3

(

∂u

∂x
+

∂v

∂y
+

∂w

∂z

)2
] (A.13)
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Φ = µ

[

4

3

(

∂u

∂x

)2

+
4

3

(

∂v

∂y

)2

+
4

3

(

∂w

∂z

)2

+

(

∂v

∂x

)2

+

(

∂u

∂y

)2

+ 2

(

∂v

∂x

∂u

∂y

)

+

(

∂w

∂y

)2

+

(

∂v

∂z

)2

+ 2

(

∂w

∂y

∂v

∂z

)

+

(

∂u

∂z

)2

+

(

∂w

∂x

)2

+ 2

(

∂u

∂z

∂w

∂x

)

−4

3

(

∂u

∂x

∂v

∂y
+

∂v

∂y

∂w

∂z
+

∂w

∂z

∂u

∂x

)

]

(A.14)

A.3. Vector Form of Equations

Energy Equation not included in the matrix. Note :

∇ · (ρvv) =
∂

∂xi

(ρvivj) in j direction (A.15)

E =



























∂

∂x
(ρuu + p − τxx)

∂

∂x
(ρuv − τxy)

∂

∂x
(ρuw − τxz)

∂

∂x
(ρu)



























F =



























∂

∂y
(ρvu − τxy)

∂

∂y
(ρvv + p − τyy)

∂

∂y
(ρvw − τyz)

∂

∂y
(ρv)


























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G =



























∂

∂z
(ρwu − τxz)

∂

∂z
(ρwv − τyz)

∂

∂z
(ρww + p − τzz)

∂

∂z
(ρw)



























A.3.a. Skew Symmetric Formulation

∂

∂x
(ρuu) =

1

2

[

∂

∂x
(ρuu) + ρu

∂u

∂x
+ u

∂ρu

∂x

]

(A.16a)

∂

∂x
(ρuv) =

1

2

[

∂

∂x
(ρuv) + ρu

∂v

∂x
+ v

∂ρu

∂x

]

(A.16b)

∂

∂x
(ρuw) =

1

2

[

∂

∂x
(ρuw) + ρu

∂w

∂x
+ w

∂ρu

∂x

]

(A.16c)

∂

∂y
(ρvu) =

1

2

[

∂

∂y
(ρvu) + ρv

∂u

∂y
+ u

∂ρv

∂y

]

(A.16d)

∂

∂y
(ρvv) =

1

2

[

∂

∂y
(ρvv) + ρv

∂v

∂y
+ v

∂ρv

∂y

]

(A.16e)

∂

∂y
(ρvw) =

1

2

[

∂

∂y
(ρvw) + ρv

∂w

∂y
+ w

∂ρv

∂y

]

(A.16f)

∂

∂z
(ρwu) =

1

2

[

∂

∂z
(ρwu) + ρw

∂u

∂z
+ u

∂ρw

∂z

]

(A.16g)
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∂

∂z
(ρwv) =

1

2

[

∂

∂z
(ρwv) + ρw

∂v

∂z
+ v

∂ρw

∂z

]

(A.16h)

∂

∂z
(ρww) =

1

2

[

∂

∂z
(ρww) + ρw

∂w

∂z
+ w

∂ρw

∂z

]

(A.16i)

A.3.b. X Direction

∂

∂x
(ρuu) +

∂

∂y
(ρvu) +

∂

∂z
(ρwu) (A.17)

1

2

[

∂

∂x
(ρuu) + ρu

∂u

∂x
+ u

∂ρu

∂x

]

+
1

2

[

∂

∂y
(ρvu) + ρv

∂u

∂y
+ u

∂ρv

∂y

]

+
1

2

[

∂

∂z
(ρwu) + ρw

∂u

∂z
+ u

∂ρw

∂z

] (A.18)

A.3.c. Y Direction

∂

∂x
(ρuv) +

∂

∂y
(ρvv) +

∂

∂z
(ρwv) (A.19)

1

2

[

∂

∂x
(ρuv) + ρu

∂v

∂x
+ v

∂ρu

∂x

]

+
1

2

[

∂

∂y
(ρvv) + ρv

∂v

∂y
+ v

∂ρv

∂y

]

+
1

2

[

∂

∂z
(ρwv) + ρw

∂v

∂z
+ v

∂ρw

∂z

] (A.20)

A.3.d. Z Direction

∂

∂x
(ρuw) +

∂

∂y
(ρvw) +

∂

∂z
(ρww) (A.21)
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1

2

[

∂

∂x
(ρuw) + ρu

∂w

∂x
+ w

∂ρu

∂x

]

+
1

2

[

∂

∂y
(ρvw) + ρv

∂w

∂y
+ w

∂ρv

∂y

]

+
1

2

[

∂

∂z
(ρww) + ρw

∂w

∂z
+ w

∂ρw

∂z

] (A.22)

A.4. Viscous Terms

A.4.a. X Direction

−
[

∂τxx

∂x
+

∂τxy

∂y
+

∂τxz

∂z

]

(A.23)

Skip the negative sign and include it in the end.

=

[

∂

∂x

(

4µ

3

∂u

∂x
− 2µ

3

∂v

∂y
− 2µ

3

∂w

∂z

)

+
∂

∂y

(

µ
∂u

∂y
+ µ

∂v

∂x

)

+
∂

∂z

(

µ
∂w

∂x
+ µ

∂u

∂z

)]

(A.24)

A.4.a.i. Properties not constant

=
4

3

[

∂µ

∂T

∂T

∂x

∂u

∂x
+ µ

∂2u

∂x2

]

− 2

3

[

∂µ

∂T

∂T

∂x

∂v

∂y
+ µ

∂

∂y

(

∂v

∂x

)]

−2

3

[

∂µ

∂T

∂T

∂x

∂w

∂z
+ µ

∂

∂z

(

∂w

∂x

)]

+

[

∂µ

∂T

∂T

∂y

∂v

∂x
+ µ

∂

∂y

(

∂v

∂x

)]

+

[

∂µ

∂T

∂T

∂y

∂u

∂y
+ µ

∂

∂y

(

∂u

∂y

)]

+

[

∂µ

∂T

∂T

∂z

∂w

∂x
+ µ

∂

∂z

(

∂w

∂x

)]

+

[

∂µ

∂T

∂T

∂z

∂u

∂z
+ µ

∂

∂z

(

∂w

∂z

)]

(A.25a)

Final form of equations :
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=

[

4

3

(

∂µ

∂T

∂T

∂x

∂u

∂x

)

− 2

3

(

∂µ

∂T

∂T

∂x

∂v

∂y

)

− 2

3

(

∂µ

∂T

∂T

∂x

∂w

∂z

)]

+

[

µ
∂2u

∂y2
+ µ

∂2u

∂z2

]

+

[

∂µ

∂T

∂T

∂z

∂w

∂x
+

∂µ

∂T

∂T

∂z

∂u

∂z

]

+

[

4

3
µ

∂2u

∂x2
+

1

3
µ

∂

∂y

(

∂v

∂x

)

+
1

3
µ

∂

∂z

(

∂w

∂x

)]

+

[

∂µ

∂T

∂T

∂y

∂u

∂y
+

∂µ

∂T

∂T

∂y

∂v

∂x

]

(A.25b)

A.4.a.ii. Constant Properties

µ

[

4

3

∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

]

+
µ

3

∂

∂y

(

∂v

∂x

)

+
µ

3

∂

∂z

(

∂w

∂x

)

(A.26)

A.4.b. Y Direction

−
[

∂τxy

∂x
+

∂τyy

∂y
+

∂τyz

∂z

]

(A.27)

Skip the negative sign and include it in the end.

=

[

∂

∂x

(

µ
∂u

∂y
+ µ

∂v

∂x

)

+
∂

∂y

(

4µ

3

∂v

∂y
− 2µ

3

∂u

∂x
− 2µ

3

∂w

∂z

)

+
∂

∂z

(

µ
∂v

∂z
+ µ

∂w

∂y

)]

(A.28)
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A.4.b.i. Properties not constant

=

[

∂µ

∂T

∂T

∂x

∂u

∂y
+ µ

∂

∂y

(

∂u

∂x

)]

+

[

∂µ

∂T

∂T

∂x

∂v

∂x
+ µ

∂2v

∂x2

]

+
4

3

[

∂µ

∂T

∂T

∂y

∂v

∂y
+ µ

∂2v

∂y2

]

−2

3

[

∂µ

∂T

∂T

∂y

∂u

∂x
+ µ

∂

∂y

(

∂u

∂x

)]

− 2

3

[

∂µ

∂T

∂T

∂y

∂w

∂z
+ µ

∂

∂y

(

∂w

∂z

)]

+

[

∂µ

∂T

∂T

∂z

∂v

∂z
+ µ

∂

∂z

(

∂v

∂z

)]

+

[

∂µ

∂T

∂T

∂z

∂w

∂y
+ µ

∂

∂z

(

∂w

∂y

)]

(A.29a)

Final form of equations :

=

[

4

3

(

∂µ

∂T

∂T

∂y

∂v

∂y

)

− 2

3

(

∂µ

∂T

∂T

∂y

∂w

∂z

)

− 2

3

(

∂µ

∂T

∂T

∂y

∂u

∂x

)]

+

[

µ
∂2v

∂z2
+ µ

∂2v

∂x2

]

+

[

∂µ

∂T

∂T

∂z

∂v

∂z
+

∂µ

∂T

∂T

∂z

∂w

∂y

]

+

[

4

3
µ

∂2v

∂y2
+

1

3
µ

∂

∂y

(

∂u

∂x

)

+
1

3
µ

∂

∂z

(

∂w

∂y

)]

+

[

∂µ

∂T

∂T

∂x

∂u

∂y
+

∂µ

∂T

∂T

∂x

∂v

∂x

]

(A.29b)

A.4.b.ii. Constant Properties

µ

[

∂2v

∂x2
+

4

3

∂2v

∂y2
+

∂2v

∂z2

]

+
µ

3

∂

∂y

(

∂u

∂x

)

+
µ

3

∂

∂z

(

∂w

∂y

)

(A.30)

A.4.c. Z Direction

−
[

∂τxz

∂x
+

∂τyz

∂y
+

∂τzz

∂z

]

(A.31a)

Skip the negative sign and include it in the end.
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=

[

∂

∂x

(

µ
∂w

∂x
+ µ

∂u

∂z

)

+
∂

∂y

(

µ
∂v

∂z
+ µ

∂w

∂y

)

+
∂

∂z

(

4µ

3

∂w

∂z
− 2µ

3

∂u

∂x
− 2µ

3

∂v

∂y

)]

(A.31b)

A.4.c.i. Properties not constant

=

[

∂µ

∂T

∂T

∂x

∂w

∂x
+ µ

∂

∂x

(

∂w

∂x

)]

+

[

∂µ

∂T

∂T

∂x

∂u

∂z
+ µ

∂

∂z

(

∂u

∂x

)]

+

[

∂µ

∂T

∂T

∂y

∂v

∂z
+ µ

∂

∂z

(

∂v

∂y

)]

+

[

∂µ

∂T

∂T

∂y

∂w

∂y
+ µ

∂

∂y

(

∂w

∂y

)]

+
4

3

[

∂µ

∂T

∂T

∂z

∂w

∂z
+ µ

∂2w

∂z2

]

− 2

3

[

∂µ

∂T

∂T

∂z

∂u

∂x
+ µ

∂

∂z

(

∂u

∂x

)]

−2

3

[

∂µ

∂T

∂T

∂z

∂v

∂y
+ µ

∂

∂z

(

∂v

∂y

)]

(A.31c)

Final form of equations :

=

[

4

3

(

∂µ

∂T

∂T

∂z

∂w

∂z

)

− 2

3

(

∂µ

∂T

∂T

∂z

∂u

∂x

)

− 2

3

(

∂µ

∂T

∂T

∂z

∂v

∂y

)]

+

[

µ
∂2w

∂x2
+ µ

∂2w

∂y2

]

+

[

∂µ

∂T

∂T

∂x

∂w

∂x
+

∂µ

∂T

∂T

∂x

∂u

∂z

]

+

[

4

3
µ

∂2w

∂z2
+

1

3
µ

∂

∂z

(

∂u

∂x

)

+
1

3
µ

∂

∂z

(

∂v

∂y

)]

+

[

∂µ

∂T

∂T

∂y

∂v

∂z
+

∂µ

∂T

∂T

∂y

∂w

∂y

]

(A.31d)

A.4.c.ii. Constant Properties

µ

[

∂2w

∂x2
+

∂2w

∂y2
+

4

3

∂2w

∂z2

]

+
µ

3

∂

∂z

(

∂u

∂x

)

+
µ

3

∂

∂z

(

∂v

∂y

)

(A.32)
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A.5. Continuity Equation

∂ρ

∂t
+

∂

∂x
(ρu) +

∂

∂y
(ρv) +

∂

∂z
(ρw) = 0 (A.33)

A.6. Scalars

∂

∂t
(ρφ) +

∂

∂xi

(ρφui) =
∂

∂xi

(

D
∂φ

∂xi

)

(A.34)

∂

∂t
(ρφ)+

∂

∂x
(ρφu)+

∂

∂y
(ρφv)+

∂

∂z
(ρφw) =

∂

∂x

(

D
∂φ

∂x

)

+
∂

∂y

(

D
∂φ

∂y

)

+
∂

∂z

(

D
∂φ

∂z

)

(A.35)

∂

∂x
(ρφu) =

1

2

[

∂

∂x
(ρφu) + ρφ

∂u

∂x
+ u

∂ρφ

∂x

]

(A.36)

∂

∂y
(ρφu) =

1

2

[

∂

∂y
(ρφv) + ρφ

∂v

∂y
+ v

∂ρφ

∂y

]

(A.37)

∂

∂z
(ρφu) =

1

2

[

∂

∂z
(ρφw) + ρφ

∂w

∂z
+ w

∂ρφ

∂z

]

(A.38)

RHS = D
∂2φ

∂x2
+

∂D

∂T

∂T

∂x

∂φ

∂x
+ D

∂2φ

∂y2
+

∂D

∂T

∂T

∂y

∂φ

∂y
+ D

∂2φ

∂z2
+

∂D

∂T

∂T

∂z

∂φ

∂z
(A.39)

Constant Diffusivity:

RHS = D
∂2φ

∂x2
+ D

∂2φ

∂y2
+ D

∂2φ

∂z2
(A.40)
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A.6.a. Constant Mean Scalar Gradient

φ = 〈φ〉 + φ′ (A.41)

∂

∂t
(ρ 〈φ〉 + ρφ′) +

∂

∂xi

(ρ 〈φ〉ui + ρφ′ui) =
∂

∂xi

(

D
∂

∂xi

(〈φ〉 + φ′)

)

(A.42)

∂

∂t
(ρ 〈φ〉) +

∂

∂t
(ρφ′) +

∂

∂xi

(ρ 〈φ〉ui) +
∂

∂xi

(ρφ′ui) =
∂

∂xi

(

D
∂〈φ〉
∂xi

)

+
∂

∂xi

(

D
∂φ′

∂xi

)

(A.43)

∂

∂t
(ρφ′) +

∂

∂xi

(ρφ′ui) + ρ
∂〈φ〉
∂t

+ 〈φ〉 ∂ρ

∂t
+ 〈φ〉 ∂

∂xi

(ρui) + ρui
∂〈φ〉
∂xi

= RHS (A.44)

RHS =
∂

∂xi

(

D
∂〈φ〉
∂xi

)

+
∂

∂xi

(

D
∂φ′

∂xi

)

(A.45)

Constant Mean scalar gradient:
∂〈φ〉
∂t

= 0;
∂〈φ〉
∂xi

= const; (A.46)

Continuity:
∂ρ

∂t
+

∂

∂xi

(ρui) = 0; (A.47)

∂

∂t
(ρφ′) +

∂

∂xi

(ρφ′ui) = −ρui
∂〈φ〉
∂xi

+
∂〈φ〉
∂xi

∂D

∂T

∂T

∂xi

+
∂

∂xi

(

D
∂φ′

∂xi

)

(A.48)
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Compare the boxed Eqns. A.34 and A.48, then the “artificial forcing term” (only

in isotropic turbulence with no mean gradients) can be attributed to the terms :

∂〈φ〉
∂xi

∂D

∂T

∂T

∂xi

; −ρui
∂〈φ〉
∂xi

(A.49)

Final set of equations:

∂

∂t
(ρφ′) +

∂

∂xi

(ρφ′ui) = −ρui
∂〈φ〉
∂xi

+
∂〈φ〉
∂xi

∂D

∂T

∂T

∂xi

+
∂φ′

∂xi

∂D

∂T

∂T

∂xi

+ D
∂2φ′

∂xi
2

(A.50)
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