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ABSTRACT 

 

This dissertation proposes selective scheme of transmission line fault location by 

choosing between two different types of fault location algorithms depending on the 

availability of measurements.  

The first type is an accurate method to detect, classify and locate transmission line 

faults using synchronous samples of voltages and currents captured during fault transients 

from both ends of the transmission line of interest. The method is tested for several faults 

simulated on IEEE 118 bus test system and it has been concluded that it can detect and 

classify a fault using pre and post fault recorded samples within ½ of nominal frequency 

cycle of fault inception and locate fault with 3% accuracy. This time response performance 

is highly desirable since with the increasing use of modern circuit breakers which can open 

the faulty line in less than two cycles, the time window of the fault waveforms is 

significantly reduced due to the unavailability of measurement signals after breakers open. 

 The second type is a sparse measurement based fault location scheme using phasor 

measurements from different substations located in the vicinity where the fault has 

occurred and can be applied if the measurements are not available from any of the line 

ends. Fault resistance is one of the major sources of uncertainty in this type of transmission 

line fault location estimation. A correction scheme to reduce impact of fault resistance on 

sparse measurement method is proposed. 

 Both of the proposed schemes require power system model information, and in 

each case field captured measurements at different substations need to be integrated with  
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SCADA data recorded by remote terminal units to implement a system level transmission 

line fault location scheme. This requires a data processing solution which will correlate 

data and power system models expressed in different formats but having similar 

descriptions seamlessly, extract useful information from them automatically, and use such 

information in proposed fault location applications efficiently.  

A third contribution of this dissertation work is development of a unified 

representation of data and model, which allows seamless information exchange between 

different power system models and between data and models, thereby achieving 

interoperability and integration. This approach allows easy implementation of future fault 

location schemes with the same data used for the proposed schemes, as well as an easy 

addition of data from new intelligent electronic devices that may be used for the same 

algorithms in the future.  
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1. INTRODUCTION 

 

1.1. Background  

1.1.1. Transmission line fault location  

Transmission lines are generally exposed to several types of faults which are 

usually caused by random and unpredictable events such as lighting, short circuits, 

overloading, equipment failure, aging, animal/tree contact with the line, human intended or 

unintended actions, lack of maintenance etc. Protective relays, placed at both ends of a 

transmission line sense the fault immediately and isolate the faulted line by opening the 

associated circuit breakers. Faults may be temporary (fault is cleared after breaker re-

closing) or permanent (fault is not cleared even after several re-closing attempts). To 

restore service after permanent fault, an accurate location of the fault is highly desirable to 

help the maintenance crew find and repair the faulted line section as soon as possible.  

Though distance relays typically already have algorithms for fault location 

embedded in their design, and can determine the location in the fast and reliable ways, they 

cannot meet the need of accurate fault location under all circumstances. They may over-

reach or under-reach due to several unknown parameters, such as pre-fault loading, fault 

resistance, remote infeed etc.   

1.1.2. Survey of transmission line fault location methods 

Transmission line faults may be calculated either using power frequency 

components of voltage and current or higher frequency transients generated by the fault 

[1]-[3]. Phasor based methods use fundamental frequency component of the signal and 
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lumped parameter model of the line while time-domain based methods use transient 

components of the signal and distributed parameter model of the line. Both of these 

methods can be subdivided into another two broad classes within each category: a) one-end 

methods [4]-[9] where data from only one terminal of the transmission line is available and 

b) two-end methods [10]-[19] where data from both (or multiple) ends of the transmission 

line can be used. Two ended methods can use synchronized or unsynchronized phasor 

measurements, as well as synchronized or unsynchronized samples. 

Travelling wave based fault location approaches [20]-[22] use transient signals 

generated by the fault. They are based on the correlation between the forward and 

backward travelling waves along a line or direct detection of the arrival time of the waves 

at terminals.  

Impedance based methods, either phasor or time domain based, generally estimate 

the distance to fault as a function of total line impedance (considering transmission line as 

being homogeneous) using voltage and current measurements from single or multiple ends.  

One ended, impedance-based fault location methods are simple, fast and require 

only local measurement data. The simplest approach is a reactance-based method which 

measures the apparent impedance ignoring fault resistance and effect of load current. In 

this method the apparent impedance of the line is measured. This method works well for 

homogeneous systems subject to faults not involving significant fault resistance and load 

current. Large errors are introduced by remote-end current feed, load impedance, power 

transmission angle, and angle difference between line and source impedances. Algorithms 

reported in [4]-[7] extend simple reactance method by making assumptions to eliminate 
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effect of remote in feed and fault resistance. Algorithms reported in [8]-[9] estimate fault 

location for parallel transmission lines using data from one end.  

Two-end methods work on equalizing voltage of fault point from both ends of the 

line and fundamentally are more accurate than one end methods [10]. The calculations may 

be based on unsynchronized measurements from two ends [10]-[16]. References [11]-[13] 

use phasors and lumped parameter line model to compute location of fault. Reference [14] 

uses distributed parameter model of the line implementing the same approach as described 

in [11]. While all two end methods are essentially accurate they need extra communication 

for data synchronization. This can be overcome by fully utilizing the advantages of modern 

digital technologies and signal processing to estimate the synchronizing difference between 

both ends using nonlinear mathematical optimization [15]-[16]. Synchronized 

measurements were utilized in [17]-[19] making them more accurate and can be employed 

with current data capturing capability of IEDs. 

Each of the techniques requires very specific measurements from one or both 

(multiple) ends of the line to produce results with desired accuracy. However, availability 

of data may be a challenging issue. Digital fault recorders (DFRs) and other IEDs are 

generally placed in critical substations and therefore in some cases it is not possible to get 

recorded measurements from both or any end of the faulty line if this source of data is 

used. Although protective relays exist on every transmission line, some of them may still 

be electromechanical and they do not have capability to record measurements. Sometimes, 

not all the DFRs installed may be triggered by a fault. Therefore neither two- nor one-end 
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methods can always be applied. In such cases some unconventional techniques based on 

wide area measurements may have to be used [23]-[24].  

On the other hand, performance of transmission line fault location algorithms 

depends on several factors [2] and thus analysis of sensitivity of fault location output with 

those factors is very crucial to estimate the accuracy of the output. 

1.1.3. Need for interoperability and integration of data and model used in fault location 

implementation 

Traditionally, in a substation, remote terminal units (RTUs) acquire analog and 

digital measurements (bus voltages, branch flows, frequency, breaker status, transformer 

tap position etc), collectively called supervisory control and data acquisition SCADA 

measurements, which are sent to the energy management systems (EMS) in every two to 

ten seconds. With the rapid advancement of technology, other intelligent electronic devices 

(IEDs) besides RTUs are now widely used in substations. These computer-based devices 

can record and store a huge amount of data (both operational and non-operational) with a 

periodicity depending upon the intended purpose of the device. For example, digital fault 

recorders (DFRs) only capture data during occurrence of a fault whereas phasor 

measurement units (PMUs) take continuous time-synchronized data with high sampling 

rates. Such devices are typically characterized with sampling rates much higher than what 

is found in RTUs and with much higher accuracy. Thus a great amount of data is recorded, 

which if used properly can become a great benefit for the EMS operators when trying to 

predict, monitor and post-mortem analyze power system events. 
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Digital fault recorders (DFRs), generally placed in critical substations will be 

automatically triggered due to occurrence of an event like fault and will record 

corresponding current, voltage and status signals. These recorded quantities can be used 

along with the data collected by SCADA to predict the location of transmission line fault 

more accurately. But as these IEDs are not placed in ends of every line, in some cases it is 

not possible to get recorded measurements from both or any end of the faulty line if this 

source of data is used. Although protective relays exist on every transmission line, some of 

them may still be electromechanical and they do not have capability to record 

measurements. Sometimes, not all the DFRs installed may be triggered by a fault. 

Therefore neither two- nor one-end methods can always be applied. In such cases some 

unconventional techniques based on wide area measurements may have to be used [23]-

[24].  

Transmission line fault location requires both power system model information and 

field data captured at different substations. With rapid deployment of IEDs in most of the 

substations, the number of data capture points significantly increased which may result in 

increased information and analytical capabilities if properly used. Presence of different 

types of models (detailed node-breaker representation vs. less detailed bus-branch 

representation), different types of data captured (continuous data scans vs. data captured 

triggered by an event) by different devices of different vendors hinder interoperability and 

integration of field data with power system model information. Therefore a solution to 

achieve interoperability of data and model is also required.  



 

6 

 

1.2. Proposed research 

Considering all the factors stated, transmission line fault location scheme should 

have the following characteristics: 

 Appropriately choose suitable algorithm depending on the availability of data 

 Reduce sensitivity to different factors affecting estimation of distance to fault 

 Properly use all available data and model through interoperability and integration 

A transmission line fault location scheme is required to deal with the above 

mentioned characteristics. It should be capable of enhancing fault location estimation 

accuracy by selecting proper fault location algorithm depending on the availability and 

location of recorded data as well as network topology and circumstances surrounding 

faults. It should also be improving the selected algorithm by minimizing sensitivity to 

several factors. A unified representation of data and model to reduce number of mappings 

between them and correlate different types of data and model without any user intervention 

is needed for successful implementation of the scheme.  

Therefore the proposed solution needs to first integrate all relevant types of data 

and model seamlessly and then choose proper algorithm depending on the availability of 

data (data from two ends will lead to synchronized sampling based fault location while 

data from one will lead to reduced-accuracy algorithm, and no data from any end will lead 

to sparse measurement based fault location). A spline interpolation technique may be 

introduced to improve performance of synchronized sampling based fault location under 

low sampling frequency and a fault resistance sensitivity correction scheme will be studied 

to deal with unknown fault resistance in sparse measurement based fault location method. 
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The objective proposed are: 

 Develop a methodology for fault location under limited available data  

 Develop a methodology for fault location under fully available data 

 Develop a unified representation of data and model for transmission line fault 

location implementation featuring 

o Integration of synchronous and asynchronous measurements 

o Handling node/breaker and bus/branch models seamlessly 

A smart scheme to locate transmission line faults is proposed which is capable of 

using different fault location algorithms depending on the availability and location of 

recorded data as well as network topology and circumstances surrounding faults.  

The transmission line fault location scheme is shown in the following flowchart 

(Figure 1.1). The method first accumulates power system model and data information, 

integrates them and prepares a unified representation of data and model as addressed in 

section 5 thereby achieving interoperability and integration of huge amount of recorded 

data by IEDs and SCADA and power system models. Now the method selects an 

appropriate algorithm depending (described in section 2 and section 3) on availability of 

measurements.  
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Figure 1.1 Transmission line fault location scheme. 

 

 

 

1.3. Organization of the dissertation 

This dissertation is organized as follows. Section 2 describes transmission line fault 

detection, classification and location method using synchronous samples of voltage and 

currents measured at both ends of the line. Under limited availability of measurements a 

sparse measurement based fault location method which is least sensitive to fault resistance 

impact is proposed in section 3. Section 4 discusses the need for interoperability and 

integration of data and model. A unified representation of data and model is proposed in 

section 5. Section 6 concludes the dissertation.  
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1.4. Conclusions 

Accurate estimation of transmission line fault location under availability and origin 

of recorded data and prevailing system conditions is required. An intuitive approach is 

proposed which can choose between two different algorithms depending on availability of 

data: (1) two end synchronous sampling based fault location and (2) sparse measurement 

based fault location with resistance sensitivity correction. Implementation of these methods 

requires interoperable solution of integrated recorded data and power system model 

information. To achieve this a unified representation of data and model is proposed. 
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2. FAULT LOCATION WITH FULL DATA: TWO END SYNCHRONIZED 

SAMPLING METHOD 

 

2.1. Background 

Nowadays transmission lines are expected to operate close to their power transfer 

limits, which may increase the number of cascading outages when faults occur during high 

loading. Quick fault analysis to facilitate timely restoration of service is a desirable self-

healing feature. A fault analysis tool should be able to detect, classify and locate fault 

event by automatically interpreting recorded transients captured during relay trip operation.  

Several fault analysis methods either as a complete tool or as separate fault 

detection, classification and location functions are described in literature.  

Early fault detection and classification techniques were based on changes on 

voltages, currents and impedances with respect to some preset values to identify fault types 

[25]-[26]. In the last two decades, different Artificial Neural Network (ANN) and Fuzzy 

based methods were introduced for fault detection and classification [27]-[29]. In general, 

irrespective of wide range of operating conditions (varying system loading, fault 

resistance, fault inception instance, etc.), ANN based methods have been successful in 

detecting and classifying the faults, but they need a huge amount of training cases to 

achieve a good performance. A combination of fuzzy set and wavelet transform method 

based on line current [30], while it uses simple fuzzy rules even in case of complex 

networks, it can’t classify all types of faults. In [31], a setting-free two-end method 

compares the direction of power measured at two ends and detects and classifies fault 
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using established rules. Though the method is a setting-free one, calculating the average 

value of power will cause delay in operation of the method, which can be considered as a 

major drawback if relay operation has to be corrected immediately.  

Transmission line fault location methods either use power frequency components 

of voltage and current or higher frequency transients generated by the fault [1]-[2]. All 

these methods can be subdivided depending upon the availability of recorded data: one-end 

methods [5]-[9] where data from only one terminal of the transmission line is available and 

two-end methods [14]-[18] where data from both (or multiple) ends of the transmission 

line can be used. Two ended methods can use synchronized or unsynchronized phasor 

measurements or samples. These methods are suitable for off-line analysis but require 

better computational performance to be used for on-line analysis.  

A typical fault analysis tool [32]-[35] performs fault detection, classification and 

location as a total package. In [32], fault detection and classification requires some pre-set 

thresholds and fault location is based on less accurate lumped parameter model. In [33], a 

method that implements a fault detection and classification based on Fuzzy ART neural 

network needs significant training beforehand. Fault location approach introduced in [33] 

is very accurate but requires high sampling rate for input data. Methods introduced in [34]-

[35] are based on data captured using phasor measurement unit (PMU) and therefore still 

depend on phasor calculation, which can cause delay in obtaining results.  

An accurate fault analysis tool based on two end synchronous samples is required 

which is transparent to different types of transmission line configurations, does not require 

any threshold to detect fault, use a very short span of post fault measurements. 
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An automated fault analysis tool that overcomes time response and accuracy 

shortcomings of the previous methods is proposed in this section. It utilizes synchronized 

samples captured during transients from both ends of the transmission line to detect, 

classify and locate transmission line faults and hence verify whether the line was healthy or 

faulty at the time of relay operation. The proposed method is tested for several faults 

simulated on IEEE 118 bus test system and it has been concluded that it can detect and 

classify a fault using pre and post fault recorded samples within ½ of nominal frequency 

cycle of fault inception and accurately locate fault with 3% accuracy. This time response 

performance is highly desirable since with the increasing use of modern circuit breakers 

which can open the faulty line in less than two cycles, the time window of the waveforms 

is significantly reduced due to the unavailability of measurement signals after breakers 

open. 

2.2. Fault detection and classification 

To detect and classify a fault the proposed method compares the change of 

direction of instantaneous powers on all three phases computed at two ends of a 

transmission line using synchronized voltage and current samples measured at both ends. 

The method has a significant advantage over the method proposed in [31] as computing 

instantaneous power does not need any averaging and therefore the samples captured can 

be used directly. 

In Figure 2.1, 1 1( ), ( )V t I t represents voltage and current measured at one end (Bus 1) 

of the line at instant t. Similarly 2 2( ), ( )V t I t represents voltage and current measured at 
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other end (Bus 2) of the line at same instant t. Currents are measured in the assumed 

direction shown in Figure 2.1. All voltage and currents are single phase quantities.  

Voltage and currents at bus 1 are shown in ( 2.1 ) and ( 2.2 ), 

 1 1( ) cosmV t V t  ( 2.1 ) 

  1 1 1( ) cosmI t I t    ( 2.2 ) 

where 

1mV : Maximum value of voltage 

1mI : Maximum value of voltage 

 : Angular frequency 

1 : Phase angle between 1( )V t  and 1( )I t  

Instantaneous power at bus 1 ( 2.3 ), 
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       cos 2 1 cos sin 2 sin

m m

m m

m m

m m

P t V t I t

V I t t

V I
t

V I
t t

P t P t

  

  

    

   

 

 

    

  

  

 
( 2.3 ) 

Voltage and currents at bus 2 are shown in ( 2.4 ) and ( 2.5 ), 

  2 2( ) cosmV t V t    ( 2.4 ) 

  2 2 2( ) cosmI t I t      ( 2.5 ) 

where 

2mV : Maximum value of voltage 
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2mI : Maximum value of voltage 

2 : Phase angle between 
2 ( )V t  and 2 ( )I t  

 : Phase angle difference between bus 1 and bus 2 

Instantaneous power at bus 2 ( 2.6 ), 

    

    

2 2 2

2 2 2

2 2 2 2

( ) ( ) ( )

       cos cos

       cos 2 1 cos sin 2 sin

m m

m m

P t V t I t

V I t t

P t P t

    

     

 

   

    

 ( 2.6 ) 

Now with the assumed direction of currents, magnitude of 2 ( )I t is negative before 

fault and positive after fault.  

For unfaulted situation instantaneous powers are shown in ( 2.7 ) and ( 2.8 ): 

  1 1 1 1 1( ) cos2 1 cos sin 2 sinu u u u u

m mP t P t P t       ( 2.7 ) 

     2 2 2 2 2( ) cos2 1 cos sin 2 sinu u u u u

m mP t P t P t            ( 2.8 ) 

After fault, instantaneous powers are shown in ( 2.9 ) and ( 2.10 ): 

  1 1 1 1 1( ) cos2 1 cos sin 2 sinf f f f f

m mP t P t P t       ( 2.9 ) 

     2 2 2 2 2( ) cos2 1 cos sin 2 sinf f f f f

m mP t P t P t           ( 2.10 ) 

 

 

 

 

Figure 2.1 Transmission line with two-end measurements. 
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If both before fault and after fault power factor angles are lagging i.e.

1 2 1 20, 0; 0, 0u u f f       , then the following inequalities should be satisfied: 

( 2.11 ) shows the before fault condition:  

 1 2( ) 0, ( ) 0u uP t P t   ( 2.11 ) 

( 2.12 ) shows the after fault condition: 

 1 2( ) 0, ( ) 0f fP t P t   ( 2.12 ) 

If before fault power factor angles are leading and after fault power factor angles 

are lagging i.e. 
1 2 1 20, 0; 0, 0u u f f       , then the following inequalities should be 

satisfied:  

( 2.13 ) shows the before fault condition:  

 

1 ( ) 0uP t  if   1 1cos2 1 cos sin 2 sinu ut t      

2 ( ) 0uP t  if     2 2cos2 1 cos sin 2 sinu ut t          

( 2.13 ) 

( 2.14 ) shows the after fault condition: 

 1 2( ) 0, ( ) 0f fP t P t   ( 2.14 ) 

This can be shown in all combinations of lagging and leading power factor angles 

before and after fault, 1 2( ) 0, ( ) 0u uP t P t   and 1 2( ) 0, ( ) 0f fP t P t  if one or some of the 

inequalities ( 2.15 )-( 2.18 ) are true. 

   1 1cos2 1 cos sin 2 sinu ut t      ( 2.15 ) 

     2 2cos2 1 cos sin 2 sinu ut t          ( 2.16 ) 

   1 1cos2 1 cos sin 2 sinf ft t      ( 2.17 ) 

     2 2cos2 1 cos sin 2 sinf ft t          ( 2.18 ) 
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Under small values of power factor angles, all of the inequalities ( 2.15 )-( 2.18 ) 

are satisfied. In general in transmission systems, before fault power factor angles are very 

small and after fault they are lagging, which is sufficient to conclude 1 2( ) 0, ( ) 0u uP t P t   

and 1 2( ) 0, ( ) 0f fP t P t  . 

Therefore, this is a unique feature of instantaneous power under different types of 

faults which helps detect and classify faults without using any threshold. This feature is 

observed only on the faulted phases. 

In the following sections how this concept can be used to detect and classify 

different types of faults will be shown.  

2.2.1. Single phase to ground fault 

In case of single phase to ground fault ('ag'), plot of 1( )P t and 2 ( )P t with respect to 

time is shown in Figure 2.2(a-c). Right after the fault inception (0.02 sec), 

1 2( ) 0, ( ) 0f f

a aP t P t   in phase 'a' while for the other two phases

1 2 1 2( ) 0, ( ) 0; ( ) 0, ( ) 0f f f f

b b c cP t P t P t P t    .  

To represent this feature mathematically, signum function is used, which is defined 

as ( 2.19 ): 

  

1,   0

sgn   0,   0

  1,   0

x

x x

x

 


 
 

 ( 2.19 ) 

 1sgn ( )P t and  2sgn ( )P t  are calculated for each phase and the difference 

   1 2sgn( ) sgn ( ) sgn ( )P t P t P t   for each phase are plotted in Figure 2.2(d-f).  
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Figure 2.2 (a-c): 1( )P t and 2 ( )P t with respect to time for 'ag' fault; (d-f): sgn( )P t with 

respect to time for 'ag' fault. 
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sgn( )P t  should be 0, but due to transients and noise present in the measurements, some 

outliers are present. It is clear from Figure 2.2(d-f) that on phase 'a' sgn( )P t becomes 

almost zero after fault while the other phases remain unchanged. The instant this change 
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check whether at least 90% (due to presence of outliers) of sgn( )P t are zero, which 

indicates the instant faulted phase (phase 'a' here) experienced a fault. 

2.2.2. Phase faults 

Phase-to-phase fault 

In case of phase-to-phase fault ('ab'), plot of 1( )P t and 2 ( )P t with respect to time is 

shown in Figure 2.3(a-c).  

 

 

 

 

 

Figure 2.3 (a-c): 1( )P t and 2 ( )P t  with respect to time for 'ab' fault; (d-f): sgn( )P t with 

respect to time for 'ab' fault. 
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Right after the fault inception (0.02 sec), 1 2( ) 0, ( ) 0f f

a aP t P t  in phase 'a' and 

1 2( ) 0, ( ) 0f f

b bP t P t   in phase 'b' while 1 2( ) 0, ( ) 0f f

c cP t P t  in phase “c”. Plot of 

difference of sgn(), sgn( )P t with respect to time is shown in Figure 2.3(d-f). It is clear that 

after fault, sgn( )P t is almost zero for both phases 'a' and 'b'.  

Therefore we can use the same logic used for single phase to ground fault to detect 

fault in phase-to-phase faults. 

Phase-to-phase-to-ground fault 

In case of phase-to-phase-to-ground fault ('abg'), plot of 1( )P t and 2 ( )P t with respect 

to time is shown in Figure 2.4(a-c). Plot of sgn( )P t with respect to time is shown in Figure 

2.4(d-f). Both of the plots show exactly the similar behavior as of phase-to-phase fault 

('ab'). 

As in phase-to-phase-to-ground fault, significant amount of zero sequence current 

will be present, it can be used as a classification feature between phase-to-phase and phase-

to-phase-to-ground faults.  

We define zero sequence current factors for each phase as ( 2.20 )-( 2.22 ): 

 
03 ( )

( )
a

a

I t
F

I t
  ( 2.20 ) 

 
03 ( )

( )
b

b

I t
F

I t
  ( 2.21 ) 

 
03 ( )

( )
c

c

I t
F

I t
  ( 2.22 ) 

Where 03 ( ) ( ) ( ) ( )a b cI t I t I t I t    
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Figure 2.4 (a-c): 1( )P t and 2 ( )P t with respect to time for 'abg' fault; (d-f): sgn( )P t with 

respect to time for 'abg' fault. 
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     (a)                                                                                           (d) 

 

     (b)                                                                                           (e) 

  

     (c)                                                                                           (f) 

 

Figure 2.5 (a-c): Zero sequence current factors for 'ab' fault; (d-f): Zero sequence current 

factors for 'abg' fault. 
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Figure 2.6 (a-c): 1( )P t and 2 ( )P t with respect to time for 'abc' fault; (d-f): sgn( )P t with 

respect to time for 'abc' fault. 
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with respect to time is shown in Figure 2.7(d-f). From Figure 2.7 it is clear that the line is 

not faulted. 

2.2.5. Faults on adjacent line 

To verify that the method is not influenced by faults on adjacent line, an 'ag' fault is 

applied on an adjacent line and plot of 
1( )P t and 

2 ( )P t  with respect to time is shown in 

Figure 2.8(a-c). Plot of sgn( )P t with respect to time is shown in Figure 2.8(d-f). From 

Figure 2.8 it is clear that the line of interest is not influenced by faults on adjacent line. 

 

 

 

 

 

Figure 2.7 (a-c): 1( )P t and 2 ( )P t with respect to time for load level change; (d-f): sgn( )P t

with respect to time for load level change. 
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Figure 2.8 (a-c): 1( )P t and 2 ( )P t with respect to time for adjacent line; (d-f): sgn( )P t with 

respect to time for adjacent line. 
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direction, unless the current from weak infeed is exact zero it is applicable. Therefore this 

method is not applicable to radial distribution systems. 

2.2.7. Faults on parallel lines 

Detection and classification of faults occurring on parallel lines (Figure 2.10) either 

single line fault or cross-line fault is very difficult due to presence of mutual coupling. If 

synchronous voltage and current measurements at both ends of the parallel lines are 

available, we can apply the proposed method to detect and classify fault. 

 

 

 

 

 

Figure 2.9 (a-c): 1( )P t and 2 ( )P t with respect to time for weak infeed case; (d-f): sgn( )P t

with respect to time for weak infeed case. 
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Figure 2.10 Parallel transmission line. 

 

 

 

 

 

 

Figure 2.11 (a-c): sgn( )P t with respect to time for 'ag' fault on line-1; (d-f): sgn( )P t with 

respect to time for 'ag' fault on line-2. 
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Figure 2.11(a-c) shows plot of sgn( )P t with respect to time for one of the lines 

(line 1) and Figure 2.11(d-f) shows the same for the other line (line 2) for ag fault on the 1
st
 

line. It can be concluded that only one line is faulted and the other not and the fault type is 

'ag' fault. For cross-line faults, both lines will be detected as faulted. 

2.2.8. Faults on three terminal lines 

A three terminal line configuration application, which is really important from 

protection and fault detection point of view, is discussed. As demonstrated below, the 

proposed method is able to identify and classify the faults which occur inside the three 

terminal lines.  

 

 

 
Figure 2.12 Transmission line with 3 end measurements. 

 

 

 

 

According to Figure 2.12, by using only measurements for bus 1 and bus 2, the 

proposed method successfully detects and classifies the faults which occur inside the three 

terminal lines. As an example, a phase-to-phase-to-ground fault inserted at the middle of 

section 3-4 with 20 ohm fault resistance. Plot of 1( )P t and 2 ( )P t  with respect to time is 
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shown in Figure 2.13(a-c). Right after the fault inception (0.02 sec), 
1( )P t and 

2 ( )P t  in both 

phase 'a' and 'b' are in the same direction while that of c phase remains unchanged. Plot of 

sgn( )P t with respect to time is shown in Figure 2.13(d-f). It is clear that after fault 

sgn( )P t is almost zero for phase 'a' and 'b'. 

 

 

 

 

 

Figure 2.13 (a-c): 1( )P t and 2 ( )P t with respect to time for 'abg' fault on line-3-4; (d-f): 

sgn( )P t with respect to time for 'abg' fault on line-3-4. 
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2.3. Fault location 

Once fault detection scheme detected a fault in a line, synchronized sampling based 

fault location scheme, originally proposed in [18] is used to locate exact location of the 

fault using fault detection and classification outputs. The fault location method in [18] 

requires high sampling of data and yet the method used for fault detection and 

classification requires lower sampling rate. A spline interpolation technique [36] is used to 

introduce samples in between two adjacent samples of original voltage and current 

waveforms, thereby increasing sampling rate for input data.  

A segment x of transmission line is shown in Figure 2.14. 

 

 

 

Figure 2.14 Transmission line segment of length x . 

 

 

   

Transmission line partial differential equations are ( 2.23 )-( 2.24 ): 

 
 

 
 , ,

,
v x t i x t

Ri x t L
x t

 
  

 
 ( 2.23 ) 

 
 

 
 , ,

,
i x t v x t

Gv x t C
x t

 
  

 
 ( 2.24 ) 
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 ,v x t and  ,i x t are the instantaneous voltage and current at any point X along the 

line, at distance x from one end of the line.  

These hyperbolic partial differential equations are solved using method of 

characteristics [37]. The transmission line equations are transformed into an equivalent set 

of ordinary differential equations. These ordinary differential equations apply only in 

certain directions in the  ,x t plane, known as characteristic directions. 

Let us define Characteristics impedance C

L
Z

C
  and propagation constant 

LC   

Multiplying ( 2.24 ) by CZ and adding with ( 2.23 ), ( 2.25 ) is obtained 

  C Cv Z i Ri GZ v
x t


  
     

  
 ( 2.25 ) 

Multiplying ( 2.24 ) by CZ and subtracting from ( 2.23 ), ( 2.26 ) is obtained 

  C Cv Z i Ri GZ v
x t


  
     

  
 ( 2.26 ) 

Considering the function  ,f x t ,  

 
df f dt f dt

f
dx x dx t x dx t

    
    
    

 ( 2.27 ) 

From ( 2.27 ), a
x t

  
 

  
can be treated as a differential operator which gives total 

derivative of  ,f x t with respect to x in direction of 
dt

a
dx

 in the  ,x t plane. 

Therefore the set of ordinary differential equations are obtained ( 2.28 )-( 2.29 ): 
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  C C C

d dv di
v Z i Z Ri GZ v

dx dx dx
       along 

dt

dx
   ( 2.28 ) 

  C C C

d dv di
v Z i Z Ri GZ v

dx dx dx
       along 

dt

dx
   ( 2.29 ) 

Figure 2.15 shows the ordinary differential equations ( 2.28 )-( 2.29 ) in  ,x t

plane.  

 

 

 

Figure 2.15 Set of ordinary differential equations in  ,x t  plane. 

 

 

 

Let us define distance segment,
1j jx x x     is the distance that the wave travels 

with a sampling time step, 1 1k k k kt t t t t      where k is the present sample point; 

t x   . 

Points , ,p s r are defined in  ,x t plane:      , , 1, 1 , 1, 1p j k s j k r j k       . 
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From ( 2.28 ) 

 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2 2
C C

v p v s i p i s i p i s v p v s
Z R GZ

x x

          
          

        
 ( 2.30 ) 

From ( 2.29 ) 

 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2 2
C C

v r v p i r i p i r i p v r v p
Z R GZ

x x

          
          

        
 ( 2.31 ) 

Adding ( 2.30 ) and ( 2.31 ) 

      
1 1

1 ( ) ( ) ( ) ( )
2 2 4 4 2C C C

R x R x G x
i p i r i s v r v s

Z Z Z

       
           

     
 ( 2.32 ) 

Subtracting ( 2.31 ) from ( 2.30 ) 

      
1

1 ( ) ( ) ( ) ( )
2 4 2 2 4

C C CGZ x Z GZ xR x
v p i r i s v r v s

      
           

     
 ( 2.33 ) 

Assuming 0G  , equations ( 2.32 ) and ( 2.33 ) can be rewritten as: 

 

      

    

1
1 , 1, 1 1, 1

2 2 4

1
1, 1 1, 1

2

C C

C

R x R x
i j k i j k i j k

Z Z

v j k v j k
Z

    
          

   

     

 ( 2.34 ) 

 

      

    

, 1, 1 1, 1
4 2

1
1, 1 1, 1

2

CZR x
v j k i j k i j k

v j k v j k

 
       
 

     

 ( 2.35 ) 

Since the explicit form of fault location cannot be obtained, an indirect approach is 

used to calculate the final fault location as described in the following steps: 

1.  Discretize the line into equal segments with length of x and build voltage profile 

for each point calculating from sending end and receiving end respectively 
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2.  Locate the approximate fault point by finding the point that has the minimum 

square of voltage difference calculated from both ends 

3.  Build a short line model surrounding the approximate fault point, and refine fault 

location using the algorithm based on lumped line parameters. 

As the fault location method is based on distributed parameter line model, it 

requires very high sampling rates for voltage and current signals. Since the fault detection 

and classification method does not require high sampling rates, spline interpolation 

technique is used between input samples to achieve higher sampling rate appearance for 

fault location application.  

2.4. Implementation 

Flowchart for the proposed method is shown in Figure 2.16. The method is initiated 

after a relay trips a line. Synchronized voltage and current measurements from both ends of 

the line are gathered. Depending on the configuration of the line (single or parallel), 

instantaneous powers at both ends and sgn( )P t are calculated for all the phases for the 

single line or both of the parallel lines. If for parallel lines sgn( ) 0P t  in ½ of nominal 

frequency cycle moving window for both the lines then it is cross-line or inter-circuit fault, 

if sgn( ) 0P t  for only one line of the parallel lines, fault is single-line fault, and if 

sgn( ) 0P t  there is no fault. If there is any fault on parallel lines, classification procedure 

will be same as single line case. For single line, if sgn( ) 0P t   for all phases, fault type is 

three phase fault, else if sgn( ) 0P t   for two phases, we check for phase-phase-to-ground 

fault by computing zero sequence current factors and if those factors are much more than 

zero, then the fault is double-phase-to-ground fault. Otherwise it is phase-to-phase fault. If 



 

34 

 

sgn( ) 0P t  for only one phase, then fault type is single-phase-to-ground fault and 

otherwise there is no fault. 

After fault is detected and classified, fault location subroutine is performed as 

described in section 2.3. 

 

 

Figure 2.16 Flowchart of the proposed fault detection, classification and location scheme. 
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2.5. Test results 

2.5.1. Fault scenarios  

The IEEE 118 bus test system is modeled in ATP [38] and different types of faults 

under different conditions are simulated and synchronized voltage and current signal 

samples pre and post fault at both ends of the line are used to verify the algorithm. The 

sampling rate for voltage and current measurements is 1 kHz. COMTRADE files generated 

from ATP are used to verify the developed methods. The transmission lines considered for 

different fault scenarios creation are shown in Table 2.1. 

Fault location error is defined as: Percentage error in fault location estimate based 

on the total line length: e (error) = (instrument reading – exact distance to the fault) / total 

line length. Instrument reading corresponds to the calculated location here. 

 

 

Table 2.1 Lines considered for fault scenarios: IEEE 118 bus test system 

 
Case # From Bus To Bus Length (miles) Voltage (kV) 

1 30 38 165 345 

2 54 49 124 138 

3 16 12 36 138 

4 82 83 17 138 

5 8 30 154 345 

 

 

2.5.2. Results for IEEE 118 bus test system  

Results from the fault detection simulation on line 30-38 of the IEEE 118 bus 

system (case 1 in Table 2.1), are presented below. Results of remaining cases are provided 

in Appendix B (case 2 in Table B.1, case 3 in Table B. 2, case 4 in Table B.3 and case 5 in 

Table B.4). 



 

36 

 

Changing fault distance and fault resistance  

Distance to fault from one end of a line is changed to 5%, 20% and 50% of the line 

length with fault resistance changes 0, 20 and 100. Table 2.2 provides the summary 

of the results for different types of fault under varying fault distance and resistance. The 

proposed method detects and classifies fault using ½ of nominal frequency cycle data 

window after fault inception on the post fault data. Fault location accuracy is within 3% 

except for one case. 

 

Table 2.2 Summary of fault detection & classification with varying fault distance and fault 

resistance (IEEE 118 system: Case 1) 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ag 

8.28   

(5%) 

0 0 0.02 

ag 0.022 2 - - 

33.13 

(20%) 
ag 0.022 2 33.84 0.43 

82.84 

(50%) 
ag 0.022 2 82.70 0.09 

8.28   

(5%) 

20 0 0.02 

ag 0.022 2 - - 

33.13 

(20%) 
ag 0.024 4 33.84 0.43 

82.84 

(50%) 
ag 0.022 2 82.70 0.09 

8.28   

(5%) 

100 0 0.02 

ag 0.022 2 9.14 0.52 

33.13 

(20%) 
ag 0.022 2 33.82 0.41 

82.84 

(50%) 
ag 0.022 2 82.70 0.09 

ab 

8.28   

(5%) 

0 0 0.02 

ab 0.027 7 12.02 2.26 

33.13 

(20%) 
ab 0.023 3 33.26 0.08 

82.84 

(50%) 
ab 0.023 3 82.52 0.19 
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Table 2.2 Continued 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

abg 

8.28   

(5%) 

0 0 0.02 

abg 0.027 7 12.02 2.26 

33.13 
(20%) 

abg 0.023 3 33.26 0.08 

82.84 

(50%) 
abg 0.023 3 82.52 0.19 

8.28   
(5%) 

20 0 0.02 

abg 0.023 3 10.06 1.08 

33.13 

(20%) 
abg 0.023 3 33.54 0.24 

82.84 
(50%) 

abg 0.023 3 82.54 0.18 

8.28   

(5%) 

100 0 0.02 

abg 0.023 3 10.73 1.48 

33.13 
(20%) 

abg 0.023 3 33.06 0.05 

82.84 

(50%) 
abg 0.023 3 82.46 0.23 

abc 

8.28   
(5%) 

0 0 0.02 

abc 0.024 4 - - 

33.13 

(20%) 
abc 0.024 4 37.62 2.71 

82.84 
(50%) 

abc 0.023 3 83.90 0.64 

8.28   

(5%) 

20 0 0.02 

abc 0.023 3 8.07 0.13 

33.13 

(20%) 
abc 0.023 3 38.01 2.94 

82.84 

(50%) 
abc 0.023 3 82.83 0.004 

8.28   

(5%) 

100 0 0.02 

abc 0.023 3 13.12 2.92 

33.13 

(20%) 
abc 0.023 3 45.03 7.18 

82.84 

(50%) 
abc 0.023 3 82.61 0.14 

 

 

 

Under high fault resistance  

Table 2.3 shows the summary of the results of single line to ground faults under 

very high fault resistance. High resistance fault cases are extremely rare for other fault 

types. 
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Table 2.3 Summary of fault detection & classification for high fault resistance (IEEE 118 

system: Case 1) 

 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Actual Fault 

Inception 

Time (s) 

Calculated 

Fault 

Inception 

Time (s) 

Time to detect 

(ms) 

Calculated 

Fault 

Location 

(mi) 

Fault 

Location 

% Error 

8.28 (5%) 

200 0.02 

0.024 4 9.09 0.49 

33.13 (20%) 0.024 4 33.79 0.4 

82.84 (50%) 0.024 4 82.71 0.08 

8.28 (5%) 

500 0.02 

0.023 3 9.02 0.45 

33.13 (20%) 0.024 4 33.73 0.36 

82.84 (50%) 0.024 4 82.74 0.06 

8.28 (5%) 

1000 0.02 

0.022 2 8.98 0.42 

33.13 (20%) 0.022 2 33.66 0.31 

82.84 (50%) 0.022 2 82.78 0.04 

8.28 (5%) 

10000 0.02 

0.022 2 8.93 0.39 

33.13 (20%) 0.022 2 33.38 0.15 

82.84 (50%) 0.022 2 82.79 0.03 

 

 

 

Changing fault inception angle  

Fault inception angle in degrees is changed to 0, 40, 80, 120 and 160. Table 

2.4 provides the summary of the results for different types of fault under varying fault 

inception angle. Proposed method detects and classifies faults within ½ of nominal 

frequency cycle for all types of fault. Fault location accuracy is within 3%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

39 

 

Table 2.4 Summary of fault detection and classification with varying fault inception angle 

(IEEE 118 bus test system: Case 1) 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ag 

33.13 

(20%) 
20 

0 0.02 ag 0.024 4 33.84 0.43 

40 0.0218 ag 0.025 3.1 34.57 0.87 

80 0.0237 ag 0.03 6.2 35.59 1.48 

120 0.0255 ag 0.03 4.5 35.44 1.39 

160 0.0274 ag 0.033 5.6 34.54 0.85 

82.84 

(50%) 
20 

0 0.02 ag 0.024 4 82.70 0.09 

40 0.0218 ag 0.025 3.1 82.64 0.12 

80 0.0237 ag 0.028 4.2 82.62 0.13 

120 0.0255 ag 0.03 4.5 82.56 0.17 

160 0.0274 ag 0.033 5.6 82.69 0.09 

ab 

33.13 

(20%) 
0 

0 0.02 ab 0.023 3 34.16 0.62 

40 0.0218 ab 0.025 3.2 36.47 2.02 

80 0.0237 ab 0.029 5.3 32.71 0.26 

120 0.0255 ab 0.031 5.5 32.29 0.51 

160 0.0274 ab 0.031 3.6 32.84 0.18 

82.84 

(50%) 
0 

0 0.02 ab 0.023 3 82.94 0.06 

40 0.0218 ab 0.025 3.2 82.80 0.02 

80 0.0237 ab 0.028 4.3 82.08 0.46 

120 0.0255 ab 0.03 4.5 82.78 0.04 

160 0.0274 ab 0.031 3.6 82.93 0.05 

abg 

33.13 

(20%) 
20 

0 0.02 abg 0.023 3 33.54 0.24 

40 0.0218 abg 0.025 3.2 34.00 0.52 

80 0.0237 abg 0.03 6.3 34.05 0.55 

120 0.0255 abg 0.031 5.5 34.75 0.98 

160 0.0274 abg 0.031 3.6 35.14 1.21 

82.84 

(50%) 
20 

0 0.02 abg 0.023 3 82.54 0.18 

40 0.0218 abg 0.025 3.2 82.70 0.08 

80 0.0237 abg 0.028 4.3 82.66 0.11 

120 0.0255 abg 0.031 5.5 82.94 0.06 

160 0.0274 abg 0.031 3.6 82.56 0.17 
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Table 2.4 Continued 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

abc 

33.13 

(20%) 
20 

0 0.02 abc 0.023 3 38.01 2.94 

40 0.0218 abc 0.025 3.2 33.53 0.24 

80 0.0237 abc 0.028 4.3 30.23 1.75 

120 0.0255 abc 0.029 3.5 32.40 0.44 

160 0.0274 abc 0.031 3.6 31.26 1.13 

82.84 

(50%) 
20 

0 0.02 abc 0.023 3 82.83 0.00 

40 0.0218 abc 0.025 3.2 82.55 0.18 

80 0.0237 abc 0.028 4.3 82.67 0.10 

120 0.0255 abc 0.029 3.5 82.96 0.07 

160 0.0274 abc 0.031 3.6 83.40 0.34 

 

 

2.6. Conclusions 

An accurate fault analysis method which uses synchronized samples of voltages 

and currents measured at both ends of transmission line is proposed. The unique fault 

detection and classification works on comparing the change of direction of instantaneous 

power computed at two ends of the line. The proposed fault location method is based on 

solving transmission line partial differential equations in time domain. The proposed 

method is tested for several faults simulated on IEEE 118 bus test system and it has been 

concluded that it can detect and classify a fault using pre and post fault recorded samples 

within ½ of the fundamental frequency cycle of fault inception and accurately locate fault 

with 3% accuracy. This time response performance is highly desirable since with the 

increasing use of modern circuit breakers which can open the faulty line in less than two 

cycles, the time window of the captured fault waveforms is significantly reduced due to the 
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unavailability of measurement signals after breakers open. The proposed method can 

detect, classify and locate fault very accurately even if the sampling rate for voltage and 

current measurements are 1 kHz which is feasible using present day digital relays and 

IEDs. This method is setting-free and transparent to the impact of fault resistance. It can be 

applied in case of very high resistance faults. The only drawback is obtaining time-

synchronized samples of measurements, which is now feasible at a relatively low cost with 

GPS enabled IEDs. A very accurate fault detection, classification and location scheme is 

achieved, which is applicable to different transmission line layouts, setting free, 

independent of fault resistance impact, applicable to high resistance faults, and still using 

moderate rate (1 kHz) of input sampling.  
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3. FAULT LOCATION WITH LIMITED DATA: SPARSE MEASUREMENT 

METHOD 

 

3.1. Background 

Traditional transmission line fault location methods require measurements from at 

least one end of the faulted line. Measurements from all the ends of the faulted line are 

desirable but not always available. Under these circumstances sparse measurement based 

fault location scheme [24] using phasor measurements from different substations located in 

the vicinity where the fault has occurred can be applied if the measurements are not 

available from any of the line ends. 

Fault may occur between transmission line phases or have a ground return path. 

When a phase-to-phase fault occurs, the fault current flows through arc resistance and if 

the fault is a ground fault the current path includes earth resistance (consists of tower 

resistance, tower footing resistance and ground return path) also. Fault resistance is the 

combined resistance which appears in the fault current path. This is an uncertain parameter 

as both the arc resistance and earth resistance depend on many parameters that are 

sometimes very hard to predict. 

Distance relay algorithm selectivity may suffer from the combined effect of fault 

resistance and load current which is known as reactance effect [2]. Such algorithms 

assume that the fault current is in phase with measured current. Presence of remote infeed 

complicates the situation. Takagi et al. [4]-[5] decomposed the faulted network to pre-fault 

and pure-fault network and take some assumptions to eliminate fault resistance part from 
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the circuit equation. Another one-end method using quadratic formula to eliminate fault 

resistance is introduced in [6] yielding much more accurate result. Using one-end data to 

estimate fault resistance by modeling the arc is discussed in [39]-[40]. [14] is based on 

equalizing voltage of fault point from both ends of the line based on measurements from 

both ends and thus eliminates the impact of fault resistance . A settings free fault location 

method using synchronized samples from both ends of the line is completely independent 

of fault resistance, which is not used to develop the algorithm [41].  

Typically digital fault recorders (DFRs) or digital protective relays (DPRs) are 

present in substations and they record current, voltage and status signals on occurrence of 

an event like fault. Due to the lack of measurement transformers in certain transmission 

line configurations such as tapped lines availability of measurements from at least one end 

of the line becomes a problem. If the measurements from other ends are not available, 

some unconventional fault location techniques based on system-wide sparse measurements 

may have to be used [23]-[24]. In this case, fault location is estimated by using 

measurements recorded from IEDs installed in the substations close to the faulted line (but 

not from the ends of the line) and also using SCADA measurements from all the 

substations near the fault.  

Performance of the system-wide sparse measurement based fault location 

algorithms depend on fault resistance. The analysis of the impact of the fault resistance on 

the sensitivity of fault location output is crucial for estimating an accuracy of the output. In 

[42]-[43] sensitivity of one-end fault location methods is analyzed to determine most 

contributing uncertainty factors and interaction of uncertainty factors.  
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This section explains how accuracy of system wide sparse measurement based fault 

location can be impacted by fault resistance. An intuitive scheme to choose proper fault 

resistance range is also proposed.  

3.2. Sparse measurement based fault location method 

The basic idea of transmission line fault location is to estimate the distance of the 

fault point from any one end of the line.  

 

 

 

Figure 3.1 Faulted circuit model. 

 

 

 

In Figure 3.1 a fault with resistance FR  has occurred on point F between two ends 

(S and R) of a line section S-R. Considering a homogeneous line, the distance can be 

expressed as a function of the impedance measured from one end, LxZ . The above circuit 

can be solved accurately if voltage and current measurements from both ends are available. 

Installing recording devices (DFRs in our case) on the ends of all the transmission 

lines is not economical. Although protective relays exist on every transmission line, most 

of them may still be electromechanical and they do not have capability to record 

measurements. As a result, in some cases it may happen that there are no recordings at all 
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available at line ends close to a fault. System-wide sparse measurement based fault 

location method can be applied in such instances [23]-[24].  

In sparse measurement based fault location method, phasor measurements from 

different substations located in the region where the fault has occurred are used. The 

measurements are sparse, i.e. they may come from only some of so many transmission line 

ends (substations) in the region. This method requires synchronization of the 

measurements, which may be obtained by using DFRs connected to Global Positioning 

System (GPS) receivers [44]. Besides the sparse measurements, the technique also uses 

short circuit program, which is initialized and tuned with SCADA PI Historian [45], power 

system model data and measurements associated with the time of the fault occurrence.  

The method uses waveform matching technique between the current and voltage 

phasors calculated from the waveforms recorded in a substation (nearby the faulted line) 

and phasors simulated using short circuit simulation of possible fault locations. A 

commercial short circuit program tool PSS/E
TM

 27 is used for short circuit calculation [46]. 

The calculated and simulated phasors are compared while the location of the fault is 

changed in the short circuit program. This process is repeated automatically until the 

difference between measured and simulated values reaches global optimum (minimum), 

which indicates that the fault location used in the short circuit program is the actual one in 

the field. The criteria for the minimal difference are based on a global optimization 

technique that uses Genetic Algorithm [47].  

In this approach field-recorded waveforms are used to calculate phasors and they 

are in turn matched with the phasors obtained using short circuit study.  
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The matching degree between the recorded and the simulated waveforms can be 

formulated as [23] in ( 3.1 ):  

  
1 1

,
V IN N

c F kV ks kr kI ks kr

k k

f x R r V V r I I
 

      ( 3.1 ) 

Where, 

 ,c Ff x R : The cost function using phasors for matching 

, Fx R : The fault location and fault resistance 

,kV kIr r : Weights for the errors of the voltages and currents respectively  

,ks krV V : Simulated and calculated from measurements during-fault voltages 

respectively 

,ks krI I : Simulated and calculated from measurements during-fault currents 

respectively 

,V IN N : Total number of voltage and current phasors to be matched respectively 

k : The index of voltage or current phasors 

Ideally when the simulated phasors and phasor calculated from the recorded 

waveforms match completely, the cost function should become zero. In practical solution, 

the cost function is not zero and should be minimized using some mathematical 

optimization method. To obtain good phasor matching the fault search range should be 

extensive. All possible faulty branches and fault resistance should be included in the search 

range which makes the search two-dimensional and exhaustive. For a large system, 

multiple searches should be run in parallel which can be achieved using population based 
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optimization methods such as Genetic Algorithm (GA) [47]. The flowchart of this method 

is shown in Figure 3.2.  

 

 

 

Figure 3.2 Flowchart of sparse measurement algorithm. 

 

 

 

3.3. Fault resistance compensation correction scheme [48] 

Since fault resistance is the most uncertain parameter, a correction scheme to 

compensate the effect of fault resistance can be proposed. 

The correction scheme (shown in Figure 3.3) compensate the effect of fault 

resistance by using an optimization scheme over the sparse measurement method which 

selects the fault location and fault resistance pair that cause the output to be least sensitive 

to fault resistance variation. 
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Figure 3.3 Flowchart of corrected sparse measurement algorithm. 

 

 

 

The proposed corrected sparse measurement algorithm can be explained in the 

following step by step method: 

Step 1: Initialization: Generate a population of fault resistance values FR  (1 to N) 
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Step 2: Sparse measurement based fault location: For each 
FR , perform original 

sparse measurement algorithm and get fault location x (1 to N). Therefore a pair of  , Fx R

is obtained for N number of cases. 

Step 3: Estimation of unknown function g by non-parametric method: 

We have N pairs of observations  ,
ii Fx R  for 1:i N  which are used to estimate 

the unknown regression function  Fg R  where fault location is expressed as a function of 

fault resistance ( 3.2 ): 

  Fx g R    ( 3.2 ) 

 is assumed to be zero mean error 

Therefore; expected value of x given FR is expressed in ( 3.3 ): 

    F FE x R g R  ( 3.3 ) 

We can approximate the true function g  by ĝ using traditional non-parametric 

regression method [49]. 

Step 4: Calculate sensitivity to FR  : 

The variance based global sensitivity analysis method (ANOVA decomposition) is 

used [50]. The method is summarized below: 

If we consider a deterministic model  Z f y   

Where 

 y is a vector of input variables  1 2, ,...., ky y y y   

 Z is the model output 
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We can decompose  Z f y into main effects and interactions in ( 3.4 ) 

        0 1,2,.., 1 2

1

, .. , ,..,
k

i i ij i j k k

i i j i

f y f f y f y y f y y y
 

       ( 3.4 ) 

If each term is chosen with zero mean 

  
1

0

0, , 1,2,..,i i i if y dy y i k    ( 3.5 ) 

  
1 1

0 0

, 0, , ,ij i j i j i jf y y dy dy y y i j     ( 3.6 ) 

  1,2,.., 1 2 1 2, ,.., .. 0k k kf y y y dy dy dy


  ( 3.7 ) 

Therefore 

   0f y dy f


  ( 3.8 ) 

So we can write 

      0 1,2,.., 1 2

1

( ) , .. , ,..,
k

i i ij i j k k

i i j i

Z E Z f f y f y y f y y y
 

        ( 3.9 ) 

As terms orthogonal, we can square and integrate ( 3.9 ) over  and decompose the 

variance of  f y into terms of increasing dimensionality 

      
2 2 2 2

, , ,
1

..
i i j i j k

k

Z E Z y E Z y y E Z y y y
i i j i j k

   


       ( 3.10 ) 

Now we can define sensitivity indices as: 

 
2 2

i
i ZE Z y

S   : First order index. Corresponds to main effect of iy  
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 
2 2

,i j
ij ZE Z y y

S   : Second order index. It measures the effect of pure interaction 

between any pair of factors on the output  

And so on. 

So ( 3.10 ) becomes ( 3.11 ) 

 1,2,..,

1

1 ..
k

i ij k

i i j

S S S


      ( 3.11 ) 

Therefore in our case, Sensitivity of x  with respect to FR (first order index) is 

given by ( 3.12 ): 

  
2 2

F F
R xE x R

S    ( 3.12 ) 

Now 
 

2

FE x R
 and 2

x  are unknown parameters which can be estimated from the pair 

of observations generated.  

Now 2

x  is estimated by its unbiased estimator ( 3.13 ) 

 
 

 
22 1

1
x i

i

S x x
N

 

  ( 3.13 ) 

which is also known as sample variance of x  

And
 

2

FE x R
 is equal to 

 
2

Fg R
 which can be estimated by its unbiased estimator        

( 3.14 ) 

    
 

22 1

1F
iE x R

i

S g g
N

 

  ( 3.14 ) 

Where  
ii Fg g R   
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Here we don’t know the true g but we can obtain its estimate ĝ by the traditional 

non-parametric regression method.  

Hence we can estimate 
 

2

FE x R
 by ( 3.15 ) 

    
 

2
2 1

ˆ ˆ
1F

iE x R
i

S g g
N

 

  ( 3.15 ) 

Where  ˆ ˆ
ii Fg g R  

Now we can segment the range of FR  in some sub-ranges and also determine the 

sensitivity in those individual sub-ranges.  

Step 5: Determine optimal pair of  , Fx R  : 

From the different sensitivity indices in different sub-ranges of FR , we can choose 

the sub-range of FR  that corresponds to least sensitivity. Now the optimal pair of  , Fx R  

should be the pair that corresponds to minimum of mismatch computed using ( 3.1 ). 

3.4. Implementation 

The architecture of the fault location scheme is shown in Figure 3.4.  

Several commercial packages are used to implement this solution. The static power 

system is modeled using PSS/E
TM

 27 [46]. To tune the power grid with pre-fault data, 

SCADA PI-Historian [45] data is used. 



 

53 

 

 

Figure 3.4 Solution architecture. 

 

 

 

The detailed data requirements for the implementation are: 

 Static system model data: These include power flow system specification data 

for the establishment of a static system model (in *.raw format). Power system 

model data can also be used in saved case format (*.sav) which is used to 

extract *.raw data. 
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 Event data: These include event data captured by recording devices (DFRs 

here) after occurrence of a fault. The raw DFR data is converted to 

COMTRADE format [51] using DFR Assistant software [52] which can 

generate an analysis report (containing the type of fault and a possible faulted 

line) in addition to generating the COMTRADE files. The COMTRADE files 

contain: 

o Configuration files(*.cfg): information for interpreting the allocation of 

measured data to the equipment (input channels) for a specific substation 

o Data files (*.dat): analog and digital sample values for all input channels 

(described in configuration file) in substation 

 SCADA PI Historian data: This data reflects real time changes in power system 

including the latest load, branch and generator data to tune the static system 

model with the actual pre and post fault conditions. 

The nomenclature of power system components in all three types of data is 

different. Correlation between all three types of data is required. Substation interpretation 

files are prepared to correlate the nomenclature used in DFR files and the one used in 

PSS/E file and PI Historian data. The interpretation files should be modified as frequently 

as needed to reflect the DFR configuration or system model changes. 
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Implementation of fault location software is a four step procedure: 

3.4.1. System initialization 

This is a onetime procedure used to set up the system. Power system static model 

data (in *.raw format) is used to extract all the components and construct topology which 

will be used later. 

3.4.2. Pre-processing event data 

The event data captured by DFRs should be pre-processed to obtain required 

information to be integrated with power system model data. 

The pre-fault phasor can be calculated using first cycle of the recorded waveform. 

The during-fault phasor can be calculated using any fault cycle following the fault 

inception and prior to fault clearance. The fault inception moment is determined from 

waveforms recorded by DFR. 

For a typical fault case, several DFRs may be triggered and the phasors calculated 

from the recorded waveforms may lack time synchronism which will introduce phase angle 

difference among phasors. Thus time synchronization of the phasors obtained from 

different DFRs is necessary. The phasors calculated from each DFR recording are 

synchronized by rotating them in reference to the phasors obtained by the load flow study 

assuming the angle difference between the pre- and during-fault phasor, for the 

corresponding recorded current or voltage, is fixed. This way, all recorded pre- and post-

fault phasors are synchronized using the same reference. 
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3.4.3. Tuning with real time data 

The static system model may not reflect the operating conditions of the system 

when an event is recorded. A tuning with real-time power systems is required. The tuning 

procedure is done in two steps: 

Tuning topology: The topology update is performed using information of the pre-

fault breaker status and the pre-fault current magnitudes of the monitored branches derived 

from the DFR data. It is assumed that a zero magnitude (or smaller than 0.01 p.u.) of the 

current through a monitored branch indicates an out-of service status of the branch. 

Tuning generation and load data: The SCADA PI Historian data is load, branch and 

generator data scan (typically 10 sec interval) in a period before and after fault for each 

substation where DFRs triggered. These data were used to update the system load and 

generation. 

The updated model is saved in a new saved case data (*.sav) which is used for 

further simulation. 

3.4.4. Estimating fault location and evaluating sensitivity to FR  

The fault location solution using GA is performed in the following steps. The outer 

loop optimization requires iterations with different FR  in a pre-determined range. The 

initial population for the inner loop optimization is chosen randomly for this one 

dimensional (i.e. with one variable x ) optimization problem. Fault location variable can be 

chosen from a range of zero to the length of the possible faulted line. Short circuit studies 

are carried out using PSS/E and the mismatch value from (1) is evaluated for each of the 

possible fault locations. Now by using three GA operators (selection, crossover and 



 

57 

 

mutation) fault posing for next iteration is obtained. By iteratively posing faults, running 

short circuit simulations, evaluating the fitness value, and updating the fault location and 

resistance, the GA based search engine guides the search process for a globally optimal 

solution for a given value of
FR  . Now the variance based sensitivity analysis method is 

used to determine sensitivity of fault location with respect to the fault resistance in the 

partitioned sub-ranges of
FR . The sub-range corresponding to least sensitivity is chosen 

and the minimum mismatch in that range corresponds to the optimal pair of  , Fx R for that 

fault. 

3.5. Case study 

An actual utility case study is presented here. In the faulted network shown in 

Figure 3.5, a DFR installed on bus 1 is triggered upon the occurrence of the fault and DFR 

report indicates the fault is on the line section 1-5 while actually the fault was reported to 

be 3 miles from bus 8. With our algorithm, the fault is recognized as being either in line 

section 6-5 or in line section 7-9. 

Our software yields much more accurate fault location estimation than what is 

feasible using other techniques. 

Fault resistance range is chosen as 0 per unit to 0.8 per unit and. Fault resistance is 

changed within its range by increasing its value by 0.008 per unit in each iteration. 
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Figure 3.5 Faulty network. 

 

 

 

Fault resistance vs. fault location is plotted in Figure 3.6 Sensitivity analysis with 

respect to fault resistance is performed for several iteration runs and the sensitivity indices 

corresponding to different sub-ranges of FR  are presented in Table 3.1. 

 

Figure 3.6 FR  vs. x  plot. 
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This reflects that for fault resistance in the range of 0-0.1 per unit, the sparse 

measurement based fault location method yields accurate result but after that the algorithm 

becomes sensitive to the choice of fault resistance.  

 

 

Table 3.1 Sensitivity to FR  for different FR ranges 

Sensitivit

y to FR  

 
FRS  

Range of FR  (per unit) 

0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 

Run 1 0.04 0.98 0.99 0.65 0.71 0.95 0.99 0.99 

Run 2 0.02 0.88 0.97 0.94 0.85 0.99 0.84 0.69 

 

 

 

3.6. Conclusions 

Sparse measurement based fault location method is applicable when none of the 

transmission line ends recorded measurements. The accuracy of this method is influenced 

by the fault resistance. An intuitive scheme to reduce sensitivity of sparse measurement 

based fault location with respect to fault resistance is proposed in this section. The 

proposed fault resistance correction scheme estimates least sensitive pair of fault resistance 

and fault location using variance based sensitivity analysis. An actual utility case study is 

reported to show effectiveness of the proposed method. This method can work while 

measurements from any end of the transmission line is unavailable and it is transparent to 

fault resistance impact. 
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4. INTEROPERABILITY AND INTEGRATION OF DATA AND MODEL FOR 

TRANSMISSION LINE FAULT LOCATION 

 

4.1. Background 

IEEE’s definition of interoperability is the ability of two or more systems or 

components to exchange information and to use the information that has been exchanged 

[53]. According to Grid Wise Architecture Council [54], interoperability is the capability 

of systems or units to provide and receive services and information between each other, 

and to use the services and information exchanged to operate effectively together in 

predictable ways without significant user intervention. 

Interoperability is a basic building block in the smart grid while standards are key 

to achieve interoperability. To be interoperable in the context of data and models, a system 

should plug and play data and models expressed in different formats but having similar 

descriptions seamlessly, extract useful information from them automatically, and use such 

information in all power system applications consistently. 

The Grid Wise Architecture Council (GWAC) proposed a context-setting 

interoperability framework (GWAC Stack) [55] to address interoperability requirements 

(to enable automated information sharing within and between different power system 

applications) in eight levels of interoperability categories. The interoperability levels with 

the relevant cross-cutting issues (must be resolved across all the levels to achieve 

interoperability) are shown in Figure 4.1. 

These layers can again be sub-grouped into three major categories:  
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 Technical: Deals with syntax/format and communication of exchanged data  

 Informational: Deals with semantics of exchanged data 

 Organizational: Deals with pragmatic aspects of interoperability between 

organizations or their units. 

 

 

 

Figure 4.1 GWAC Interoperability Stack. 

 

 

 

The interoperability levels from the bottom to the top are: 

 Basic Connectivity: Mechanism to Establish Physical and Logical Connections 

of Systems 

 Network Interoperability: Exchange Messages between Systems across a 

Variety of Networks 
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 Syntactic Interoperability: Understanding of Data Structure in Messages 

Exchanged between Systems 

 Semantic Understanding: Understanding of the Concepts Contained in the 

Message Data Structures 

 Business Context: Relevant Business Knowledge that Applies Semantics with 

Process Workflow 

 Business Procedures: Alignment between Operational Business Processes and 

Procedures  

 Business Objectives: Strategic and Tactical Objectives Shared between 

Businesses 

 Economic/Regulatory Policy: Political and Economic Objectives as Embodied 

in Policy and Regulation 

The lower two layers of GWAC stack deal with defining connections and 

exchanging messages through networks, thereby providing capability of system or units to 

provide and receive information between each other. Layers 3-4 enable seamless data 

exchange by understanding the syntax and meaning of the data exchanged. Upper layers 5-

8 focus on utilizing information within an application and between several applications. 

Figure 4.2 shows how data and information flows between all layers.  
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Figure 4.2 GWAC Stack with data and information flow (part of the picture adopted from 

[56]). 

 

 

 

To identify and resolve interoperability within power system models and 

measured/recorded data in implementing smart grid applications, we are interested in 

layers 3-4 (Syntactic interoperability to ensure data exchange in a proper syntax and 

Semantic understanding to interpret exchanged data) of GWAC Stack to consider unified 

data and information flow across different databases and applications.  

Understanding the data structure of the information exchanged and interpreting the 

information so exchanged, is required by all databases and applications if interoperability 

is to be achieved. This can be achieved by adopting standardized representation of data and 
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models. The different types of data and model used in smart grid applications 

implementation and their standardized representation will be discussed in this section. 

4.2. Power substation data 

Power system applications use different types of data (measurements) captured and 

processed in a substation. In this section, we will briefly discuss the different types of data 

captured/recorded in different devices.  

4.2.1. Measured data 

Traditionally in a substation, Remote Terminal Units (RTUs) acquire analog 

measurements such as bus voltages, flows (amps, MW, MVAR), frequency, transformer 

tap position etc. and status (breaker switching state) signals and send them to the energy 

management systems (EMS) in every two to ten seconds. These are called supervisory 

control and data acquisition system (SCADA) scans and those measurements are gathered 

in a SCADA database in a centralized location.  

With the rapid advancement of technology, large scale deployment of intelligent 

electronic devices (IEDs) became a reality. Different types of IEDs are used in practice: 

DPR (Digital protective relay), DFR (Digital fault recorder), SER (Sequence of event 

recorder), etc. When triggered by an event, these computer-based devices can record a 

huge amount of data (both analog and status) with a much higher sampling rate than 

SCADA scans. The substation analog signals at high power level are measured and 

transformed to instrumentation level using current and voltage instrument transformers. 

The signals are then filtered, digitized, and processed in IEDs. Finally, the measurement 

data is extracted and supplied in digital computer words as output of these devices. This is 
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the typical measurement chain for the data acquisition. Various databases are used to store 

these data and make it available for further processing.  

The third type of data acquisition devices, phasor measurement units (PMUs) 

continuously calculate time-synchronized phasors with high sampling rates. Phasor data 

concentrators (PDC) gather PMU measurements from all the substations to a centralized 

location. 

4.2.2. Configuration data 

Substation data captured also consists of a configuration data which is the syntactic 

meaning of what is contained in the captured data fields. This file lists the input channel 

names and numeric designations and type and unit of data (voltage, current, status) 

corresponding to the actual data file. This file also contains information regarding the 

sampling rate of the IED used, starting time of data captured, etc. 

4.3. Power system models 

Two representations of power networks are in use simultaneously by different 

applications. Node-breaker or real-time model represents actual connections between 

nodes, breakers and isolator switches. Bus-branch or planning model is a less detailed 

model where power network is represented by buses (combination of several nodes 

connected by closed circuit breakers) and branches connecting them [57].  

4.4. Integration of data and model 

The basic idea of integration of substation data is to collect all the IED data and 

SCADA data in a substation database and use it for extracting information automatically 
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and then utilizing the extracted information for several power system applications. The 

functional diagram for substation data flow is shown in Figure 4.3. 

 

 

 

Figure 4.3 Functional diagram for substation data flow. 

 

 

 

To import all the measured data into the central repository requires means of data 

format conversion and communication among different IEDs. In addition to the 

automatically retrieved IED and RTU data, the database should contain several other data 

and model, such as: 

 Static system model containing description of the system components and their 

connections (i.e. topology) 

 State estimation scans (SCADA PI historian data) which may be used to tune 

the static system model with real time data 
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 Substation interpretation data that allows one to correlate the naming 

convention of recording devices and of the static system model and with PI 

Historian data. 

Although, integrating a huge amount of data provides improved information by 

exploiting redundancy, the quality of data is also a major concern. Distortion in magnitude 

and phase angle of current and voltage signal is introduced in each stage of the 

measurement chain. Ideally the output waveform should be an exact replica of the input 

signal, but the error introduced in several data processing stages makes the output 

distorted. Thus the quality of data depends largely on the performance of devices used in 

the measurement chain. The performance of these devices and the information extraction 

schemes are discussed elaborately in [58]. In that report we have done an extensive survey 

of performance of different IEDs in present day substations. The accuracy characteristics 

of the total measurement chain for a typical substation data is presented in that report. The 

issues related to extracting useful information from raw data and integrating that 

information to enhance the substation database are also covered there. 

4.5. Standards used to describe data and model 

Several standards, either in use or proposed for data description and exchange 

purposes, are prepared by both IEEE and IEC. [59]-[60]. The Smart Grid Interoperability 

Panel also has defined a catalog of standards to achieve interoperability in the proposed 

smart grid [61]. Related standards for data and model representation are [51], [62]-[74]. 

Table 4.1 lists related standards used to describe data and model interpretation and 

exchange. Figure 4.4 shows the layers 3-4 of GWAC stack with related standards. 
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Table 4.1 Standards to describe data and model interpretation and exchange 

Standard No. Standard Name Purpose 

IEEE C37.2-

2008 

IEEE Standard for Electrical Power System Device 

Function Numbers, Acronyms, and Contact 

Designations 

Device numbering scheme  

IEEE C37.111-

1999 

IEEE Standard Common Format for Transient 

Data Exchange (COMTRADE) for Power Systems 

Exchange of transient data 

captured in IEDs to 

applications 

IEEE C37.118-

2005 

IEEE Standard for Synchrophasors for Power 

Systems  

Measurement requirements and 

data format for PMU 

measurements and 

communication between PMU 

and PDC 

IEEE 

C37.118.1-2011 

Standard for Synchrophasor Measurements for 

Power Systems 

Measurement requirements and 

data format for PMU 

measurements 

IEEE 

C37.118.2-2011 

Standard for Synchrophasor Data Transfer for 

Power Systems 

Communication of phasor 

measurements 

IEEE C37.232-

2007 

IEEE Recommended Practice for Naming Time 

Sequence Data Files  

Naming convention of time 

sequence data files 

IEEE C37.239-

2010 

IEEE Standard Common Format for Event Data 

Exchange (COMFEDE) for Power Systems  

Common data format for event 

data exchange 

IEC 61850-6 

Communication networks and systems for power 

utility automation - Part 6: Configuration 

description language for communication in 

electrical substations related to IEDs 

Specify data format for IEDs. 

Describes substation 

equipments and configuration 

in details  

IEC 61850-90-5 

Communication networks and systems for power 

utility automation Part 90-5: Use of IEC 61850 to 

transmit synchrophasor information according to 

IEEE C37.118  

Integration of PMU (data 

expressed as in IEEE C37.118) 

into IEC 61850 environment  

IEC 61970 
Energy management system application program 

interface (EMS-API) 

Application program interfaces 

to integrate EMS applications 

by exchanging information. 

The semantics for this API is 

called CIM  

IEC 61968 
Application integration at electric utilities - System 

interfaces for distribution management 

Same as IEC 61970 but applied 

to distribution management 

IEC 61588 Ed.2 

(2009-02) 

(IEEE 1588-

2008) 

Precision Clock Synchronization Protocol for 

Networked Measurement and Control Systems  

Synchronization requirements 

of PMU measurements 

IEEE C37.238-

2011 

IEEE Standard Profile for Use of IEEE 1588 

Precision Time Protocol in Power System 

Applications 

Profile for application of IEEE 

1588 to power applications 
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Syntactic interoperability needs understanding of the syntax for data exchange. 

Common data formats for IEDs are described in IEEE C37.111 [63] and those of PMUs 

are described in IEEE C37.118 [64] (also in new IEEE C37.118.1 standard [65]). IEEE 

C37.239 [68] describes common data formats for event data exchange. SCL (IEC 61850-6 

[69]) provides description for substation equipment and their configuration as well as data 

formats for IEDs. IEEE C37.118.2 [65] covers the communication issues of synchrophasor 

measurements. IEC TC57 added a new standard IEC 61850-90-5 [70] with IEC 61850 

which defines PMU as a logical node in the 61850 environment and cover the 

communication issues of synchrophasor measurements. IEC 61850-90-5 and IEEE 

C37.118.2 are complementary standards.  

Semantic understanding requires interpreting exchanged data. CIM (combined IEC 

61968 & 61970) contains semantics for data modeling and information sharing across 

control center applications. SCL has the semantics of data modeling and sharing inside a 

substation. IEEE C37.2 [62] and IEEE C37.232 [67] help understanding naming 

convention of devices and time sequence data files respectively. IEC 61588 (IEEE 1588) 

[73] helps understanding the synchronization requirements for time-tagged measurements. 

IEEE C37.238 [74] describes a common profile for Precision Time Protocol (PTP) for 

power system applications (extension of IEEE 1588). 

Among those standards, we will primarily use three of them to represent data and 

models. 
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Figure 4.4 GWAC Stack with related standards. 

 

 

 

4.5.1. Common information model (CIM) [71] 

CIM (IEC 61970) is an abstract model representing all objects in an electric utility 

typically contained in EMS information model [71]. CIM represents common semantics 

for classes and attributes for these objects as well as their relationships which are defined 

using object–oriented modeling techniques (unified modeling language, UML). CIM has 

been implemented in eXtensible Markup Language (XML) to provide a comprehensive 

power system data exchange format within control center. CIM consists of several 

interrelated packages of models. Each package contains a number of defined classes and 

one or more class diagrams showing their relationships graphically. Descriptions of class 
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packages which are relevant to this project (to develop a CIM profile to describe power 

system model) are shown in Table 4.2.  

 

 

Table 4.2 Packages of common information model 

Package 
Class 

Name Description Base Class 

Core: 
Contains 

definition of 

the parent 

classes which 

are inherited 

in classes 

defined in 

other 

packages. 

IdentifiedObject  

Provides common naming 

attributes to the classes needing 

that. 
 

BaseVoltage  
Collection of base voltages is 

presented in this class. 
IdentifiedObject 

GeographicalRegion 

and 

SubGeographicalRegio

n  

Represents a geographical region 

and a subset of geographical 

region. 

IdentifiedObject 

PowerSystemResource  

It can be equipment, a collection 

of equipments or an 

organizational entity. 

IdentifiedObject 

ConnectivityNodeCont

ainer  

A base class for all objects that 

may contain ConnectivityNodes 

or TopologicalNodes (in topology 

package). 

 

Equipment and 

ConductingEquipment  

Equipments are parts of the power 

system that are physical devices 

and ConductingEquipments are 

those that carry current. 

Equipments, 

PowerSystemResouce 

Terminal  

This is an electrical connection 

point to a piece of conducting 

equipment. 

ConductingEquipment 

EquipmentContainer  

A modeling construct to provide a 

root class for all Equipment 

classes. 
 

Substations, Bays and 

Voltage Levels  

They are used to model 

aggregation of equipments. 
EquipmentContainer 

Topology: 
Defines how 

the 

equipments 

are 

electrically 

connected in 

the network. 

ConnectivityNode  

These are points where terminals 

of conducting equipments are 

connected together with zero 

impedance. 

IdentifiedObject 
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Table 4.2 Continued 

 

Package 
Class 

Name Description Base Class 

Wires: 
Defines all 

pieces of 

equipments 

electrically 

connected in 

the network. 

a) Line  

They represent part of the power 

system extending between 

adjacent substations. 

b) EquipmentContainer 

c) Conductor  

These are combination of 

conducting materials with 

consistent electrical 

characteristics. 

d) ConductingEquipment 

e) ACLineSegment  
These are used to carry 

alternating currents. 
f) Conductor 

g) PowerTransformer  
A device consisting of two or 

more coupled windings. 
h) Equipment 

i) TransformerWindings  
They represent winding at each 

terminal of a power transformer. 
j) ConductingEquipment 

k) Switch  
They close or open one or more 

electric circuits. 
l) ConductingEquipment 

m) Breaker and 

Disconnector  

They close or open one or more 

electric circuits. 
n) Switch 

o) BusbarSection  

They connect with other 

conducting equipment within a 

substation. 

p) ConductingEquipment 

q) RegulatingControl  

Set of equipments work together 

to control a power system 

quantity. 

r) PowerSystemResouce 

s) RegulatingCondEq  

They are conducting equipment 

which regulate a power system 

quantity. 

t) ConductingEquipment 

u) SynchronousMachine 
They operate synchronously 

within a power system. 
v) RegulatingCondEq 

EnergyConsumer  Point of energy consumption.  ConductingEquipment 

Generation: 
Contains 

different 

types of 

generators in 

two 

packages: 

Production 

and 

GenerationDy

namics. 

GeneratingUnit  
Single or set of synchronous 

machines. 
Equipment 

Meas: 
Defines 

measurement

s taken from 

a particular 

power system 

resource. 

Measurement  

Represents any measured or 

calculated or non-measured or 

non-calculated quantity. 

w) IdentifiedObject 

MeasurementValue  Represents value of measurement. x) Measurement 
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4.5.2. Substation configuration language (SCL) [69] 

SCL (IEC 61850-6) is a standard to describe substation configuration allowing 

semantic interpretation of substation data. This is also expressed in XML but the data 

model is not defined using UML. Substation functions are modeled into different logical 

nodes (LN) which are grouped under different logical devices (LD). Data exchanged 

between LNs are modeled as data objects, which consist of data attributes. The different 

components of SCL are described in Table 4.3. 

 

 

Table 4.3 Contents of substation configuration language 

Section Object 

Substation section: describes 

functional structure of substation in 

terms of LNs and IEDs associated. 

Substation 
VoltageLevel: electrically connected part of substation 

having same voltage level. 

Bay: part or subfunction of substation within same 

voltage level. 

ConductingEquipment 

SubEquipment 

ConnecitivityNode 

Terminal 

Function 

Subfunction 

PowerTransformer 

TransformerWinding 

Communication section: 

communication connections between 

IEDs 

Not used 

IED section: describes configuration 

of IEDs and LNs associated 

IED 

Server: Communication entity within an IED 

LDevide: LD contained in server of IED 

LNode: LN contained in LD of IED 

DO: Data contained in LN 

DataType section: describes data 

objects contained in LNs defined for 

IEDs 

Not used 
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The following files types are the components of SCL: 

 System Specification Description (SSD): single line diagram of substation and 

logical nodes. 

 IED Capability Description (ICD): capabilities of an IED. 

 Substation Configuration Description (SCD): complete substation 

configuration. 

 Configured IED Description (CID): an instantiated IED with all configuration 

parameters relevant to that IED. 

4.5.3. IEEE standard common format for transient data exchange (COMTRADE) [51] 

COMTRADE describes syntax of the following files extracted from the raw 

measurements captured by substation IEDs: 

 Configuration files (*.cfg): information for interpreting the allocation of 

measured data to the equipment (input channels) for a specific substation. 

 Data files (*.dat): analog and digital sample values for all input channels 

(described in configuration file) in substation. 

4.6. Conclusions 

This section addresses interoperability issues in smart grid context. Different types 

of power system data and model used for smart grid applications implementation are 

discussed. Data exchange standards used to interpret data and model are discussed while 

some key standards are explored. These discussions are important for understanding 

interoperable implementation of fault location algorithms, which allows any algorithm 

developed in the future to be seamlessly integrated with the available data. 
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5. UNIFIED REPRESENTATION OF DATA AND MODEL FOR TRANSMISSION 

LINE FAULT LOCATION 

 

5.1. Background 

This section addresses the need of unified representation of data and model for 

improving smart grid applications like fault disturbance monitoring and fault location. 

Power system components exposed to different weather, as well as human and 

animal contacts are subject to several types of faults which are caused by random and 

unpredictable events. Therefore a power system operator should always remain alert by 

monitoring disturbances caused by faults. Fault disturbance monitoring consists of the 

following stages:  

1. Detection of event: An event is a disturbed power system condition which can 

be triggered by several causes and can be of different types (fault is one of 

them).  

2. Measurement and alarm (M&A) processing: A major disturbance can trigger 

numerous alarms and most of them may be redundant or false. Alarm 

processors analyze alarm messages and extract information explaining events. It 

also uses measurements of analog waveforms to draw final conclusions. 

3. Fault detection: From the information extracted from the alarm processor, the 

faulted region is detected by cause-effect analysis of alarms and measurements. 
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4. Fault location: An exact location of fault is required to help the maintenance 

crew find and repair the faulted equipment as soon as possible. It is calculated 

using samples from the transient waveforms. 

A fault disturbance monitoring scheme requires adequate information 

(measurements data as well as power system modeling information) to perform all these 

four steps successfully. 

Figure 5.1 shows the data & information flow in an advanced fault disturbance 

monitoring implementation. It is evident that all four applications need to communicate 

with all databases and models and also between them which sometimes results in duplicate 

information extraction and exchange. As the substations are generally modeled in a 

detailed node-breaker model while the power system static model is a less detailed bus-

branch model, the names and numeric designations of the same power system components 

described in those two models may become different due to different nomenclature used by 

various utility groups that maintain given models and data acquisition devices. 

Nomenclature used in IED database follows that of substation model while nomenclature 

used in SCADA database follows the similar yet less-detailed static system model 

expressed in bus-branch. It requires nomenclature correlation tables to correlate between 

them, which is a very cumbersome process as for each substation separate nomenclature 

correlation tables are required. Therefore, a significant number of mappings between all 

types of data and model are required to create a unified correlation between the 

nomenclatures. Sometimes the mapping has to be done manually or semi-automatically 

resulting in longer operating time. 
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Figure 5.1 Data and information flow for fault disturbance monitoring. 

 

 

 

As a result, the following issues are hindering interoperability and integration of 

data and model for this application: 

 Field data collected from various IEDs from different vendors has different data 

format and information contents. 

 Sampling rates and techniques for IED data and SCADA Historian archived 

data sampling are different. 
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 The names and numeric designations are different for the same power system 

components. 

Such differences need to be reconciled when interoperability of data and model are 

sought, and this has to happen at both the semantic and syntactic levels. 

Therefore to speed up system restoration under fault disturbances a scheme to 

represent data and model used in this application in a unified form is required which 

should have the following features: 

 Reduce number of mappings between data and model. 

 Correlate different types of data and model without any user intervention. 

A unified representation of data and model is proposed which will resolve 

interoperability issues by using standardized representation of data and models and 

correlating automatically using several intuitive steps. 

5.2. Unified representation of data and model 

Data exchange standards play a major role in automatic exchange of data and 

information through different applications and within a database. To achieve unified 

representation of data and models data exchange standards are needed to interpret and 

exchange data captured in several IEDs and RTUs (from different vendors, having 

different sampling rates and different naming and nomenclature designations for power 

system components) and correlating proprietary defined power system models. Although 

an all-encompassing standard (which may include all the features) is almost impossible to 

create, we can still unify all related standards (by unifying complementary data models and 
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harmonizing overlapping standard semantics) to expedite automation of fault disturbance 

monitoring from data and information integration interoperability perspective.  

A unified representation of data and model is shown in Figure 5.2. The proposed 

solution [75]-[78] uses standard formats of data and model (CIM for describing power 

system model and SCADA data; SCL for describing substation model and COMTRADE 

for describing event data triggered by IEDs) all expressed in node-breaker representation 

and by using simple rules for representing those data and models interoperability can be 

achieved.  

 

 

 

Figure 5.2 Unified representation of data and model. 
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Correlation of COMTRADE files with SCL is easy as they correspond to same 

substation model. Mapping is required only to correlate between the model and 

measurements represented in CIM and that of SCL to obtain a uniform representation. 

Though both CIM and SCL are described in node-breaker model and most of the objects 

are modeled in a similar way and share same name, some discrepancies are also present. 

Several harmonization efforts to properly use CIM and SCL standards can be found 

in literature [79]-[82]. Formal integration of CIM and SCL by bi-directional mapping 

between them is addressed in [79]. Mapping for topology processing application is 

proposed in [80]. Harmonizing these two standards to develop a unified semantic model is 

discussed in EPRI report [81]. In [82] mismatches between those two standards are 

addressed and solutions for all types of mismatches are proposed without modifying the 

original CIM and SCL information model.  

The correlation between CIM profile and SCL profiles of different substations is 

done using the following simple rules: 

 For similar objects: Common data structure is used to represent those objects 

present in both standards. 

 For dissimilar objects: Some objects are defined in either of the standards, for 

those no mapping is needed. Separate data structures for each model are used. 

By using the very simple rules mentioned above, data and models used in this fault 

location application are represented in a unified way. That way automatic correlation can 

be achieved. Besides, the information extracted from the data and model representation can 

be used properly in the application. 
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5.3. Illustration of unified representation 

5.3.1. Data and model for the test case 

The unified representation of data and model is implemented on a small power 

system model for simplicity of description. As there are no standard test cases available for 

both CIM model and SCL model, we have used the following model data and took some 

assumptions to artificially generate a fault case: 

A small power system network (expressed in CIM model) is chosen, which is 

obtained from a sample system used in [83]. The detailed node-breaker representation of 

the power system network is shown in Figure 5.3. 

 

 

 

Figure 5.3 Node-breaker representation of small power network [83]. 
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Several faults on the line between Bus-2 and Bus-5 are considered. We are 

assuming that DFR installed on Bus-4 is triggered due to the fault. Figure 5.4 shows the 

bus-branch representation of the faulted power system network.  

 

 

 

Figure 5.4 Bus-branch representation of small power network. 

 

 

 

The fault is simulated in ATP [38] and the pre-fault, during-fault and post-fault 

voltage and current signals at Bus-4 are recorded and converted to COMTRADE format 

using the Output Processor [84]. 

As no corresponding SCL models are available for the substation 1 (Bus-4), 

example from IEC 61850-6 standard is used. The detailed node-breaker diagram for the 

substation is shown in Figure 5.5. 
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Figure 5.5 Node breaker representation of Substation-1. 

 

 

 

 

The following changes are made in the above models for uniformity: 

a. As the voltage levels in CIM model and SCL models were different we have 

changed the voltage level in SCL model to that of CIM. 

b. In SCL a switch and breaker combination (QB1 & QA1) is present between 

Busbar (W1) and transformer (T1) while in CIM only a switch (S16) is present 

between Bus1 and TR1. For uniformity we have added a breaker (B8) between 

S16 and TR1 in substation -1 in CIM xml file. 
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5.3.2. Implementation procedure 

The detailed implementation procedure is discussed in brief: 

Representation of power system static model 

A CIM profile of power system objects needed to model static power system is 

chosen. All the equipments (generator, load, line, transformer, breaker, disconnector etc.) 

have one or two terminals. Connectivity nodes are points where terminals of conducting 

equipments are connected together with zero impedance. In CIM connectivity and 

topology of power network can be determined by terminals and connectivity nodes and 

switch status. Topology of the system changes with change of switching status of breakers 

and diconnectors.  

Power system static model in base case for the small network expressed in CIM 

XML file [83] is processed in the following steps: 

1. The XML file is parsed and all the objects with same nomenclature with the 

XML file are assigned with the values obtained from the XML file. 

2. Topological node for base case determination: Topological Node is a set of 

connectivity nodes that, in the current network state, are connected together 

through any type of closed switches, including jumpers. Topological nodes can 

change as the current network state changes (i.e., switches, breakers, etc. 

change state). A topological node corresponds to bus in equivalent bus-branch 

model. All topological nodes for the base case are determined using the 

algorithm presented in [85]. The algorithm starts from primary equipment (i.e. 

generator, transformer, load, line) and scans through all closed switches and 
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groups the connectivity nodes associated in a single topological node and stops 

when another primary equipment is found. The node-breaker representation of 

the static power system model is shown in Figure 5.6 (all of the switches are 

closed). Small black dots represent terminals and large black dots represent 

connectivity nodes. Bus-branch model of the same network by creating 

topological nodes (in box with dash lines) is shown in Figure 5.7. 

3. Selection of pNode: A primary node (pNode) is selected [57]. In the topological 

node determination algorithm, the 1
st
 connectivity node in a topological node is 

usually a primary equipment; therefore the 1
st
 connectivity node in a 

topological node is selected as pNode. The other connectivity nodes in that 

topological node point that pNode which corresponds to bus in equivalent bus-

branch model. The pNodes in all the topological nodes are shown in Figure 5.7. 

4. Extraction of PSS/E data: As our fault location method uses short circuit 

program in PSS/E, the PSS/E raw data (expressed in bus branch representation) 

is extracted [85]-[86] where the bus names are actually the connectivity node 

names and therefore no nomenclature correlation between node-breaker model 

and bus-branch model is required. 
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Figure 5.6 Node-breaker representation with terminals and connectivity nodes 

 

 

 

 

Figure 5.7 Bus-branch representation with topological nodes 
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Tuning static system model 

Power system static model should be updated with the pre-fault conditions 

(switching changes and load/generation changes). CIM dynamic file [87] consists of 

measurement data with time stamps. As we don’t have this, a model of the small power 

system in ATP is used to generate measurements. Breaker and disconnector status updates 

are used to perform incremental topology processing [57] where topological nodes are 

recreated with changed switch status. 

Representing substation model in SCL 

In SCL substation functions are modeled into different logical nodes (LN) which 

are grouped under different logical devices (LD). All the logical nodes are associated to 

IEDs. Data exchanged between LNs are modeled as data objects, which consist of data 

attributes. SCL file for a selected substation is processed using the following steps: 

1. The XML file is parsed and all the objects with same nomenclature with the 

XML file are assigned with the values obtained from the XML file. 

2. For objects present in CIM (i.e. power transformer, voltage level etc.) both CIM 

and SCL names are stored so that no naming correlation required later. 

(discussed in next section). 

3. The IED names correspond to the logical nodes for measurement purpose are 

stored which helps finding the COMTRADE file for the recorder. 
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Representing event data in COMTRADE 

The raw measurement captured in DFR present in the substation are processed with 

the knowledge obtained from the configuration file (*.cfg) of the data (*.dat) in 

COMTRADE. 

Unified representation 

The unified representation of data and model is achieved using the following rules: 

1. Common data structures are used for similar objects. For example both of the 

models have substation object in common. Figure 5.8 shows the CIM 

representation and Figure 5.9 shows the SCL representation.  

 

 

 

Figure 5.8 Substation object in CIM 

 

 

 

 

Figure 5.9 Substation object in SCL 
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A class substation defined in our program has the following description: 

 Substation.name.cim="Substation1" 

 Substation.name.scl="S12" 

 Substation.VoltageLevel.high.name.cim="Substation-1 220KV" 

 Substation.VoltageLevel.low.name.cim="Substation-1 15KV" 

 Substation.VoltageLevel.high.name.scl="E1" 

 Substation.VoltageLevel.low.name.scl="D1" 

The other objects inside Substation object are defined in same fashion. 

2. Separate data structures for each model for dissimilar objects. For example 

CIM has ThermalGeneratingUnit but SCL doesn't. Figure 5.10 shows the CIM 

representation.  

 

 

 

Figure 5.10 ThermalGeneratingUnit object in CIM 

 

 

 

A class ThermalGeneratingUnit within substation is defined in our program has the 

following description: 
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 Substation.ThermalGeneratingUnit.name="GEN1" 

3. In some cases both similar and dissimilar objects are present which represent 

same electrical equipment. Both common and separate data structures within 

the object are used. For example both CIM and SCL have PowerTransfrmer 

object while SCL also include IED associated to that (TCTR i.e. current 

transformer LN here). Figure 5.11 shows the CIM representation and Figure 

5.12 shows the SCL representation of PowerTransformer.  

 

 

 

Figure 5.11 PowerTransformer object in CIM 

 

 

 

 

Figure 5.12 PowerTransformer object in SCL 
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A class PowerTransformer within substation defined in our program which has the 

following description: 

 Substation. PowerTransformer.name.cim="TR1" 

 Substation. PowerTransformer.name.scl="T1" 

 Substation.PowerTransformer.Lnode.iedname="D1Q1SB1" 

4. SCADA measurements are updated in the following classes: 

 Substation.VoltageLevel.high.Meas.value 

 Substation.VoltageLevel.high.Meas.type 

 Substation.VoltageLevel.high.Meas.accuracy 

5. Name and corresponding measurement channels for IEDs are located from 

SCL. If an IED is triggered, corresponding COMTRADE files (configuration 

and data) can be located from the database using the name of the IED. Figure 

5.13 shows a part of SCL corresponding to triggered IED.  

A class within Substation.VoltageLevel.high is defined which corresponds to 

measurements (as MMXU corresponds to measuring unit LN in SCL). For the measuring 

unit corresponding IED name and analog measurement channel are also stored. The class 

and subclasses are shown below: 

Substation.VoltageLevel.high.mmxu.iedname="E1Q1SB1" 

Substation.VoltageLevel.high.mmxu.iedname.CTR.name="I1" 
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Figure 5.13 Part of SCL corresponding to triggered IED 

 

 

 

By using the rules mentioned above, correlation between data and models are 

achieved automatically. After correlation of data and model, required information (voltage 

and current phasors for pre-fault and faulted network for each of the monitored channel 

mentioned in COMTRADE configuration file, status of the breakers from COMTRADE 

data file, relay trip signals from COMTRADE data file, SCADA measurements) are 

extracted as in [24]. 

5.4. Conclusions 

This section explores barriers to implementation of fault disturbance monitoring 

applications. A unified representation of data and model is proposed, which uses 
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standardized representation of data and model and uses simple but intuitive schemes to 

correlate data and models thereby achieve interoperability in implementation. Seamless 

integration of power system data and model information for effective fault location 

implementation is demonstrated in this section. This allows future expansions of the ways 

how data and fault location algorithms are integrated.  
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6. CONCLUSIONS 

 

6.1. Contributions 

The main achievements and contributions of this research are summarized as: 

 Two end synchronous sampling based transmission line fault detection, 

classification and location method: A simple yet efficient fault analysis method 

to detect, classify and locate transmission line faults using synchronized 

samples of voltage and current from both (all) transmission line ends is 

proposed. The proposed method is setting-free and transparent to fault 

resistance, different transmission line layouts, applicable to high resistance 

faults; detect, classify and locates fault with a very high accuracy while using 

moderate sampling rate for voltage and current measurement waveforms.   

 Sparse measurement based transmission line fault location method with fault 

resistance sensitivity corrections: An efficient scheme for reducing the impact 

of fault resistance on the sparse measurement fault location algorithm for 

transmission line is proposed. Sparse measurement based fault location method 

[23] is applicable when none of the transmission line ends recorded 

measurements but the accuracy is influenced by the fault resistance. The 

proposed fault resistance correction scheme estimates least sensitive pair of 

fault resistance and fault location using variance based sensitivity analysis. The 

proposed method can be applied with limited measurements while it is still 

being transparent to fault resistance impacts.  
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 An interoperable implementation using unified representation of data and 

model: A unified representation of data and model is proposed which uses 

standardized representation of data and model (using node-breaker 

representation) and uses simple but intuitive schemes to correlate data and 

models. Seamless integration of data and model is achieved thereby enabling 

interoperability in fault location implementation 

6.2. Conclusions 

The following conclusions were observed while implementing main contributions 

of this dissertation: 

1. Two-end synchronous sampling based fault analysis method: 

 It detects and classifies faults very accurately and quickly. Using pre and 

post event samples it can detect whether the disturbance is a fault within ½ 

of nominal frequency cycle of event inception.  

 It is suitable for online fault analysis including fault detection, classification 

and location in the cases relay operation needs to be classified in real time.  

 It does not require elaborate parameter settings for detection thresholds. 

  It is transparent to the effects of fault resistance and the use of transmission 

line models, which makes it very easy to implement. 

 The method depends on accurate representation of a transmission line 

model and as a result produces very accurate fault location results. 
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 Due to the presence of modern circuit breakers opening in less than two 

cycles, limited post fault waveform signal is available to be captured by the 

recorders, and this method is applicable in that situation. 

 The method is tested for several fault cases varying fault distance, fault 

resistance, and fault inception angle simulated in an IEEE test case, and 

accurate fault detection, classification and location is demonstrated.  

 The method can successfully detect and classify which line is faulted in 

case of parallel lines and even can detect cross-line faults. For the location 

part, only the transmission line that is faulted is used to estimate the 

location. 

 The method can discriminate load level changes from fault cases, and it can 

be used to validate relay trip decisions. 

2. Sparse measurement based fault location method with fault resistance 

sensitivity correction: 

 It can estimate fault location and fault resistance value even if the 

measurement from the ends of the faulty line are unavailable.  

 A correction scheme to reduce the impact of fault resistance which is an 

unpredictable parameter in fault location estimation procedure is proposed.  

 To achieve better accuracy, this method takes advantage of waveform data 

recorded by IEDs and archived data measured by SCADA RTUs.  

 The fault resistance compensation process is automated to allow practical 

use in actual power network application. 
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3. Unified representation of data and model: 

 Extracting useful information from both operational data (data captured 

continuously by RTUs and stored in SCADA) and non-operational data 

(data captured upon occurrence of an event by IEDs) in an automated way, 

which significantly enhances situational awareness, is achieved. 

 It is shown how to update static power system model with pre-fault 

conditions using information from both SCADA and IED data.  

 The proposed approach performs seamless translation between bus-branch 

and node-breaker model representation of power system and correlate data 

captured with power system model without any user intervention to achieve 

interoperability. 

 The approach reduces significant number of mappings and data exchanges 

(sometimes redundant) between several data and models which simplify 

software design tremendously and make future updates easier. 
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APPENDIX B 

 

IEEE 118 bus test system fault cases: 

1. Case 2 

Table B.1 Summary of fault detection, classification and location (IEEE 118 bus test 

system: Case 2) 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ag 

6.25   

(5%) 

0 0 0.02 

ag 0.0248 4.8 10.23 3.18 

25.02 
(20%) 

ag 0.0252 5.2 27.79 2.21 

62.55 

(50%) 
ag 0.0250 5 62.93 0.31 

6.25   
(5%) 

20 0 0.02 

ag 0.0249 4.9 10.48 3.38 

25.02 

(20%) 
ag 0.0251 5.1 27.88 2.29 

62.55 

(50%) 
ag 0.0250 5 62.97 0.34 

6.25   

(5%) 

100 0 0.02 

ag 0.0253 5.3 10.09 3.07 

25.02 

(20%) 
ag 0.0253 5.3 27.77 2.20 

62.55 

(50%) 
ag 0.0250 5 62.98 0.35 

ab 

6.25   

(5%) 

0 0 0.02 

ab 0.0230 3 10.27 3.22 

25.02 

(20%) 
ab 0.0226 2.6 27.84 2.26 

62.55 

(50%) 
ab 0.0225 2.5 62.99 0.36 

abg 

6.25   

(5%) 

0 0 0.02 

abg 0.0239 3.9 10.27 3.22 

25.02 

(20%) 
abg 0.0239 3.9 27.84 2.26 

62.55 

(50%) 
abg 0.0239 3.9 62.99 0.36 

6.25   

(5%) 

20 0 0.02 

abg 0.0239 3.9 8.75 2.00 

25.02 

(20%) 
abg 0.0239 3.9 27.49 1.98 

62.55 

(50%) 
abg 0.0239 3.9 63.02 0.38 

6.25   
(5%) 

100 0 0.02 

abg 0.0239 3.9 - - 

25.02 

(20%) 
abg 0.0239 3.9 25.94 0.74 

62.55 
(50%) 

abg 0.0239 3.9 63.04 0.39 
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Table B.1 Continued 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

abc 

6.25   

(5%) 

0 0 0.02 

abc 0.0247 4.7 15.09 7.06 

25.02 
(20%) 

abc 0.0239 3.9 32.40 5.91 

62.55 

(50%) 
abc 0.0250 5 65.58 2.42 

6.25   
(5%) 

20 0 0.02 

abc 0.0252 5.2 16.36 8.08 

25.02 

(20%) 
abc 0.0251 5.1 39.46 11.55 

62.55 
(50%) 

abc 0.0249 4.9 - - 

6.25   

(5%) 

100 0 0.02 

abc 0.0255 5.5 - - 

25.02 
(20%) 

abc 0.0255 5.5 - - 

62.55 

(50%) 
abc 0.0255 5.5 - - 

 

 

 

2. Case 3 

 

 

Table B.2 Summary of fault detection, classification and location (IEEE 118 bus test 

system: Case 3) 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ag 

1.81   
(5%) 

0 0 0.02 

ag 0.0262 6.2 - - 

7.24 

(20%) 
ag 0.0257 5.7 7.41 0.47 

18.10 
(50%) 

ag 0.0256 5.6 18.07 0.07 

1.81   

(5%) 

20 0 0.02 

ag 0.0245 4.5 - - 

7.24 
(20%) 

ag 0.0245 4.5 7.44 0.55 

18.10 

(50%) 
ag 0.0251 5.1 18.07 0.08 

1.81   
(5%) 

100 0 0.02 

ag 0.0255 5.5 - - 

7.24 

(20%) 
ag 0.0256 5.6 7.35 0.33 

18.10 

(50%) 
ag 0.0257 5.7 17.91 0.50 
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Table B.2 Continued 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ab 

1.81   

(5%) 

0 0 0.02 

ab 0.0269 6.9 - - 

7.24 
(20%) 

ab 0.0245 4.5 7.83 1.63 

18.10 

(50%) 
ab 0.0243 4.3 18.80 1.94 

abg 

1.81   
(5%) 

0 0 0.02 

abg 0.0269 6.9 - - 

7.24 

(20%) 
abg 0.0254 5.4 7.83 1.63 

18.10 
(50%) 

abg 0.0243 4.3 18.80 1.94 

1.81   

(5%) 

20 0 0.02 

abg 0.0241 4.1 - - 

7.24 
(20%) 

abg 0.0241 4. 1 8.56 3.67 

18.10 

(50%) 
abg 0.0241 4.1 19.77 4.62 

1.81   
(5%) 

100 0 0.02 

abg 0.0258 5.8 5.93 11.40 

7.24 

(20%) 
abg 0.0258 5.8 10.97 10.31 

18.10 
(50%) 

abg 0.0256 5.6 20.84 7.57 

abc 

1.81   

(5%) 

0 0 0.02 

abc 0.0285 8.5 - - 

7.24 

(20%) 
abc 0.0269 6.9 - - 

18.10 

(50%) 
abc 0.0285 8.5 12.09 16.58 

1.81   

(5%) 

20 0 0.02 

abc 0.0241 4.1 - - 

7.24 

(20%) 
abc 0.0241 4.1 - - 

18.10 

(50%) 
abc 0.0241 4.1 19.57 4.08 

1.81   

(5%) 

100 0 0.02 

abc 0.0260 6 - - 

7.24 

(20%) 
abc 0.0258 5.8 - - 

18.10 

(50%) 
abc 0.0259 5.9 - - 

 

 

 

 

 



 

115 

 

3. Case 4 

 

 

Table B.3 Summary of fault detection, classification and location (IEEE 118 bus test 

system: Case 4) 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ag 

0.88   

(5%) 

0 0 0.02 

ag 0.0315 11.5 - - 

3.54 

(20%) 
ag 0.0239 3.9 3.74 1.19 

8.85 

(50%) 
ag 0.0240 4 8.99 0.81 

0.88   
(5%) 

20 0 0.02 

ag 0.0229 2.9 - - 

3.54 

(20%) 
ag 0.0228 2.8 3.69 0.87 

8.85 
(50%) 

ag 0.0228 2.8 8.97 0.70 

0.88   

(5%) 

100 0 0.02 

ag 0.0230 3 - - 

3.54 
(20%) 

ag 0.0231 3.1 3.69 0.88 

8.85 

(50%) 
ag 0.0230 3 8.92 0.40 

ab 

0.88   

(5%) 

0 0 0.02 

ab 0.0253 5.3 - - 

3.54 

(20%) 
ab 0.0247 4.7   

8.85 

(50%) 
ab 0.0247 4.7 10.41 8.83 

abg 

0.88   

(5%) 

0 0 0.02 

abg 0.0246 4.6 - - 

3.54 

(20%) 
abg 0.0242 4.2 4.20 3.76 

8.85 

(50%) 
abg 0.0244 4.4 8.97 0.73 

0.88   

(5%) 

20 0 0.02 

abg 0.0214 1.4 - - 

3.54 

(20%) 
abg 0.0210 1 3.90 2.09 

8.85 

(50%) 
abg 0.0214 1.4 8.72 0.72 

0.88   

(5%) 

100 0 0.02 

abg 0.0214 1.4 - - 

3.54 

(20%) 
abg 0.0274 7.4 4.02 2.76 

8.85 
(50%) 

abg 0.0273 7.3 8.48 2.06 
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Table B.3 Continued 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

abc 

0.88   

(5%) 

0 0 0.02 

abc 0.0367 16.7 - - 

3.54 
(20%) 

abc 0.0252 5.2 - - 

8.85 

(50%) 
abc 0.0267 6.7 8.87 0.14 

0.88   
(5%) 

20 0 0.02 

abc 0.0228 2.8 - - 

3.54 

(20%) 
abc 0.0229 2.9 - - 

8.85 
(50%) 

abc 0.0233 3.3 9.23 2.18 

0.88   

(5%) 

100 0 0.02 

abc 0.0272 7.2 - - 

3.54 
(20%) 

abc 0.0272 7.2 - - 

8.85 

(50%) 
abc 0.0355 15.5 9.47 3.53 

 

 

 

4. Case 5 

 

 

Table B.4 Summary of fault detection, classification and location (IEEE 118 bus test 

system: Case 5) 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ag 

7.71   
(5%) 

0 0 0.02 

ag 0.0240 4 7.22 0.32 

30.86 

(20%) 
ag 0.0238 3.8 32.43 1.02 

77.15 
(50%) 

ag 0.0240 4 83.28 3.98 

7.71   

(5%) 

20 0 0.02 

ag 0.0236 3.6 7.54 0.11 

30.86 
(20%) 

ag 0.0239 3.9 24.76 3.95 

77.15 

(50%) 
ag 0.0241 4.1 71.38 3.74 

7.71   
(5%) 

100 0 0.02 

ag 0.0240 4 7.64 0.04 

30.86 

(20%) 
ag 0.0241 41 24.77 3.94 

77.15 

(50%) 
ag 0.0243 4.3 83.60 4.18 
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Table B.4 Continued 

 

Fault 

Type 

Fault 

Location 

(mi) 

Fault 

Resistance 

(Ω) 

Fault 

Inception 

Angle 

(degree) 

Actual 

Fault 

Inception 

Time (s) 

Detected 

Fault 

Type 

Calculated 

Fault 

Inception 

Time (s) 

Time 

to 

detect 

(ms) 

Calculate

d Fault 

Location 

(mi) 

Fault 

Location 

% Error 

ab 

7.71   

(5%) 

0 0 0.02 

ab 0.0260 6 - - 

30.86 
(20%) 

ab 0.0250 5 29.31 1.00 

77.15 

(50%) 
ab 0.0248 4.8 77.52 0.24 

abg 

7.71   
(5%) 

0 0 0.02 

abg 0.0260 6 10.20 1.62 

30.86 

(20%) 
abg 0.0232 3.2 29.31 1.00 

77.15 
(50%) 

abg 0.0232 3.2 77.52 0.24 

7.71   

(5%) 

20 0 0.02 

abg 0.0230 3 10.63 1.90 

30.86 
(20%) 

abg 0.0232 3.2 31.77 0.59 

77.15 

(50%) 
abg 0.0233 3.3 76.46 0.44 

7.71   
(5%) 

100 0 0.02 

abg 0.0242 4.2 6.63 0.70 

30.86 

(20%) 
abg 0.0244 4.4 31.76 0.59 

77.15 
(50%) 

abg 0.0249 4.9 74.15 1.94 

abc 

7.71   

(5%) 

0 0 0.02 

abc 0.0254 5.4 - - 

30.86 

(20%) 
abc 0.0240 4 32.56 1.10 

77.15 

(50%) 
abc 0.0238 3.8 74.77 1.54 

7.71   

(5%) 

20 0 0.02 

abc 0.0235 3.5 - - 

30.86 

(20%) 
abc 0.0236 3.6 32.64 1.16 

77.15 

(50%) 
abc 0.0239 3.9 76.39 0.49 

7.71   

(5%) 

100 0 0.02 

abc 0.0245 4.5 - - 

30.86 

(20%) 
abc 0.0246 4.6 32.65 1.16 

77.15 

(50%) 
abc 0.0249 4.9 74.00 2.04 

 

 


