SIMULATION AND EXPERIMENTAL PREDICTIONS FOR THE

STRUCTURAL RESPONSE OF SATELLITES

A Thesis

by
ANGELA NOEL MCLELLAND

Submitted to the Office of Graduate and ProfessiShadies of
Texas A&M University
in partial fulfilment of the requirements for thegree of

MASTER OF SCIENCE

Chair of Committee, Helen Reed

Committee Members, Srinivas Vadali
Luciana Barroso

Head of Department, Rodney Bowersox

December 2013

Major Subject: Aerospace Engineering

Copyright 2013 Angela McLelland



ABSTRACT

This research investigated the structural respofisatellites and space rated
payloads. Throughout the work, SolidWorks Simulatieas utilized to subject the
aforementioned systems to both experimental teslislas well as program specific
flight environments. While the methods presentetthiwithis document were exclusively
employed with the SolidWorks Simulation softwarkfiaite element analysis (FEA)
techniques and computer aided design (CAD) bestipes discussed are valid for a
variety of commercially available CAD packagesntiily, the programs under
investigation were the Low earth Orbiting Navigatiéxperiment for Spacecraft Testing
Autonomous Rendezvous and docking (LONESTAR) arat&iased Telescopes for
Actionable Refinement of Ephemeris (STARE) prograBwh investigations studied
satellite responses due to free and forced vibratas well as various thermal
environments and loading. Additionally, where expental data was available,
simulation solutions were validated against CADeagated values and evaluates for
accuracy.

Ultimately, the natural frequency and random wiloraresponses of four systems
are presented as part of this research and thaiggynsf these results, due to various
modeling variables, is discussed. The transientséealdy state thermal profiles of two
satellite flight configurations are also preserntedn effort to predict on orbit thermal
conditions. The CAD tool was evaluated and deenppdagpriate for investigative

studies within the laboratory.
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1. INTRODUCTION

Current trends in academic, government, and comaleatellite designs are
moving towards smaller, less expensive integragstems. This decrease in satellite
size renders the requirement of large launch vesigbsolete. Many smaller programs
are beginning to take advantage of the resultiaguency increase of launch
opportunities. As the aerospace industry transstioom a once highly
compartmentalized entity into an era of higher exjpe and increased accessibility,
experimental payloads and student-designed satHéve seen tremendous growth.
AggieSat Laboratory (AGSL), at Texas A&M Univers{fyAMU), is one such example
of a student organization thriving in the wake @hanging space industry.

Like many satellite designs, AGSL programs berfedin the technological
advancements of computer aided design (CAD) soéwad integrated finite element
analysis (FEA) solversThe use of such technology places AGSL at theecarita
necessary discourse among industry and acadendiertegegarding the role such
computational solutions should play in the desigicess. Despite great efforts to
establish clear validation and verification (V&Waadard$within the field of
computational solid mechanics, little documentategarding specific simulation
packages is available to analysts. For this redsBA, results are generally presented
conjointly or supplementary to structural respomsalictions obtained through more

conventional methods e.g., experimental testing.



1.1 Thesis Organization

This work utilized CAD generated simulation soluscas well as experimental
test data to predict the structural responsesreéttifferent AGSL supported satellites.
By examining both historical and current desigasrifithe Low earth Orbiting
Navigation Experiment for Spacecraft Testing Autmoois Rendezvous and docking
(LONESTAR) and Space-based Telescopes for ActienBefinement of Ephemeris
(STARE) programs, the research presented hereecatilized to improve future design
iterations. Additionally, the CAD tool utilized wajualitatively evaluated for AGSL
simulation needs. As part of this evaluation, telMaturity Level (TML) guide
created by the United Stated Air Force Researcloladbry (AFRL) helped determine
how best to utilize simulation data in the futuflis assessment, having previously
never been investigated within AGSL, provided esakimternal insight as to the
limitations of stand-alone CAD packages for satelliesign and development. While the
research presented within this document utilizeldd®éorks and SolidWorks
Simulation, the methods utilized in response ptezhcand TML evaluation are
generally applicable to other CAD software as well.

Section 2 of this thesis briefly outlines the d#ateprograms through which this
investigation was made possible as well as provithsstry examples for which
SolidWorks was used as an optimization tool. Sac3idighlights the motivation for
this study from a V&V perspective and defines clgaals for the research. Next,
Section 4 presents general governing equationstifess, strain, steady state conductive

heat transfer, free vibration and forced vibratiorlyses:” The text highlights how



CAD packages implement and solve, either iteragieeldirectly, the aforementioned
systems of equations. Sources of uncertainty ftr bgperimental and simulated
datd** were investigated and the corresponding impactesuilt integrity weighed.

In an effort to consider the variability of expeantal and simulation results,
validation metric¥**for comparison of the two data types are defime8éction 5.

Also outlined in Section 5, are the general techegjfor utilizing FEA CAD packages
to predict structural responses and how such steps employed throughout this
research. Additionally presented in Section 5 amigtion assumptions, geometric
simplifications, material selections, mesh detaits] boundary conditions for all three
AGSL supported programs-six total CAD models.

In Section 6, the simulated and available expertalestructural responses of the
six models are summarized. Such simulated evahmtieclude: stress, deflection,
acceleration, factor of safety (FS) and thermapouplots. Accelerometer readings from
the experimental vibration tests of both AGS2 drel$TARE payload are also
captured. Within the text concerning simulatiosulés is an overview of noteworthy
model features, the material library utilized, @mplifying assumptions for each of the
six models. Mesh convergence plots are shown dsav@émonstrate the variability of
non-converged solutions and the importance of nredpendent simulations.

As part of the final evaluation of the data, dipemecies between experimental
and simulation results are discussed in SectirThis final section also includes a
recommendatiof for future uses of the CAD tool, as an independesign evaluation

tool at AGSL. This suggestion will be based ongimeulations’ ability to meet



validation metrics and the standards establishéldem ML guide. Ultimately, this work
adds to a limited literature archive of both s@ektructural response predictions using

CAD software and the usefulness of the TML guidaseessing application-specific

software!’



2. BACKGROUND

2.1 Trends in the Aerospace Industry and Academia

In the past decade, nano-satellites (1-10kg) aietbrsatellites (10-100kg) have
made a drastic emergence in commercial, acaderdimditary arenas. The size and
cost of these compact spacecraft as well as thigydbr many smaller payloads to
‘piggyback’ on large launch vehicles have contrdalito an increase in launch
frequency:®*° Consequently, in an industry that was once exailigicontrolled by
government agencies such as the National Aerorsaatid Space Administration
(NASA) and the Department of Defense (DOD), thereaw a spike in public launch
opportunities through the government and privattoseOne assessment suggests that
civil users, classified largely as universities aaskearch groups, are projected to
increase the number of small satellites launchas ft current annual average of 108 to
almost 200 before 2018 The impacts of this trend, while widespread, casilg be
seen to include an increased rate of design, tesimd production.

As the space industry and academic worlds merigegaly less-experienced
faction of engineers is tasked with creating buadgeiscience, space rated systems on
accelerated timelines. Furthermore, in order feséhsatellites to be successful in this
changing market, designs will need to push the lepes of size, weight, and power

consumption.



2.2 Programmatic Background

Two examples of student-supported programs bemgfiftom small, space
based research platforms are the LONESTAR and STeédRipaigns under
investigation at AGSL. AGSL, a student managed miggdion sponsored by the
Aerospace Engineering Department at TAMU, was fednoly Dr. Helen Reed in 2005.
Still the principal investigator at the lab, Dr.d®keinvests in programs that foster the
goals of the lab, “to develop and demonstrate notkrhnologies by using a small-
satellite platform, while educating students andofimg the undergraduate
experience.” Additionally, the lab fulfills analysis needs fowariety of third party
programs. The myriad of opportunities at AGSL abosngineering fundamentals to be
assessed both from a business and research perspect

The design process within AGSL highlights the imigaoce of a strict
configuration management policy, similar to thagticed in industry. This policy
allows students to track design deviations andfédsires through well-documented
procedures, development plans, and certificatigs./l®ocument control and
configuration management, on this level, have doutied to launch manifests on
manned vehicles and deployment opportunities fioennternational Space Station
(ISS). In order to ensure these international resesuare utilized to the fullest potential,
the lab partners with industry and academic leatbegain guidance and insight
regarding the design, testing, manufacturing, iratgn, and operation of space-rated

hardware.

t Reed, Helen, Dr. "AggieSat Lab - Home." 15 May 2(it8://aggiesatweb.tamu.edu/.



2.2.1 The Low Earth Orbiting Navigation Experiméot Spacecraft Testing
Autonomous Rendezvous and Docking Campaign

One such partnership is the LONESTAR campaign, whepresents the largest
student led enterprise at AGSL. Below is the agrgezh LONESTAR campaign
statement.

“LONESTAR, Low earth Orbiting Navigation Experimeior Spacecraft
Testing Autonomous Rendezvous and docking, is graromatic
partnership among the University of Texas at Au@tif), Texas A&M
University and NASA-JSC aimed at exploring and diepeg alternative
Autonomous Rendezvous and Docking (ARD) systemsigeron cost
effective, low power microsatellite infrastructur€ver the course of four
missions, the University of Texas at Austin andd®R&M University
will design and build four pairs of cooperativeedhites to test and
implement systems to ultimately demonstrate ARDRhanfourth and final
faal 21
mission.

Leading up to the final mission and ultimate cargpajoal of ARD, AGSL has
clearly defined objectives for intermediate flightfiese goals are briefly outlined in
Table 2.1 and include a variety of hardware chetkand evaluations, attitude control
demonstrations, and visual confirmation capabditiehe technical objectives are further
used to develop satellite and system requiremeniged as mission success criteria for
each flight**

In addition to the below mission objectives alltpes of the LONESTAR
campaign are held to NASA and contractor safetydsteds®> %> These standards dictate
design constraints ranging from viable materia¢stbns to testing requirements.
Furthermore, each university satellite is subjettechultiple, independent safety board

reviews. NASA and third party entities oversee sisshews in order to verify structural

integrity and ensure crew safety. It is thereftue éxclusive responsibility of AGSL to



ensure satellite subsystems satisfy all missionesgccriteria. Internally, such assurance
comes from a combination of simulations of thertignvironment and hardware

testing, on the component, subsystem, and intehsateellite level.

Table 2.1: Mission Specific LONESTAR Campaign Okijess"

- Mission 2 Objectives
M20-1 Evaluate sensors including but not limited@tobal Positioning System
(GPS) receivers, Inertial Measurement Units (IMUWa)e gyroscope,
accelerometers.

M20-2 Evaluate Reaction Control System (RCS).

M20-3 Evaluate Guidance Navigation and Control (GY&ystem including
guidance algorithms, absolute navigation, and ik&atavigation.

M20-4 Evaluate communications capabilities betwsenspacecraft and from each
spacecraft to their ground stations.

M20-5 Evaluate the capability to take video.

- Mission 3 Objectives

M30-1 Evaluate RCS.

M30-2 Demonstrate ability to maintain relative \a@tg and attitude within TBD
requirements.

M30-3 Evaluate Autonomous Flight Manager (AFM).

M30-4 Demonstrate docking system.

- Mission 4 Obijectives

M40-1 Demonstrate full ARD capability using GN&CCR, and AFM.

Currently AGSL is working towards the second missab the LONESTAR
campaign, AggieSat4 (AGS4). AGS4 has a mass camistiegb0kg and will be limited
in size by the ISS Japanese Experiment Module (HtNtck dimensions. AggieSat2
(AGS2) was the first AGSL LONESTARE satellite amdimhched in 2009 on Space
Shuttle Endeavour, STS-127, for a 230 day mis$i&xGS2 had a mass of

approximately 2.3kg and was a 5x5x5in cube shapesdlise. The structural responses



of both satellites are investigated throughout tegearch and will be discussed further

in subsequent sections.

2.2.2 The Space-based Telescopes for ActionabileeRefnt of Ephemeris Campaign

Another venture supported by AGSL is the Lawreneeilmore National
Laboratory (LLNL) STARE Campaign. This project repents a five-program
partnership among the Navel Postgraduate SchodNRe National Reconnaissance
Office, the Boeing Company, LLNL and TAMU. The gadlthe campaign is to monitor
space debris and predict collisions. In a March22€irvey, conducted by the NASA
Orbital Debris Program Office, the importance oflstechnology was clearly
demonstrated on an international scale. NASA repaitiat, at the time of the update,
there were 21,000 items larger than 10cm, 500,0(€cts between 1-10cm and over
100 million objects smaller than 1cm in orbit arduarth! Considering that these items
travel with an average speed of 8km/s and thaetae currently 560 functioning
satellites in space, the risk of collision is notyoprobable, it could be costly and
catastrophic.

In order to develop a network of satellites capablpredicting collisions, the
STARE campaign utilizes a specific class of sded|iknown as CubeSats. Satellites

classified as “1U” CubeSats generally fit in a 10x10cm volume and weigh less than

" NASA Orbital Debris Program Office. http://orbitaldris.jsc.nasa.gov/index.html

T Space Surveillance Network. http://www.au.af. milfauc/awcgate/usspc-fs/space.htm



1kg. The size and weight of CubeSats make themegfesitive to build and allow for
more frequent launch opportunities. These satgeltita also be ‘stacked’ to demonstrate
higher complexity in a modular configuration. Ormeremon form factor is the
30x10x10cm or “3U” CubeSat. The STARE mission emplthis 3U configuration,

with 1U of the satellite dedicated to the paylcattifude control system and power
system, respectively.

The STARE payload represents just one of severall satellite payloads which
contributed to the Operationally Unique Technol&gellite (OUTSat) program. The
OUTSat program was a collection of eleven Cube&adiseight Poly-Picosatellite
Orbital Deployers (P-Pods) and included the STARfgad’ All eight P-Pods were
located at a unique position, and thus launch enwient, in an NPS designed launcher,
the NPSCul. In order to support the needs of th&FRH program, AGSL performs
structural and thermal analyses for improved deaighsystem characterization. The
results of these studies are presented as pdrisoivork and will be discussed in greater

detail in a later section.

2.3 Computer Aided Design Packages
As is the case in most technical design fieldsl programs almost

exclusively utilize CAD to draft and validate prag@al solutions. Such software with

t “CubeSat.org”. June 20, 2013. http://www.cubesgtindex.php/missions/upcoming-launches/122-136-
launch-aler
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built in FEA solvers, i.e. CATIA SolidWorks', and Inventor'”, afford users the
opportunity to create one-to-one digital modelsl@$igns while vetting manufacturing,
integration, and integrity concerns. These CAD paels also allow designs to be
virtually tested under operational static, frequerand thermal loads. The cost benefit
of virtual testing for realistic environments hasyen to be quite impressive for large-
scale project8’?® Furthermore, independent analysis of CAD usageduastry shows
companies using CAD software achieve, “revenud, tmsnch date, and quality targets
for 86% or more of their product$®

Engineers today benefit from countless commerchdD @ackages. Of these
options, the majority offers integrated FEA solviensperforming complex structural
analyses. While this arsenal seems abundant, $astiwh as: supported import/export
file formats, platform compatibility, technical sugrt, and cost all impact and limit the
viable options available for any given applicatibor the purposes of this research,
SolidWorks 2011 Professional was utilized.

Many, if not most, CAD packages feature built-inA$golvers, which aim to
create seamless transitions between design anghdesidation. Within CAD
simulation suites, designers have the option oflacting linear static, frequency,

buckling, thermal, drop test, fatigue, forced vilma and non-linear dynamic

t "Login to 3ADEXPERIENCE Platform.3DExperience Platformhttp://www.3ds.com/products/catia/
™ Solidworks Simulation Premium3D CAD Design Software SolidWorlkstp://www.solidworks.com

" eSoftware for Mechanical Design and SimulatiomVentor and Inventor Professional
http://www.autodesk.com/products/autodesk-inveifaonily/overview
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simulations, to name a few. Most commercially ataig CAD software accept many
import formats e.g., DXF, DWG, Parasolid, IGES, FTRCIS, STL, ProE, and Solid
Edge, which allow for ease of file sharing as veslidata encryption. Likewise,
information can be exported in a variety of formatisuring safe and efficient result
archives. Such features made commercially avail@Blp software a suitable choice for
the research presented.

Additionally, the CAD tool utilized in this resedroffers a Hardware
Benchmark to ensure system compatibility. The berach measures central processing
power, graphics card, and input/output performdncaveraging the times of five
performance tests. Each test cycles through a@awild, rotate/zoom, render, close, a
drawing open, pan/zoom, add sheet, close, andsamdsy open, rotate/zoom, and
close. The SolidWorks Hardware Benchmark was ruthermachine used in this
research and provides confidence that variancegeeetsimulation run times, discussed
later, were minimally impacted by hardware perfoncea Computer specifications and

benchmark results can be found in the Appendix.

2.3.1 SolidWorks in Other Applications

The SolidWorks Simulation package has been usesiifatar research in a
variety of different applications. The informatiand research summarized below is not
meant as an exhaustive literary review. Ratherekaenples provided are intended to
establish merit for the simulation tool and to Hight current uses of SolidWorks in a

variety of industries.
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In the automotive industry for example, SoildWo8imulation was utilized to
analyze and optimize drums of tire testing machifiés such machines, drums are
utilized to simulate road interfaces for the pugssef endurance, speed, and material
tests. Bu's research aimed at optimizing the maasson drum, for testing large
engineering grade tires. Specifically, the investimn utilized stress, displacement and
geometric measurements from SolidWorks as inputedostraint variables in an
optimization function. Ultimately, Bu concluded thailization of SolidWorks in the
design process contributed to budget, schedul@ptichization success.

Another application where the benefits of SolidWéodan be seen in product
design is the oil and gas industiyFeiyu and Qingyan of the College of Construction a
Jilin University in China demonstrate SolidWorksefulness as a comparison tool. The
research investigates two topdrive stems, usedotade rotational force on drilling rigs,
and compares simplified models of each. Finalsssents of each topdrive stem’s
stress and fatigue are achieved with Simulation.

An additional industry that benefitted from Solid¥Ke Simulation analyses was
pharmaceutical drug productiéhin the research conducted at Tianjin University of
Science, solid-state fermentation equipment waisniged using SolidWorks. This body
of work utilized FEA to make parametric studiesbéft dimensions and material
selections. Due to the fact that virtual assembliese used in the optimization process
rather than prototype testing, production costeveggnificantly reduced. Furthermore,
SolidWorks COSMOSMotion plug-in was used to furtbptimize the drum design and

verify that fermentation could be achieved for $specified operating conditions.
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In addition to the structural analyses presentetid®/orks has proven to be
extremely useful in conducting thermal investigasioln 2012, research was presented
showing the benefits of SolidWorks Simulation indebng the steady-state behavior of
support equipment, internal to steel working ov&rEhe study considered the steady
state results of both ANSYS Workbench and SolidVe@knmulation for an infrared
temperature measurement installation support. Whéddwo simulations’ results
differed by only 0.5°C, Mr. Ying Peng concludedttA&SYS Workbench was the
better solution for solving multiphysics simulatsom.e. problems coupling FEA with

molecular phenomenon.
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3. MOTIVATION

Throughout the literary research for this studgieéiciency in the applications
for which Simulation has been utilized became appaiFew, if any, examples exist of
the package being used to evaluate small satelRetifying this gap in the literature is
one fundamental goal of the research. The anabfsthe STARE, AGS2, and AGS4
systems will serve as three independent exampleewfCAD software can be
employed in predicting the structural responsesntdll satellites.

Another area of insufficient data exists surrougdime validity of simulation
results. To truly understand how this deficit imgacurrent and future work in the
aerospace industry, the following sub-section itigates the difference between
software validation and verification and how audedl to address either can adversely
impact designs. This discussion serves as additoofivation towards another primary
objective of this work, to assess the ability of [@8oftware to produce stand-alone
structural response predictions. The evaluatiaih®foftware’s limitations adds to a
sparse database currently available for CAD ussipeoduct designers.

In order to complete a review of the simulationl$cend to present results in a
concise and meaningful manner, this work will I@lemploying proposed verification
and validation guides. Such standards have beezlajmd by professional
associatiorn$ as well as government funded research organizatind provide a

common language with which to discuss results tiigrreason, a tertiary objective of
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this research is the adherence to standard defisitind success metrics in the

evaluations of both the simulated and experimeetallts.

3.1 Validation and Verification of Simulation Resuts
In order to achieve the last of the above reseabpctives, an important
distinction must be made between software validediod verification. While varying
definitions for each are presented in the litegttine majority differs only in semantics.
Throughout this research the distinction betweentwo will be as follows:
» Validation-ldentification of correct mathematicabael to physically
represent the system in questitns
» Verification- Assurance that computational moded @s algorithms
accurately solve the mathematical mddel
Both validation and verification represent impottateps in obtaining accurate
simulation results. In a paper on simulation goaene the author, Barna Szabo,
suggests that a large majority of the engineerorgraunity both recognize the need for
and would benefit from V&V procedures. Two key tatases, which restrict
implementation of such procurers, Szabo statess gemeral frustration among users
and developers over the veracity of results aratk 6f V&V support within existing
software.
Furthermore, the question of accountability musath@ressed. Using the above
definitions for V&V one could argue that a natutlalineation of responsibility exists

between vendor and analyst. While this may be #ise,cunless standards are put into
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place and upheld with consistency in industry,dbeden to validate results and verify
code will continue to fall on those who rely on CAbcuracy. This long-standing habit
will only serve to further the notion that CAD rétsicannot serve, independently, as

sufficient commentary on design integrity.

3.2 Tool Maturity Level Evaluation

In an effort to rectify the inconsistencies of safte evaluations and elevate
computational packages beyond the supporting rol&t currently play in design, the
United States AFRL sponsored a Technical Interchdngeting (TIM) in February of
2011. The results of this meeting, while aimed &w\Mvithin integrated computational
materials engineering, have numerous crossovehgtprocesses utilized in
computational solid mechanics. Perhaps the mosfiogal outcome of this TIM was
the TML assessment guid®.

“The TML descriptions are intended to be generalature and broadly
applicable... [They] convey increasing fidelity, sopjing data, documentation, level of
V&V, and hence confidence in the decisions or rissulith increasing tool maturity*®
Each of the five levels of the TML guide assessgaties of model basis and definition,
complexity and documentation, supporting data, rheeefication, rules of
applicability, uncertainty quantification, and \ddtion. Table 3.1, on the next page,

highlights the developmental level of each catedora given TML classification.
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Table 3.1: Tool Maturity Level Assessment Guigge? om 36

Assesment Category

Range of Applicability

Model Basis and| Complexity and | Supportin Model i A
e B 4 5 PP g ; 3 and Uncertainty Validation
) Definition Documentation Data Verification o
Tool Maturity Level Quantification
*Model defined *Process has been *Supporting *Code and model |*Uncertainty quantification

*Inputs/Outputs mapped through flow |data identified |verification plan [(UQ) and verification plan
TML 1 defined diagram developed developed
*Application
defined
*Models and sub- |*Dependence on *Adequate *Computer code |*Range of applicability and *Validation plan
models defined sequential or supporting verified input parameters defined developed
*1/0 defined for interdependent data available, |*Model *UQ sensitivity analysis *Initial Risk-
TML 2 sub-model computations defined |documented computations performed Conseguence
*1/0 ranges *User guide and archived verified against |*Demonstrate trends assessment
defined conceptualized supporting data |consistent with known results |completed
*Dependence on *Supporting *Model *Model output exercised and |*Sub-models
inputs from other data computations assessed over full range of validated
analytical tools represents full |verified over applicability *Selected validation
TML 3 defined range of range of use *Limitations imbedded to cases completed
*User guide application *Version control |control use beyond range *Risk-Consequences
developed and documented and assessed for
documented implemented application
*User guide *Supporting *Code and model |*UQ analysis performed for *Model validation
references supporting |data adequate |verification model output over range of
TML 4 data, UQ analysis, to determine |complete per interest
and validation cases |accuracy and |ASME V&V Guide *Model accuracy
validation of validated
model
*Benchmark cases including |*Model uncertainty
UQ established validated
TML 5 *Model performance validated |*Benchmark
equivalent or better than validation cases
experimental capacity established
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At the conclusion of this work, the table abovd e utilized as the primary
assessment measure for CAD software as analytick in small satellite development.
A TML-1 verdict will be given for an analytical tbwith unverified potential. If the
CAD tool receives a TML-1 rating for the analysfssatellites in the capacity of this
research, the recommendation for future use willh#ed to investigative explorations.
The results of a TML-1 tool would not be consideagi@quate to limit or impact
previously accepted physical qualification tesAsTML-2 tool is capable of predicting
performance trends and relative results. As wighghor level, outputs of TML-2
software should not decrease either the intensiguantity of physical tests but could
be used to plan appropriate analytical assessnmEvits.3 software would produce
findings with fidelity appropriate for lesseningtmg requirements and evaluating
alternatives to industry standard processes. Besiih TML-3 package would lack the
complete validation required for a TML-4 rankingaf®vare that falls under the TML-4
heading would be considered fully vetted and vaéiddor the stated application.
Uncertainty within the model will have been quaetifand the impact on results
characterized. Lastly, a TML-5 score would prodresults, which consistently achieved
higher accuracy than experimental testing. TML-&davould be the only software
capable of stand-alone results and complete V&\Midence. A complete user guide
comprised of supporting documentation and V&V atigg would support the
recommendation for use of TML-5 results in lieypbfysical testing.

Ultimately, the TML determined appropriate for tge of CAD at AGSL will

dictate how an analyst will use this software pgekim the future. The level determined
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appropriate for the results presented will allowigeers to use the iterative FEA
processes, integrated within CAD software, to nedfieiently turn around designs.
While the final assessment will not impact NASAetgfstandards and/or any related
physical testing practices, it is the goal of ti@search to define the level of confidence

appropriate for subsequent projects.

3.3 Objectives

This work aims to contribute to an admittedly liedtbody of literature
concerning structural response predictions of ssa#llites using CAD packages,
specifically, SolidWorks Simulation. Also, efforsll be made so that comparisons of
future simulations and observed physical behavightrbe possible. Specifically,
validation metrics for the LLNL-STARE program an@NESTAR-AGS2 and AGS4
missions will be presented as specific examplewlngh to evaluate simulation
performance. The end goal of the proposed reseaudliche predictions of all three
satellites’ structural responses based on simulama experimental data as well as an

assessment of predicted responses in both teshamch environments.
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4. METHODOLOGY

This section investigates the governing systenexjahtions for the analyses
utilized throughout this research as well as thalable solvers for completing FEA
problems within CAD packages. Also discussed, laegotocesses within modeling
where uncertainties and solution errors can oddugse errors as well as the errors
associated with experimental testing are outlier lin this section to facilitate the

discussion of results in Section 7.

4.1 Governing Equations
4.1.1 Strain-Stress Relationship

Consider an infinitesimal material element ancha@edne corner to the
Cartesian coordinate system. If the material elgmere subjected to a load or
temperature distribution, strain or deformation \doaccur. Strain is defined as the ratio
between changes in an object’s form, due to exligrapplied loads, and the object’s
original dimensions. The resulting element shap#dcbe expressed in a matrix

equation using Eqg. (4.1).

u U 4 v w4 du]
gxx gxy gxz 0X oy + 0X ox + 0z
— = | 0u 4 ov ov ov 4 ow
&= ny gyy gyz | oy + ox oy 0z + ay 4.1)
oW 4 0u v 4 0w ow '
_‘gzx gzy gzz_ | 0X + 0z 0z + oy 0z |
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Whereu, v, andw represent the deformations of the element in the and z-axes,
respectively. This matrix is clearly symmetric ahdrefore only has six, rather than
nine, independent terms. Furthermore, the off cdiagterms are known as shear strain
while the diagonal elements are normal strain \&alug¢ooke’s Law, for linearly elastic
isotropic material, suggests there is a lineatiggiahip between normal stresses4nd

normal strain€) as shown in Egs. (4.2-4.2).

Ex =& =¢(0,~V(0,+0,) (4.2)
£, =& =t(0,-V0,+0,)) (4.3)
£,=€=¢(0,-v(o,+0) (4.4)

Likewise, the shear stresg ¢an be related to shear strain by the followhrge

equations.
20,,(1+Vv)
W= E fw (4.5)
20,,(1+Vv)
—_ yz —
=g e (4.6)
20,,(1+v)
}/ZX :T :£ZX (47)
In the above equationE,is Young's modulus (Pa) andis Poisson’s ratio.
These relationships can be written in a more siiredliimatrix form as follows.
E=Ao (4.8)

Where in Eq. (4.83=[&x €, &, Exy £2€x] |, 0=[0x Oy 0,04y 0, 0], T is the transposed

matrix andA is a 6 by 6 matrix of the following form, Eq. (4.9

22



1 v -v 0 0 0
-V 1 -v 0 0 0
Az 1|V v 1 0 0 0 (4.9)
EIO O 0 21+v) 0 0
0O 0 O 0 2(Hv) 0
L0 0 O 0 0 2(HV) |

Using the above relationships and the principlei@ial work, the finite element
method can be derived. The principle of virtual kvstates that if a system in
equilibrium, while under various external forcesyirtually displaced, the virtual work
of the external loads is zero. It follows then ttiet static state equilibrium displacement
field is that which both satisfies boundary coratis and minimizes the system’s total
potential energy.In order to derive the stress at any point of BA Fhodel consider the

following definitions (simplified for purely tranational responses):

u={u,v,w} (4.10)
q={q}(=12..n) (4.11)
G ={0 .9, .0, } (4.12)

whereu is a vector of generic, non-node, translationsplicements (m) in the three
primary axes of the model. Translational nodal ldispments, on the other hand, are
denoted for each node kjyand the total displacement (m) vector for theeysis
expressed a3 Generic and nodal displacements can be relatétjby4.13). Below, the
rectangular matrix contains expressions which makdependent og and are known
as displacement shape factors. Displacement shapwd vary based on element

dimensionality and boundary conditions.
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u = fq (4.13)
Next, consider the following strain-displacemenatienship, alluded to in
Eq. (4.14).
E=du (4.14)

In EQ. (4.14) is a matrix of linear differential operators.

% 0 0]
0 % O

d= 0 0 % (4.15)
Joy Y O
0 % iy
1% 0 %]

Combining Eqg. (4.13) and Eq. (4.14) yields Eq. . Below, the matrix product
of d andf gives generic strain values. Furthermore, thisltesun be applied to the
inverse relationship of Eq. (4.8) to yield the éoling relationship for model streds.

o= A"dfq (4.16)

The relationships expressed above are then utiliz&&A solvers to calculate

stress gradients over the entirety of a geometitye

4.1.2 Free and Forced Vibration

Free vibration analyses are used to describeaheal frequency modes of a
system. These natural frequencies are the resgmaties at which the structural
dynamics of a system are most responsive. In gatd#sign specifically, these
frequencies play a large role in evaluating hardéwBliamely, it is important to stiffen

structures beyond the known frequency peaks ofatlngch vehicle in order to avoid
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dangerous coupling. To investigate such vehiclégaalyinteractions completely, forced
vibration is utilized to simulate structural respea under known loads.

To better understand FEA vibration analyses, ctarghe following system
wherek is a spring constant,is a viscous damping coefficient ax) is the

displacement (m) of mass (kgy, with time.

’—> X(t)

k
AN

c

1]
1]

AN

Figure 4.1. Spring/damper system

When the above system, Fig. 4.1, is allowed tdyredrate, without damping
or external forces, the following ordinary diffeteh equation (ODE), Eq. (4.17),
describes the mass’s motion. By use of the quadi@tnula, the roots of this ODE and

thus the natural frequency of the system are eabilgined®
mx+kx =0 (4.17)
The simplification of no damping is unrealistic famysical systems and causes
natural frequencies computed in this fashion tsllggntly too high. Moreover, if the
system being analyzed is expanded from a singleedesf freedom (DOF), presented

above, to a higher DOF system, the following equmais utilized.

M x+C x+Kx = F (4.18)
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Above, thex andF are displacement (m) and external force vectojs (N

respectively. The variabldd, C, andK, represent square mass (m), damping (kg/s), and

stiffness matrices (N/m). Again, free vibration siations utilized the F& and cD

assumptions while forced vibration systems havegrileed loading, F=f(t).

4.1.3 Steady State and Transient Heat Transfer

Of the three main forms of heat transfer, only faans are applicable to space
applications: conduction and radiation. Betweemséhtavo types of heat transfer, a
satellite’s complete thermal profile can be definéourier’s law governs conduction,
heat transfer through solid objects, and can beesgpd in the following form.

q'=-kVT (4.19)

In the above equatiof,is the material’s thermal conductivity (W/m*K)/is the
del operatorT is the scalar temperature fiefKj, andq” is the heat flux (W/R).
Equation (4.19) can be applied along with an enbajgnce equation for an infinitely

small control volume to obtain the equation fortrgieiusion in the Cartesian coordinate

systeni’, Eq. (4.20). BelowY is the rate of thermal energy generation peruoiitme

(W/m°),a is the thermal diffusivity (fis), and is time (s).

2 2 2 ’
T T 9T q_10T
x> oy 907 k aot

(4.20)

The heat diffusion equation can be simplifieddorariety of different situations.

For example, in a powered-off satellite, thermadrgy generation is generally
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negligible. Likewise, orbits where the satellitgoeriences continually thermal inputs
from the Sun and our Earth, the system is consideteady state and the right side of
the equation is neglected. In the research predémie, one-dimensional heat transfer is
utilized in the design of a thermal strap systetms Bssumption reduces the diffusion

equation to the form shown in Eq. (4.21).
d( dTJ
—| k—1]=0 4.21
dx\ dx ( )

Radiation, in contrast to conduction, does noumegmatter in order to transfer
heat. Radiation is the direct effect of the ostllg movement of electrons caused by an
objects finite, internal temperature. These electransitions are sustained by
temperature and are emitted by all mater. Oncedthation reaches another body, three
processes, absorption, reflection and transmisplag,an important role in the resulting
heat transfer. The following equation, known asSkefan-Boltzmann Law, describes
heat transfer from a blackbody, i.e. reflectivitipsarptivity=1.

g=0oT'A (4.22)

Above, ois the Stefan-Boltzmann constant (5.6703%¥&/m?*K *) andA is the
area (M). This equation can be modified to describe heaister from a grey body with
the inclusion o€, which is the emissivity of a body. Emissivitydiscussed further in
Section 5. When radiation is considered for twonore objects, geometrical constraints
are utilized to find view, or shape, factors. Thekape factors;, quantify the amount
of departing energy incident on a secondary badguch instances, where more than

two bodies form an enclosure, the net radiatioharge is described by Eq. (4.23).
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— 0(T14 _T24)
“ 15, 1 1-g (4.23)

+
ahA AR, &A

4.2 Mesh Generation

The fundamental concept behind FEA in engineerpgieations is the notion
that complex geometric entities can be subdividea N finite regions (or elements),
allowing the system’s governing equations to baessed as a set of N matrix
equations. In practice, this subdivision of thecgpdomain is called meshing and it
plays a vital role in solution accuracy.

A mesh is a grid-like network spread over the geamentity under
investigation, in three-dimensional space. Thid ggicomprised of elements with finite
sizes and points of intersection called nodes. Nada also exist on midpoints, or at
equal spacing along the lengths, of an elemenitl A& shown in Fig. 4.2, elements can
take a variety of shapes and sizes, resultingvarigty of nodal configurations. Both
the sizes of elements and the number of nodesgmeat impact the accuracy of a

simulation.
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Figure 4.2. Elemental mesh type¥°died from 38

The relationship between mesh quality and resgliracy arises from the basic
principles of FEA. At its foundation there existe thotion that, rather than solving
equilibrium state equations directly, integral ferof these equations can be solved for
finite elements. To achieve this goal, FEA solvweassform the governing system of
equations into integral equations and construcafiirmof such equations to be solved
with boundary conditions at the nodal locationse Eblution must then be interpolated

from node locations over the area of the elemantiting the area within an element
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over which the solution must be interpolated insesathe overall accuracy of the
solution gradient for the domain.

Furthermore, the precision of an interpolated sotuts based on an element’s
spatial approximation. Such approximations are dasenode driven polynomials,
where the number of elemental nodes can be reiatdxd® number of polynomial
coefficients. Example polynomial interpolation etioias are expressed below for two
elemental types: linear and quadratithese are the two classifications of elemental
shapes utilized in the CAD tool for this reseaitldhear elements were used for initial
investigations and called ‘Draft Mesh’ elementsha CAD software whereas all

subsequent convergence data and results were ethtaith ‘Quality Mesh’ quadratic

elements.
T(x) =c, +c,x (4.24)
T(x,y) =c, +C,x *+C,y (4.25)
T(xY,2) =c,+C,x+Cy+C,2Z (4.26)
T(X) =c +Cc,x+C.X° (4.27)
T(X,Y) =C, +C,X+C.y +C,X* +C. Xy +C, Y’ (4.28)

T(X,Y,2) =C, +C, X +C.Y +C,Z+C.X* +C Xy +C,y* +CoXZ+Cyz+C, Z°  (4.29)

AboveT(x), T(x,y)andT(x,y,z)are values to be interpolated in 1D, 2D, and 3D,
respectively. The variablesy,andz are the local element coordinates. Equations {4.24
4.26) are expressions for the spatial approximaifdmear 1D, 2D (3-Node), and 3D

(4-Node) elements. Conversely, Egs. (4.27-4.29)reespatial approximation for
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guadratic 1D, 2D (6-Node), and 3D (10-Node) elememtspectively. Due to the
semiautomatic mesh generation interface of thezetlCAD software, this research
only utilized the following element types: 2D trgaflar quadratic, 3D tetrahedral linear,
and 3D tetrahedral quadratic elements.

Spatial approximations in the form of the aboveypomials highlight how
elemental shapes also impact geometric errors FEsnmodel. For example, curved
surfaces that are approximated by linear elemeitithave increasingly inaccurate
solutions as the distance between the nearestaratipoint of interest is increased.
Conversely, polynomial interpolation ‘wiggle’ ersocan cause inaccuracies in
interpolated solutions for higher order polynomi&@slution accuracy can be improved
by raising the nodal dimensionality, but there tsaale-off between simulation run time
and result resolution. This design exchange shalglal be considered when
investigating the benefits of decreased elememt siz a similar trend is observed for

increased mesh density and simulation run timeg,48.

Simulation Run Times
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Figure 4.3. Run time trend for increased node coust
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The figure above shows sample data for various reggls from an early
iteration of the AGS4 model. The large increassimulation time after 300K nodes is
undoubtedly misleading in illustrating this poifis clear jump was a result of
achieving solution convergence, rather than theipusly discussed relationship
between mesh size and run time. After 350K nodesehier, the solution converged and
the trend continued to gradually increase overéheainder of the data set. The
acceptance or rejection of variance between mesis should be clearly defined by a
program’s validation metrics. Examples of such déads are discussed at length
throughout this section. For this and all subsetfigares, data points were linearly
connected with simple, straight lines. No informaton point-to-point trend lines

should be inferred from such representations.

4.3 Finite Element Analysis Solvers

The following sections highlight the major diffecss between direct and
iterative solvers and discuss the options availaltie the utilized CAD package. As the
name suggests, iterative solvers make initial gegef® solutions and then calculate the
error associated with the assumed solution. Alssghent guesses are made in an effort
to minimize errors and iterations continue unté thverall error drops below a user
specified threshold. Direct solvers on the otherthaolve the system of governing
equations for each node simultaneously. Each mdihedelative benefits and pitfalls,

both of which are discussed below.
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4.3.1 Direct Methods

Perhaps the largest draw to using a direct sohethod for moderately sized
systems is the reduction in computation errorss Tinsreased accuracy is achieved by
the solver’s use of numerical techniques to solga brder systems of equations. Such
techniques e.g., Gauss-Jordan elimination, loviengular and upper triangular (LU)
decomposition, and general inverse matrix multgilan, require that the system’s
governing equations be made into a set of matwatgns.

In general, matrix inversion is frequently utilizexdirectly solve a system of
equations. In matrix inversion, the inverse of stegn’s governing equation matrix is
found by employing one, or several, row reductechhiques. Gauss-Jordan
elimination, for example, utilizes matrix row maualgtions to reduce the left hand side
of the original set of system equations into thenitty matrix,|. Through the use of row
addition, row multiplication with a scalar, and r@lacement interchange, the Gauss-
Jordan elimination technique simultaneously forhesgolution matrix on the right hand
side of the equation. LU decomposition, similaitythe process through which a square
matrix is decomposed into the product of a lowangular and upper triangle matrix.
Once the inverse matrix is found, multiplicatioruged to compute the system’s
solutions. As can be expected, an increase inizkeo$ the system's matrix causes the
solution times for such methods to grow expondstidldditionally, the computational
cost of solving high order FEA problems with direstthods is emphasized in the

amount of random access memory required to carrtheucalculations.
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Within SolidWorks, the direct method utilized isdun as the Direct Sparse
solver. SolidWork5suggests that the use of Direct Sparse be linitggoblems where
the number of DOFs is less than 100K due to thepcational complexity of inverting
large stiffness matrices. For this reason, thedDiBparse solver was only utilized to

investigate studies where unexpected model behawdsrencountered.

4.3.2 Iterative Methods

Iterative solvers use guess and check methodsuireng a system's solution.
After each solution attempt, the iterative solvemputes the solution difference
between the current and previous step to deterihthe solution process is convergent
or divergent. Convergent solutions are stored terdtion on the solution parameters
continues until accuracy within a specified tole®ns achieved. Perhaps the most
notable benefits of iterative solvers, in comparismthe direct methods discussed
above, is a decrease in computing time and higteiracy for large systems. In the
SolidWorks Simulation package, the iterative solgeghe FFEPIus solver. In the interest
of simulation run time and due to the high meshsd&s generated for the research, the

SolidWorks’ FFEPIus solver was utilized exclusivédyoughout this work.

4.4 Simulated Loading
Another important factor to consider when discugsimulation accuracy are

the loads applied within the CAD software. Depegdin the study under investigation,

T Solidworks Help. http://help.solidworks.com/
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loads can vary from static forces, to pressureiligions, sinusoidal or random
excitations, thermal environments, power sinks/sesiror torques, to name a few. Each
of these load types plays an important role intangaealistic simulations environments.
Additionally, because loads can be applied at $ipegphysical interfaces, reaction
forces can be utilized to simplify modeling. Faaeple, power sources can replace
geometrically cumbersome components in thermal Isitioms while base excitations
can replace shaker tables, interface plates, amdreo

For this research, random vibration, uniform basgtations were utilized
extensively. Base excitations are defined by cukvesvn as power spectral density
(PSD) or acceleration spectral density (ASD) in@urtd are uniformly applied, within
the CAD software, to all restrained features. Ram@RSD or ASD curves, as the names
might suggest, define varying acceleration perdesgy profile. Integration of the area
under these curves yields the root mean square&jRMoading experienced by the
integrated system. PSD and ASD profiles can beeddal emulate a variety of launch
and/or test scenarios. Many test plans, for exansplecify 3dB (or double power) ASD
curves to capture responses higher than thoséedlioy launch environments.

Throughout this research several different testllewere utilized. All test
environments were considered the ‘worst case’ laatbr a given payload. In some
cases, programmatic diction specified ‘qualificatitest levels while other’s referenced
‘proto-qualification or proto-qual’ vibrations lelge From a simulation perspective, such
nomenclature did not impact the FEA processes arthe results were interpreted.

Rather, the naming discrepancy was solely utilipeitddicate a particular payload’s
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testing and flight history. In general, qualificatitest levels are more rigorous than
proto-qual test levels and are utilized earliea ipayloads development to demonstrate
design robustness. Proto-qual levels, on the ditaied, are utilized to show
manufacturing adherence of design specificationgh@n test units are expected to be
repurposed for flight. Both qualification and prajoal test levels are generally higher
than acceptance testing levels which are meanttortlighlight workmanship defects at

the system integration levél.

4.5 General Processes for Finite Element Analysis

In addition to the mesh generation, model loadamg] solver options discussed
above, there are several other steps that musirbpleted in order to achieve
reasonable results from CAD-based FEA solvers.rEigu4 highlights, in addition to
meshing, the critical steps utilized for predictthg structural responses of the three
satellites investigated throughout this researchil&\the research presented in this
paper employed SolidWorks Simulation, the stepsegareed below are considered

universal practices and can be applied to any Fid#vare.

T The Aerospace Corporation. “Test Requirements &arich, Upper-Stage, and Space Vehicles.”
https://aeroweb.aero.org/m_dir/maddl.nsf/
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Figure 4.4. Progression of steps taken in SolidWoskfrom component design and
modeling to analysig>enerated froms
4.5.1 Iterative Simulation Practices

When used correctly, the steps outlined above shaiiterative and save both
computational and financial resources. For exangagprming structural analyses on
individual parts prior to creating assembly levelduals can highlight problematic
geometries, either from a mesh generation or st@ssentration perspective. Mesh
generation failures can almost always be tracegttmmetric complexities in the model.
Fillets with tight radii, features with thicknesssk than the maximum element size and
threading lined mounting holes are all examplegaténtial mesh complications.
Component level analysis can also justify decisimasle during the de-featuring

process, as holes and cutouts in low stress regemgustifiably be removed for
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assembly integration. In situations where a comptsigeometric complexities are
integral design features and cannot be suppressesh controls become essential.
Within the CAD software, a mesh control is a stdmade grid system which when
applied to a specific part or subset of parts Euwated independently from the assembly
level solution. Components specific controls cagld/unrealistic results at grid
interfaces however due to mesh incompatibilitielsaindary nodes.

Simulations allow for model interference detecto simplified fastener
selection processes. When considering a prograndged, virtual testing of assemblies
can greatly reduce overhead if used to highligtegration limitations. Additionally,

CAD assemblies can alleviate or eliminate the obsxpensive component and system
level prototype iterations. For example, flightlaest units can be used interchangeably
within a program if a combination of proto-qualttesels, adequate simulation and

analysis data are utilized.

4.6 Sources of Uncertainty

In order to effectively utilize the TML evaluatialhscussed above, detailed
understanding of error in both experimental tesa @ad simulated model results must
be established. Error is defined as a discrepaatwden the physical truth and a
prediction. Without the following comprehensivesy of error sources, any
comparison of predictions would undoubtedly be mptete and all resulting

conclusions regarding the data and/or CAD toolexrant.
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4.6.1 Experimental Uncertainty

As alluded to in the preceding sections, testiper experimentally or through
virtual simulations, can produce nothing more thatructural forecast. Of course, as
the differences between model and system are naeiinsuch predictions converge on
reality. In cases where this is not possible howevs important to understand what
factors influence the truthfulness of a predictionexperimental testing, for example,
the mass and stiffness of support equipment caatlgrenpact the dynamics of a
system. Instrument noise and internal errors ingmesment devices can muddle test
data as well. It has also been suggested thatdesskng of accelerometers and cable
noise can contribute to errors in experimental iregsd > As analyst, modeling such
errors or even quantifying the resulting impactaymot be feasible. It is paramount
therefore that considerations be made for suclofauah validation metrics and tool

evaluations.

4.6.2 Simulation Uncertainty

Similar to the errors that exist in experimentatiag simulation models also have
several sources of uncertainty. Some of these ss@@ quantifiable, such as numerical
errors, while others are more difficult to diagnase simulation errors. Numerical
errors occur from the computational processesatilin solving FEA problems. Such
processes include mesh generation and convergesmeellaas significant figure

truncation. Simulation errors, on the other hamah more generally be describe as
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geometry errors in which the mathematical modds fai accurately describe the
physical system.

Some common simulation errors and the associdi@dstage in which these
uncertainties occur are shown in Fig. 4.5. The fargest uncertainties arise from
supports, contacts, load values, linear materald,failure criteria. The largest of these,
supports, highlights the importance of a systemisnolary conditions. Due to the fact
that such conditions drive the solutions of theestb which they are applied, it is
imperative that representative supports be utiligate example of a frequently
employed boundary condition is the fixed or fulhnstrained entity. This boundary
condition imposes zero values for each of the Egldcements elements for a given
node. Due to the difficulty in obtaining such rigydin a physical system, such

constraints generally do not perfectly describestystem under investigation.

FEA Stage|Relative Uncertainty

Mesh

Linear Material Assumption
Loading

Supports

Figure 4.5. Relative uncertainty of FEA processd&ied fromS
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In order to better understand the importance ohdaty condition selection, a
basic flat plate random vibration simulation wasdgd. For the study, a simple
Aluminum 6061-T6 (Al 6061-T6) plate was subjectedbth in-plane (X-Axis) and out-
of-plane (Y-Axis) base excitations. For both siatidns the plate was constrained with
three unique sets of boundary conditions. Initidlye plate’s bottom plane (-Y) was
constrained with the above mentioned ‘fixed geoydmundary condition. Next, the
simulations were carried out with a ‘roller/slid@oundary condition on the bottom
plane and ‘fixed geometry’ constraints appliedh&t large mounting holes (running
along the Z-Axis). Lastly, the plate was constrdimath ‘roller/slider’ conditions on the
interior, cylindrical shafts of the mounting hokasd ‘fixed geometry’ boundaries on the
holes’ circular bases. These three configuratiorastae accompanying boundary
conditions represented a regression in rigidity @ua decrease in ‘fixed geometry’
surface area. The random vibration base excitébiat and material assignment, for
each axis’ three boundary condition investigationsie identical. In other words, the
simulations were utilized to isolate solution vada due to boundary condition rather
than any of the aforementioned sources of uncaytain

Figure 4.6 shows the results for the in-plane satioihs. As was expected, the
displacement of the plate gradually increased asigidity of the plate was decreased.
For example, in the fully constrained bottom plamaulation, the relative displacement
was roughly two orders of magnitude lower than thdahe simulation where only the
mounting holes were restrained. Additionally, ie first two boundary condition tests,

where the bottom plane’s Y-direction motion wagraesed, only one peak frequency
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was observed. The frequency peak occurred aroudidZL&nd significantly tapers off
after approximately 200Hz. Conversely, in the fioahfiguration, the plate exhibits two

peak responses, one at 100Hz and another arou®H150
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While the results on the in-plane simulations \é@séghtly between the three
different boundary condition configurations, the-otiplane simulations, Fig. 4.7,
showed drastic disparities in frequency responBas. variation in results is
understandable given the fact that the boundargitons imposed on the bottom plane
of the plate restrict displacements in the Y-diggctWhile in the first two plate
configurations the bottom plane is modeled as edfigeometry and roller/slider,
respectively, the third configuration only restmathe plate’s mounting holes. By
allowing the plate to move relative to the holég tesults for the least rigid plate
constraints highlight two distinct peak responsgat) the maximum response occurring
around 1500Hz. In the simulations where the platatsof-plane displacement was
limited however, the frequency’s maximum responsgiaed significantly lower, at
approximately 50Hz.

Although the basic plate simulations were far ngneplistic than the models
investigated throughout this research, the geniematls observed reveal important
characteristics of boundary condition selectionmigly, the results of simulation where
the system’s motion in restrained normal to the axivibration are less sensitive to
boundary condition selection than those in whi@hdhis of vibration and boundary
condition’s reaction forces are parallel. This alsagon, while qualitative in nature,

demonstrates how FEA results can vary dependingaiel supports.
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Figure 4.7. Y-Axis results for three configurations fully constrained bottom plane
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Another large source of uncertainty arises fromrtiaerial properties available
in a CAD package's internal library. As is the cagt®d most reported material
properties, these values are not discrete poiritealthuer representative averages of

tested material distributions. Without taking a péeof each of the materials used in
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manufacturing and performing a complete destrudiggéng regiment, a model’s
material properties are never completely knowntelad, analyst and test engineers alike
must understand that tabulated material propeftyegaare averaged values of normal
distribution bell curves and can vary greatly.

Irrespective of the uncertainty’s source, it isexsally important for CAD
modelers to understand how errors accumulate, gedpand ultimately impact an FEA
solution. To do this, sensitivity analyses can ¢wadticted to study how various model

changes impact the solution magnitudes as welbasrged trends in results.

4.7 Validation Metrics and Post Processing

The above discussion highlights that while the s®pmnmarized in Section 4.2
can help to ensure grid independent results, thegsses outlined do not necessarily
guarantee ‘correct’, ‘accurate’, or ‘true’ resuls discussed in Section 3, the validation
of results is more involved than simply verifyirfgetcapability of software to accurately
obtain pre-described benchmark solutions. Rattaidation involves employing the
correct mathematical model, which is capable df/fahd accurately describing a
physical system of interest. In his papéalidation in Simulation: Various Positions in
the Philosophy of Scienc&eorge Kleindorfer from The Pennsylvania States/ehsity,
highlights various metrics by which simulation dation is defined. Kleindorfer points
out that validation approaches differ drasticaltyomg the various accepted doctrines.
Kleindorfer states that measures of success rangegrofessional acceptance

(Kuhnianism), to proven derivation from empiricalhdations (Rationalism), to

45



demonstration of useful predictive capabilities{fnmentalism), and even include a
general increase in the collective knowledge thhop@rticipation or discourse
(Hermeneutics}® While there may be arguable worth to each apprahchwork aims
to blend ideas from two apparent extremes, objsct\and realism.

Objectivism is centered on the notion that a maslelther valid or invalid,
irrespective of the application or model user. Titlesa is facilitated by a binary,
seemingly algorithmic, validation process whiclhased on empirical foundations.
Objectivism makes no caveats for interpretatiothasvalidation process is meant to
transcend the user and rely solely on a commodatadin framework. Realism, on the
other hand, suggests there is an undeniable nelaétween model and user. This
ideology makes all models equally valid or invadind the validation task an opinion
driven process. Kleindorfer asserts both staneeplagued by a blatant disregard for
discourse and that “in the former case, meaningjalbgue is stifled by an appeal to the
foundation; in the latter, it is suppressed by dsggwhatever the current opinion
happens to be'? In order to blend these two apparently polar sufthies, the metrics
utilized throughout this work will aim to evaluatedels with objective reviews as well
as through thoughtful discussions between modebusal result stakeholders.
Furthermore, each model will have program speaifgtrics with which a comparison of

simulated and experimental results can be achieved.
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5. COMPUTER AIDED DESIGN MODELS AND VALIDATION

METRICS

In this research three independent programs wessiigated. As briefly
discussed earlier, each of these programs had eigiols and therefore required a
varying range of information regarding the satedlitstructural responses. In the
subsequent sections, the processes used to gensefittmodels of each satellite are
discussed. In some cases, more than one modelreated to ensure computational
resources were maximized. For example, simplifisdded mass models were deemed
sufficient and thus utilized for vibration analyseisile models with mixed materials
were required for accurate thermal simulations.damh investigation the geometric
CAD simplifications, material assignments, and mesfivergences for the models are
presented. Also, the limiting assumptions, appleedis, and boundary conditions for
each simulation are discussed. All structural respaesults and validation metric

evaluations are summarized in Section 6.

5.1 The Space-based Telescopes for Actionable Refiment of Ephemeris
Structural Payloads and Test Pod Models

As previously discussed, the STARE 3U CubeSat fedtthree independent
modules: an optical payload/image processing segraaentralized attitude control
unit and a power storage compartment. This reedaoked at two different versions of

the STARE payload module, Version 2 (V2) and Vers3qV3). Due to the proprietary
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nature of the STARE program, images depicting mtkcomponents of either payload
were omitted from this report. These componentsgrily include optical lenses,
baffles, mounting hardware (including inserts aogws), various spacers and printed
circuit boards (PCB). The primary differences betwéhe V2 and the V3 payload
included simplifications made to a multi-piece optibaffle, utilized in V2, and a size
increase in the lens assembly for the V3 iteration.

In order to ensure the design integrity of the catienses and PCBs, the V2 and
V3 imager models were subjected to dynamic analydes dynamic analyses of these
payloads feature an NPS designed testbddel, identical to the physical
experimental interface, in order to predict behadiaring testing most accurately.
While the test pod design was admittedly more rtga&h the satellite bus structure,
experimental and simulated testing aimed to prgzhgtoad, rather than system,

responses.

5.1.1 Version 2 Computer Aided Design Model

In generating the 3D CAD model for V2, geometrimgiifications were made
exclusively within the lens assemblies. Simplifioats included: modeling concave lens
components as silica cylinders and eliminating gotyimide parts to reduce mesh
complexity. Perhaps the largest modification madéhé modeled V2 parts was a
simplification of an internal threaded ring usedtmnect the imager assembly to the
lens assembly. The simplification of the ring tpgart a clearance fit between the two

components reduced the computational complexith@imodel without removing
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significant inertia participation. As mentioned abpthe simulation model also featured
an aluminum test pod, which supported the optieglgad and served as an interface
with the slip table. The CAD of the test pod wille {payload internally modeled and the

physical test structure mounted to an interfaceeae depicted in Fig. 5.1, below.

Figure 5.1. Physical test pod (lefff and modeled test pod with coordinate system
(right)
5.1.2 Version 3 Computer Aided Design Model

In addition to the differences between the V2 aldpdyloads already discussed,
the V3 imager model exclusively included a Viton@grand a monolithic optics holder.
As with the V2 model, in order for the model to smtently mesh without component-
specific controls, some manufacturing features weppressed. Such features included
fillets along the base of the optics holder as aslll setscrews and epoxy holes. While
the V3 lenses were significantly larger than thiosthe V2 payload, de-featuring was

unavoidable resulting in the components being nextlak cylinders rather than concave
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volumes. Similarly, the de-featuring utilized fbetV2 internal threaded connector ring
was maintained in the V3 simulation to minimize @bexity.

Due to the similarity of the payloads, some congmimodels remained
unchanged between the initial and secondary désigation. Table 5.1 shows the
material properties used in the both the V2 andné@lel. Materials listed towards the

bottom of the table, under the double line, werkzeat in the V3 model only.

Table 5.1: STARE Payload Model Material Properties

Material Young’s Modulus Mass Density  Yield Strength
(MPay) (ka/m’) (MPa)
Invar 36° 137000.0 8150.0 206.0
Fused Silica 73000.0 2200.0 5070
FR4/G10 18600.0 1820.0 241.0
Al 6061-T6 69000.0 2700.0 275.0
Viton* 600.0 1931.0 9.0
A286 SS 201000.0 7920.0 275.0
SE4488 9.1 2590.0 4.1
Polyimidé' 2500.0 1430.0 69.0
Ceramic Porce|ain 2200000 23000 1720

*“Eagle Applies Corporation,” June 2013. http://wwaglealloys.com/c-7-invarsuper-invar.html
T “Fused Silica, SiO2 Material Properties," June 201t®://accuratus.com/fused.html

*“Fused Silica (SiQ) UV Grade,” June 2013. http://www.internationaktigl.net/optics_09.htm
8 «K-Mac Plastics,” June 2013. http://k-mac-plastie/

TeThermal Interface - Wet Dispensed SE4486 Thernm@tyductive Adhesive,” Ref No. 11-1890-0,
Dow Corning, June 2013

# “Summary of Properties for Kapton Polyimide FilmBiPont Datasheet, June 2013.
http://www2.dupont.com/Kapton/en_US/assets/dowrdéadf/summaryofprop.pdf
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Unless otherwise noted, the materials listed inélde were utilized directly
from the SolidWorks material library. Tensile ameiktiral strengths for G10/FR4 epoxy
were used in lieu of Young’'s Modulus and Yield &g#h, respectively. While these
estimates were higher than the Young'’s and Yieldesreplaced, the modeled
components were not considered structural and signgficantly smaller than the
majority of parts in the assembly. The materialperties listed in Table 5.1, as
discussed in Section 4, play a large role in tlwigxcy of the solution obtained by the

FEA solver.

5.1.3 Version 2 Boundary Conditions and Model Camsts

The V2 model was restrained along the bottom p&tbe test pod. This plane
was modeled as a ‘fixed geometry’ in the simulagtiwhich imposed a null set for all
three rotational and three translational degredseefiom. This constraint was utilized
to approximate the physical restraints on thepedt

A damping ratio of 0.02 was applied to the V2 adslgniThis value was a low
estimate for damping in continuous metals (0.02-0dd metal structures with joints
(0.03-0.07Y*? Had a higher value for damping been utilized,rttoelel dynamics would
have been allowed to more closely approach a allfidamped or over damped state.
The damping ratio applied was therefore consergativnature and lead to higher
observed levels of vibration. Due to the fact that\/2 structural model was meant to
capture trends observed during testing, this sebn$traints was thought to closely

capture the physical boundary conditions of the vdble and elicit the desired results.
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5.1.4 Version 2 Simulated Loading

A natural frequency analysis was performed on tBenddel in order to
determine the resonant frequencies of the imagamnalsly. The first five natural
frequency modes were of principal importance duedtential for overlap with the
launch vehicle environment. To further investigadssible coupling, a dynamic analysis
simulation was conducted at representative tesisldaxperimental test loads, rather
than launch loads, were used to emphasize dangiegugncy coupling.

While early iterations of the V2 analysis utilizexpresentative test levels, the
data presented in Section 6 of this report cornedpdo the OUTSat program’s proto-
gualification levels. The proto-qual vibration pte$ shown in Fig. 5.2 match those
loads experienced in P-Pod slots 7 and 8 of theQuP,Svhere the STARE payload was
manifested for launch. For the purposes of reargakperimental test data with the
aforesaid simulation model, two of the test prafifthe X-Axis and Y-Axis) were scaled
to 20gwus While the third (Z-Axis) was scaled to 19.&y@. The slightly lower value in
the third axis was a result of hardware constraoting physical testing?® Results of
the analyses subjected to the below environmeodald are presented in Section 6 as the

primary TML evaluation standards.
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P-POD #3 Test Levels [X-Axis)
ASD (g*/Hz)
Frequency
(Hz) Proto-Qual
20 0.060
35 0.850
45 0.850
60 0.130
100 0.130
130 0.020
250 0.020
300 0.130
2000 0.130
Gianas 16.13 | 20.00

P-POD #4 Test Levels [Y-Axis)

Scaled to 20
Frequency (Hz) | Proto-Qual Gans
20 0.120 0.0895
35 2.000 1.4900
55 2.000 1.4300
85 0.100 0.0746
140 0.100 0.0746
350 0.300 0.2240
1400 0.300 0.2240
2000 0.100 0.0746
Ginas 23.15 2000 |
P-POD #4 Test Levels (Z-Axis) —
Payload Test Levels
as gt |
Scaled to
Frequency (Hz}| Proto-Qual § 19.87 Gapms
20 0.060 02220 | E
70 0.440 1.6300 E
140 0.440 1.6300 TBJ
220 0.050 0.1850 =
400 0.050 0.1850
600 0.010 0.0371
800 0.010 0.0371
1100 0.040 0.1480
1600 0.040 0.1480
2000 0.010 0.0371
Gams 10.29 19.87
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Figure 5.2. OUTSat test level profile as applied isolidWorks
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5.1.5 Version 2 Mesh Convergence

In order to ensure grid independent solutions, slmeenvergence study was
conducted for the V2 payload prior to running fifraelquency simulations. The study of
convergence using the first mode of natural fregyes shown in Fig. 5.3. The figure
depicts the first modal frequency response of tBenddel at various nodal counts.
Nodes in the mesh were increased from 200K tofgyser than 1.1M nodes. Despite a
frequency drop of approximately 15Hz, the resugjibg to converge between 700K and
1.1M. Relative to the prior regression, a drophid tmagnitude was deemed acceptable
for this research. Ultimately, a maximum elemené $if 4mm was utilized for the
frequency testing of the V2 payload. This elemérd generated a mesh with

approximately 700K nodes.

Natural Frequency Convergence
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Figure 5.3. STARE V2 mesh convergence data
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5.1.6 Version 2 Validation Metrics

As previously mentioned, the validation metricedighroughout this research
were aimed at impartially reviewing simulation rkswn the merits of accuracy as well
as critically evaluating the usefulness of saidiltsdor a program’s needs. To do this,
‘accuracy’ and ‘need’ were defined thoroughly fack program (model) independently.
“Accuracy is defined as the closeness of agreeimetmieen a simulation/experimental
value and its true valué*From an engineering standpoint however, this tisitrery
often difficult to model exactly and can resulamomplex validation process. Rather,
“a statistically meaningful comparison of compudatl results with experimental
measurements over the range of intended use msyffigient™° for model validation.
Need, on the other hand will qualitatively defihe purpose of the simulation from a
mission success standpoint.

For V2, the first iteration of the STARE payloadsidg was being investigated.
Due to the exploratory nature of the mission anélamentary understanding of the
solver’s limitations, the ‘need’ for the V2 simutat was investigative, at best. All
parties involved had a verbalized interest in theabilities of the software. ‘Accuracy’
in the V2 study was therefore defined as the sitiana ability to capture experimental
result trends and predict relative responses.

Strictly for the purposes of this research, thevahmetric was assigned a
guantitative success criterion. This value, whderaingly arbitrary, represents
frequency response variations between simulatecgaperimental values which would

be reasonable provided a simplified model and ifegeboundary conditions were
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implemented. To quantify these metrics, peaksdaraponent’s simulated random vibe
response within plus/minus half an order of magtetaf experimental were deemed
successful. It is important to reiterate that beeaexperimental data is not without error,
these comparisons were not a validation to abstiutle but rather a metric by which to
evaluate the simulation’s ability to recreate ‘re@lrld’ responses within certain error

bounds.

5.1.7 Version 3 Boundary Conditions and Model Camsts

The V3 model was restrained at the bottom platbetest pod, along the
interface plane between the shaker table and steucthis constraint, identical to that
utilized in the V2 simulation, was meant to minhe tho penetration condition imposed
by the shaker table on the test pod. As mention&kction 4, the fixed geometry
constraint/boundary condition, particularly whermplggx to an entire face, is generally
overly restrictive in modeling the physical cashisTlis especially true in predicting
higher frequency responses for axes which run leatalthe boundary conditions’
reaction forces. Due to the fact that this struadtorodel was meant to investigate
payload responses, rather than the physical respufitbe entire experimental system
(payload, test pod, vibration table), this constraras deemed appropriate for the
application. In other words, enforcing a fullydok bottom test pod plate in this
simulation isolated the response of the payloadadioaved for the investigation to focus
solely on internal interactions, stress concerureti and relative component motion.

While programmatically such internal interactionsrevimportant to both payload
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survivability and mission success, boundary coaditimitations, as previously
discussed, coupled with external test sensors ietpowdel validation difficulties. A
more in-depth discussion on V3 metrics is preseb&tow.

Similar to the V2 payload, the V3 model utilizedamping ration of 0.02. Again
this value was on the low end of published valwesrfetal structures with joints yet was
believed to represent the worst case damping sceigher damping ratio values
could have artificially stiffened the CAD model amésked what might have otherwise

been high frequency responses.

5.1.8 Version 3 Simulated Loading

In the dynamic testing of the V3 payload, GEMSat@m vibration test levels
prescribed the base excitations utilized for edadh@axes simulated. As with the V2
model, all three axes were simulated individualrgroa frequency range of 20-2000Hz.
As previously discussed, qualification test levedsher than acceptance or proto-qual
levels, were used to represent worst-case payloadoaments. The overall RMS g-
loading values applied to the X, Y and Z-axes, eetipely were 30.3¢us, 31.8Gws,
and 21.0gws. ** The profiles for each major axis, as applied ifid¥dorks, are shown

on the following page, Fig. 5.4.
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X-Axis JOOF v v e e .
Freq, Hz ASD, g"2/Hz
Acceptance |Protogualll Qual 10
20 0.03 0.06 0.12
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80 0.17 035 J 070 2 o
150 0.17 0.35 0.70
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380 0.05 0.1 0.2
450 0.12 0.24 0.48 0.001
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2000 0.01 002 | oo Frequency (He)
Overall Grms 15.1 214 303 B Accelerstion (g)
Y-Axis
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55 1.80 3.60 7.20 _§
80 0.23 0.46 0.92 =
120 0.23 0.46 0.52
130 0.10 0.20 0.40
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300 0.1%9 0.37 0.75
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Freq, Hz : : :
Acceptance |Protoqual | Qual
20 0.04 0.08 0.16 !
45 0.30 0.60 120 £
130 0.30 0.60 120 5 o1y
155 0.09 0.18 0.36 g
220 0.09 0.18 0.36
240 0.14 0.28 0.56 001
300 0.14 0.28 0.56
400 0.05 0.10 0.20 0.001
1000 0.05 0.10 0.20 10 100 1000 10000
1100 0.02 0.04 0.08 Frequency (Hz)
2000 0.02 0.04 0.08
Overall Grms 10.5 14.8 W Accelertion (g)

Figure 5.4. GEMSat X-Axis, Y-Axis, and Z-Axis testevel profile as applied in
SolidWorks
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5.1.9 Version 3 Mesh Convergence

As with the earlier V2 model, a convergence studg wompleted for the V3
payload of the STARE program. Figure 5.5, showditsemode resonant frequency of
the V3 structure at various node counts. Only its¢ mode is shown below because the
model showed similar convergence curves for a#t firodes, as was expected. For V3
convergence simulations, the maximum number of sig@@erated was 1.9M. This
value was generated with a maximum element size3shm. While higher density
meshes may have shown a more converged solutidoypance limitations as well as

run times limited the investigation.

Natural Frequency Convergence
1470
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1460
1458
1456
1454
1452
500000 1000000 1500000 2000000
Number of Nodes

1st Mode Natural Frequency (Hz)

Figure 5.5. STARE V3 mesh convergence data
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Due to fact that the last two points simulated @ghhdiffered by node counts of
over 300K) only demonstrated a 2Hz drop in nodadfiency and based on the
decreasing derivative of the trend line’s slope,riatural frequency results in the
following section were considered converged to wittbHz. This frequency range is
not to be confused with the accuracy of the restdther the 5SHz value represents the
expected solution variance given an infinitely derainaximum mesh element size. Any
programmatic need for more precise simulation t¢&ot would have required further

de-featuring of payload components or more compiegh controls.

5.1.10 Version 3 Validation Metrics

Both the aforementioned observations regarding tayncondition selection/
result limitation and the lessons learned frometadier V2 iteration were considered in
developing V3 validation metrics. Due to the femEt experimental testing for the V3 is
ongoing, the following metrics were not evaluatathim this body of research. The
below are presented therefore as suggestions lidatian of the impending
experimental predictions.

Due to the similarities between the V2 and V3 pagiband the V2/V3 test
levels, the suggested validation metrics for V3@maparable to those presented above.
Slight differences between the two metric sets h@mneare needed to reflect a more
mature payload design and higher success critésioihe V3 mission. The ‘need’ for
model validity in the V3 simulation therefore repeats a heightened expectation to

meet more demanding standards. As in the V2 m@@uracy’ in the V3 study should

60



be defined as the simulation’s ability to captuxpezimental result trends and predict
relative responses. This definition, while seemingddundant to the V2 metric, served
to foster confidence in the TML and V2 metric assesnts. Without such metric
repetition, any comment on simulation validity abblave been confounded by specific
model happenstance. Therefore, to quantify accui@aaypne V3 model, peaks in random
vibe responses are again expected to be withirrpings half an order of magnitude

with respect to experimental values.

5.2 The Space-based Telescopes for Actionable Refinment of Ephemeris Thermal
Models

As previously discussed, thermal analyses werepdsormed for the STARE
program in an effort to characterize on-orbit tharprofiles for two different satellite
flight configurations. Such profiles were neede@mnsure that operational temperature
ranges could be maintained throughout various stafjthe mission. Specifically, the
initial thermal analysis aimed at presenting fel@sdptions for maintaining aVv3
Complementary Metal-Oxide-Semiconductor (CMOS)tdigmage sensor within a safe
temperature range while the latter focused morgetyoon software capability.

Stemming from the results of the first analysithermal strap design capable of
achieving the desired results for either of thghfliconfigurations was suggested. The
thermal management design included strap sizirgieBypricing, and viable strap
interface locations which were identified by prapsimulated components within the

model. The predicted temperature profiles andéeemmended CMOS sensor
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configuration for the Colony I (Cl) and Colony {TI]) satellite flight configurations are
discussed with further detail in the following sens.

Internally, the Cl and Cll models were identicadtibfeatured a V3 payload and
had comparable power loads applied. Neither sinmahodel featured components
below the payload module; rather, representatisddavere applied in appropriate
locations. This simulation simplification, juséfl by the goal of payload specific design
needs, saved computational resources and streahthiaéCAD modeling process.
Perhaps the largest drawback to excluding non-paytomponents was a notable
decrease in viable heat transfer avenues. By hognitie possible paths for conduction,
the results of the simulations may have been sbghtestimate yet definitely represent
the worst possible survivability environment.

Externally, the Cll model featured a "flat" exterpanel/solar cell configuration
while the CI solar panels were designed in a nraitional "shuttlecock™ style. Figure

5.6 shows both configurations as modeled in Solidk&/o

V3 payload

Figure 5.6. Simplified Colony | (left) and Colony I (right) models
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5.2.1 Colony | and Colony Il Thermal Simulations

The thermal analysis of the ClI STARE configuratiovestigated two flight beta
anglesf; while the Cll simulation focused on a sin@leBeta angles are used in orbital
mechanics to describe the orientation of an olang with respect to the sun-satellite
vector. At the time of these analyses, the egdot the STARE mission was unknown.
Therefore, representative values were utilizechieféort to bracket the thermal
responses. In order to capture as many attitudafgpleeat loads as possible, two orbit
extremesp=0° andp=90°, were investigated. THie0° case, used only for the ClI
investigation, prescribed a transient heat traresfgironment allowing the satellite to
periodically enter into eclipse and then rise Icaito sunlight again. Due to the
satellite’s motion in th@=0° case and the cyclic relief from direct sunlighdreated,
this simulation generated the lower temperaturentdmg environment. Conversely, the
B=90° case, used for both the CI and CII configoragj represented a continual solar
flux exposure orbit and was used as a steady lsigiteeemperature bounding simulation.
For bothp cases, the altitude of each satellite was maieteat 700km and the
temperatures at the points of interest were medsafter three orbits. Simulation
durations of three orbits were chosen to repregeasi-steady states for the spacecratft.

The temperature profiles generated from these aeshyere then used as inputs
into a thermal resistance model. The thermal r@st&t draws on an analogous
relationship between Ohm’s law, Eq. (5.1), anddateation for one-dimensional,

conductive heat transfer, with no internal energgegation, Eq. (5.2).
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R= e~ | B
Xx T -T
R= = 1q : 5.2)

In EQ. (5.7),Rds the electrical resistance of a compon€X)t L is the length
traveled (m)A is the surface area {indis electrical conductivity (S*M), E is the
voltage (V), and is the current (A). Likewise, in Eq. (5.8}, is the thermal resistance
(°K/W) of a given componenk is the length of the segment (M)js the cross sectional
area (M), k is a material property known as thermal conduistigdV/°K*m), T is
temperature (°K), and is the heat transfer (W% The thermal resistance model for each
of the STARE program configurations, briefly dissed in Section 6, featured all
internal components between a notional thermoéteodoler and the spacecraft bus.
Individual components had unique thermal resistaibesed on material properties and
part geometries that created a network of resistanapable of being analyzed using

standard summation rules of resistivity.

5.2.2 Thermal Computer Aided Design Models

In the interest of reserving computational povsenplified geometric models
were utilized for the thermal simulations of ballgtit configurations. Primarily, such
simplifications were employed in an effort to eés® computational burden of meshing
along complex curves and to mitigate model interiee errors. Throughout the de-

featuring of the models great care was taken tegove ‘thermally influential' physical
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properties. For example, each simplified componsodel maintained the originally
specified material assignment (thermal conductjyityterface contact area (cross
sectional area), and overall volume (thicknesseatt transfer path). By maintaining the
aforementioned traits, the one dimensional heastea through any part or collection of
parts was preserved, thus justifying the use of(&@) and drastically limiting the
effects of such simplifications on thermal results.

In addition to the V3 payload materials already sarized in Table 5.1, the
Colony I and Colony Il thermal models also featugatlium arsenide (GaAs) solar

cells. The material properties of GaAs are showhahle 5.2.

Table 5.2: Exterior STARE Payload Material Propseyti

Material Young’'s Modulus Mass Density  Yield Strength
(GPa) (kg/n?) (MPa)
GaAs 85.5° 5320.4¢ 2700.47

Furthermore, in the context of externally modeleglinal planes, two additional
material properties were of particular interesttfa net heat transfer of the satellite.
These properties, reported on the following paggable 5.3, are known as absorptivity
and emissivity. Absorptivityy, is defined as the percentage of incident enengy o
surface, which is absorbed into the body. Emisgieiton the other hand, is a value that
represents a body’s ability to radiate enefggmissivity is usually measured

experimentally and reported relative to a blackyt®dadiation potentiak=1.
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Table 5.3: STARE Payload Thermal Material Propsrtie

Description Emissivity Absorptivity
Deployable Panel (nadir faces)

-Copper PCB surfate 0.03 0.32
Deployable Panel (space faces)

-Copper PCB surface 0.03 0.32
-GaAs Cells 0.85 0.92
Body Mounted Panels

-Clear anodized aluminum frame 0.76 0.27
-Copper PCB surface 0.03 0.32
-GaAs Cells 0.85 0.92
GPS Antenna Face

-Clear anodized aluminum frame 0.76 0.27
-Copper PCB surface 0.03 0.32
Telescope Aperture

-Polished silver mirror surface 0.02 0.04
-Clear anodized aluminum plate 0.76 0.27
-Black anodized Invar 36 frames 0.87 0.67
Nadir Panel

-Copper PCB surface 0.03 0.32
-GaAs 0.85 0.92
Sun Facing Solar Panels and Body Panel

-Clear anodized aluminum frames 0.76 0.27
-Silver Teflon Taped Body PCB Surface 0.08 0.07
-GaAs Cells 0.85 0.92
Radiator Panels

-Silver Teflon Taped Body PCB Surface 0.08 0.07
Space Facing Panels and Body Facing Exterior

-Clear anodized aluminum frame 0.76 0.27
-“Black Plastic” coated PCB 0.85 0.96
-“White Plastic” coated solar panel backing 0.13 810.
Telescope Aperture

-Polished silver mirror surface 0.02 0.04
-Clear anodized aluminum plate 0.76 0.27
-Black anodized Invar 36 frames 0.87 0.67
Nadir Panel

-Silver Teflon Taped Body PCB Surface 0.08 0.07

" Unless otherwise noted, material properties obthfrem Spacecraft Thermal Control Handb&ok

T The surfaces of the PCBs were approximated as copbs is thought to be a conservative assumption,
as on-orbit conditions will include a reflectiveyted surface layer, like Kapton, and should reflec
additional heat flux.

¥128.3% Ultra Triple Junction (UTJ) Solar Cells,"&arolab Photovoltaic Products, Spectrolab, A
Boeing Company, 2008.
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Due to the fact that heat transfer in space igdichto conduction and radiation
alone, the above values highly impact thermal satnah results. Emissivity and
absorptivity values for ClI are listed at the toglwd table while CIl data is presented in

the bottom half of the table, below the double.line

5.2.3 Thermal Inputs and Boundary Conditions

As previously mentioned, two flight scenarios wiengestigated as part of the
Colony I-STARE thermal analysis. For each of th&smulations, power data was taken
wherever possible from published program documemtand LLNL specified
datasheets, Table 5.4. One exception to this weapdiver load utilized to represent an
internal radio unit that had yet to be specifiethattime of the simulation. Rather, a
representative radio unit, capable of meeting mrssequirements, was used for this
power load®® ** The model utilized the specified ‘idle’ power fioe transceiver as the
spacecraft was expected to scan for ground sidmadsterm, but not actively transmit

during conjunction events.

Table 5.4: Itemized Spacecraft Heat Power Loads

Imager/PEC
Maximum Peltier Load 7.6V
Imager Load  0.3W
GPS Board 1.2W*
Antenna Power 1.3WF
ADACS Power 1.5WP0¢
Main Bus
Processor Module 0.7%
C-l Transceiver (receive mode) 0.5W
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Utilizing the total advertised power draw as rawrthal loads was admittedly
conservative because some portion of these vadudtdized in carrying out the desired
functionality of a component. This overestimatgoiver input meant that simulation
solutions would err on the hot side and serve asvibrst-case thermal environment.
Figure 5.7 below shows the internal panel naming/eation utilized to discuss the

external loads applied to both the Cl and ClI speadfé
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Figure 5.7.Panel nomenclature of Colony | and Colonll configurations

In both the Cl and CIp=90° steady-state scenarios, loads were applied to
simulate an orientation in which surface 8, the GR&nna panel without solar cells,
pointed away from the sun. This was achieved bytaaiing a zero magnitude solar

flux condition on surface 8 throughout the totabfythe simulation. Conversely, a
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continual solar flux load with a direct angle ofitkence was imposed on surface(s) 5.
Applied loads also were used to simulate a fligitfiguration in which the long axis of
the satellite held a radial alignment on the gpkane with the payload module pointing
towards zenith, panel 13. This orientation providedstant Earth albedo and IR loads
on the bottom panels, surfaces 1-4 and 14. All Barth facing surfaces were allowed to
fully radiate to cold space. The small angular sizthe Sun, relative to the rest of the
sky, justified applying full view factors for cokpace radiation on sun facing surfaces as
well. Figure 5.8 depicts the physical orbits, fottbthe Colony | and Colony I

configuration, which were represented by the sitedl@xternal loads discussed above.

GPS Face

Figure 5.8.p=90°, steady-state scenario and spacecraft orieniamns
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In addition to the steady-state model, describexv@pa transierfi=0° case was
also simulated for the Colony | configuration. Tthensient model was used as a means
of bounding the problem and to analyze how the espradt’'s thermal environment
would vary if the orbit featured periods of eclipber this simulation, loads were
utilized to impose the configuration shown in F¢. As depicted, the spacecraft was
oriented such that surface 8 pointed along thecitgleector of the spacecraft’s orbit.
Sun inputs were generated individually for eachvetbcity, sun-facing surface. These
time varying curves simulated the hemisphericalksaof the sun physically rising,
traversing, and setting on each panel. Albedo Wsms\earied on the bottom surfaces but
discretely, either 0% or 100%, depending on ifghacecraft was in eclipse or sunlight,
respectively. Both time dependent loads, as appli&blidWorks, as well as the
MATLAB script utilized to generate these scalingwas, are given in the Appendix. As
in the steady-state case, all surfaces were moasledntinually radiating to cold space

except for those facing Earth, which radiate toplamet’s surface.

Figure 5.9.Colony Ip=0°, transient scenario and spacecraft orientation
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The assumed value for solar flux utilized for athslations was 1367W/fr’
This value was multiplied by the absorptivity othancident surface as well as the
cosine curves if applicable. Earth infrared (IRgde were computed with shape factors

interpolated from Space Mission Analysis and De$®MAD).>® The peak IR flux

value used was 237WAf’ The Albedo flux utilized was 629W/mThis value
represented the product of solar flux, percentddffeand shape factors determined
from Tables 11-45A, D-7 and D-8 in SMAD The shape factors used for various
simulated scenarios are summarized below in TableSpacecraft to ground radiation
utilized the appropriate material emissivity andysd factors. Additionally, a

background Earth temperature of 298%as utilized. Radiation to space on all other
faces operated under a 2.7°K background temperatare@sed assigned shape factors of

1 due to the previously discussed assumption éhewant faces had ‘full sky’ views.

Table 5.5: Simulation Shape Factors Used

Description Shape Factor, F
IR Factor, nadir facing surface 0.820
IR Factor, bottom deployable surfaces 0.400
Spacecraft to Earth Factor, bottom 0.806°
deployable surfaces
Spacecraft to Earth Factor, nadir facing 1.000
surface
Albedo Factor, nadir facing surface 1.000
Albedo Factor, minus Y deployable bottom 0.033
surface
Albedo Factor, plus Y deployable bottom 0.001
surface
Albedo Factor, plus and minus X 0.013
deployable bottom surfaces
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5.2.4 Thermal Validation Metrics

Due to the goal oriented nature of the thermalatron and direct objective to
devise a system capable of maintaining the V3 CM@Bin a safe temperature range,
the ‘needs’ for the STARE CI thermal model wereadie defined. Explicitly stated, the
thermal simulation was employed to design a sysigpable of maintaining an
approximate temperature of 5°C at the imager iaterby generating a ~20°C
temperature change across a Thermoelectric CoeZ). ‘Accuracy,” while imperative
to both imager and mission success, was difficuttefine in terms of the STARE
thermal model. In contrast to the STARE structanabels which investigated payload
responses at laboratory test levels, the thermdemdilized on-orbit loads and
environments. Due to the nature of the simulatemd an inability to recreate space
thermal factors in a test facility, thermal outpwsre considered exclusively predictive.
Auxiliary to this research, ‘accuracy’ could be msted if thermistors located at the
imager interface indicate on-orbit profiles wittiive same order of magnitude of those
reported in Section 6.

The CII thermal model was utilized to provide @tfimpression of 3U CubeSat
thermal distributions at the extrerpe90°. These overall results were ‘needed’ for
general estimation of internal loads and distrimsi of temperatures in bus architectures
of this form. Again, model ‘accuracy’ could be \dated irrespective of the conclusions
drawn in this work, if integrated payload thermristare implemented. It is

recommended that accuracy be awarded if the mehsuremum and maximum
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temperatures for a representative quasi-steady sthit fall within the predicted

simulation range.

5.3 The Low Earth Orbiting Navigation Experiment for Spacecraft Testing
Autonomous Rendezvous and Docking AggieSat4 Structl Model

The AGS4 structural model was largely used to aadidhe structural integrity of
the AGS4 design. The tests performed include statatyses under maximum loading,
identification of system natural frequencies, asadom vibration simulations at both

flight and test levels.

5.3.1 AggieSat4 Computer Aided Design Model

The exterior of the AGS4 structural model was cosaal of six machined sheets
of Al 6061-T6. The overall dimensions of the modele consistent with the physical
AGS4 measurements of 24x24x11inches in the X, ¥,Zaxes, respectively. The +X,
-X, +Y, and -Y panels each featured large cutoat®tiuce mass in low stress areas.
Four Al 6061-T6 handles were attached to the +Y-ahsimulation panels. These
handles were designed for both ground handlingedsas on-station ISS
maneuverability having been analyzed for both gurhtions. Two Al 6061-T6 I-beam
supports spanned 12in sections along the X-Axte®bus to increase the overall
rigidity of the structure. Both I-beams ran perpeuntér to the front (-X) face and were
equally spaced from the parallel sidewalls (-Y ai¥d. Figure 5.10, below, shows the

exteriors of both the AGS4 model and AGS4 simulatiwodel.

73



In order to reduce the computational complexityuresf for an accurate
solution, several components in the assembly werplidied. The majority of these
simplifications alleviated cumbersome componenhgetoies while some simply
removed superfluous features. Where simplificatiaere utilized, components were
modeled as simple mass representations to preterweertia participation of the
component in the assembly. Precautions were takaphold bulk material properties
throughout the model. Additionally, in cases whieigh fidelity modeling was required
for in-depth studies of troublesome areas, onena®+odels were exported from the as-
built AGS4 CAD. Examples of such components inctudke Electrical and Power
System (EPS) circuit board stack as well as theginen and Data Handling (CDH)

boards.

Figure 5.10. Isometric view of AGS4 structure befae (left) and after (right) de-
featuring with +Z constraints shown
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As alluded to above, small non-load bearing comptsef AGS4 were omitted
from the analysis model. These components inclublettkets, screws, inhibit switches,
harnessing, etc. In order to ensure internal negsravithin the satellite, without
modeling brackets, SolidWorks mates were applieatelslimposed a bonded
relationship with a no penetration condition atreaterface. This modeling constraint
allowed adjacent parts to remain physically attddued share nodal points during the

meshing process without the additional complexitgracket geometries.

5.3.2 AggieSat4 Boundary Conditions and Model Gaids

Throughout the AGS4 satellite design and testimggsses, the exact flight
configuration was still under review by NASA. Stilhere was an effort to model AGS4
with boundary conditions that would serve as regmeive flight restraints. At
minimum, the packing configuration was known toule a foam-mold packaging
insert and a soft stow duffle bag. Due to matgmaperty and linear behavior
limitations, the foam packing mold could not beligzd in the simulation. The effects
of the foam were accounted for however with theusited loading, discussed in the
following section.

Because the exact orientation of AGS4 with respeatlaunch vehicle reference
frame was unknown, an assumption was made thaadgithe below AGS4 specific
reference frame for the totality of frequency siatidns. This assumption meant that in
designing the flight packing mold, AGS4 engineewmuld have sufficient information to

orient the spacecraft in the most advantageous, passible configuration. Additional
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constraints that need to be considered in the pgakiold design are the external
features of the AGS4 structure. For example, h&ddo the outside face of the -Z panel
are four Al 6061-T6 feet. The layout is shown ig.F5.11. These feet were designed to
offset the satellite and its solar cells from tlepldyment plane of the Cyclops device, a
NASA developed launch mechaniSfiLocated at the center of the four-foot

configuration is a Cyclops knob offset, to whicle tyclops knob attaches.

IS5 Knob

Figure 5.11. Bottom (-Z) panel showing AGS4 feet anCyclops (ISS) knob (left)
and model constraints (right)

The AGS4 analysis model was constrained on thedater corners of the upper
(Z+) panel as well as Cyclops knob, shown aboveerAdlaborate discussion with the
AGS4 design team, it was determined that this sebmtact locations was the minimum
set of contact point necessary to accurately mibdeloam interface, restrain the bus’
motion, and allow enough flexibility to accurateigderstand the dynamic responses of
internal payload components These portions of tleeviiere modeled as fixed geometry

regions in SolidWorks’ simulation package. As poaly discussed, for a solid mesh
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model, this fixed geometric constraint sets akkéhtranslational and all three rotational
degrees of freedom to zero. While the fixed geoymairface area was significantly
smaller than the anticipated foam/spacecraft iaterfthese boundary conditions were
considered sufficient because of the inherent tdeigidity such materials were

anticipated to impart on the integrated AGS4 bus.

5.3.3 AggieSat4 Simulated Loading

Static testing for the AGS4 model was completetldt6g independently in all
three axes. This value came from NASA document B335, which stated that
payloads capable of meetit@1.6g loads were deemed safe for flight on theerily
supported launch vehicles. According to correspooéavith NASA structures
subsystem manager, Dr. James Smith, payloads mgektsrequirement would
additionally be cleared for flight to the ISS.

Due to the effects of the foam-mold packing insdse, random vibration testing
environments, prescribed by SpaceX for the Dragandh vehicle, were attenuated for
the simulation. As previously stated, the foam dawt be included in the model due to
the nonlinear behavior the insert was expectecibé. The attenuated PSD values,
Fig. 5.12, therefore were meant to capture the dagripduced by the foam-mold
packing.In order to produce these curves, the pressursystce area for each of
AGS4'’s six sides was calculated. The pressure exen the foam by the weight of

AGS4, measured in pounds per square (PSI), drigticgacted the nonlinear behavior
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of the foam. In other words, the compression offttaen dictated the packing mold’s
ability to dampen input PSD values.

After the surface pressure for each face was cled) tables of scaling factors,
based on foam type and compression, were utilied SSP 50835 to create the
attenuated loads the satellite would experienceahsbe seen below, both attenuated
loads had significantly lower ASD magnitudes athieigfrequencies than the Dragon
unattenuated profile. The two attenuated loadsespond to a 0.7psi and 0.2psi weight
to area ratios of the satellite. Due to the geoyngfithe AGS4 satellite, the 0.7psi
attenuated curve was used for the Z-axis excitatamle the 0.2psi curve was used for
both the X and Y-axes. Additionally, Fig. 5.12 Hights the foam’s physical behavior
in that the higher-pressure attenuated curve ve&ssdficient at damping lower

frequency excitations than the lower-pressure [@ofi

Dragon Random Vibration Enviornment
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Figure 5.12. Dragon PSD test levels and attenuatgualofiles as applied in
SolidWorks
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5.3.4 AggieSat4 Mesh Convergence

After de-featuring the AGS4 model and applying @af@ementioned constraints,
a convergence check was completed. In order tordete the proper mesh size for the
AGS4 structural model, several natural frequenoyutations were completed. As a
baseline, low mesh densities with fewer nodes wetially run and gradually increased
until convergence was determined. Figure 5.13)vbels a plot of the 1st mode natural

frequency for the AGS4 model at various node-coumtee mesh.

Natural Frequency Convergence
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Figure 5.13. AGS4 mesh convergence data

The almost horizontal line in the graph, betweenl#st two node-counts,
indicates mesh densities where the solution comeerd\s can be seen, this convergence
began around 500K nodes. For values above 500Kcagase in the number of nodes

did not significantly change the results thus @brgnesh density imposed unwarranted
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computational complexity. Ultimately, the maximunesh size chosen was 1.5cm and

natural frequency results were assumed accuratého 1-10Hz.

5.3.5 AggieSat4 Validation Metrics

As briefly addressed in the introduction, payloatithe LONESTAR campaign
must adhere to strict manned mission safety stdsdard have FS. For this reason, the
‘need’ established for the AGS4 simulation mode$waofold. Internally, within
AGSL, the model was used to predict problematiarmafe responses of the structure
which could potentially lead to mission failure.tEsnally, NASA had strong interest in
ensuring external components would not endanger kealth or safety. For this reason,
heightened fidelity simulations were used to evi@ud AGS4 handles and solar cell
assemblies.

Due to the fact that, at the time of this reseafcbS4 was still in the process of
being manufactured, simulation performance wilelbaluated following the completion
of this work. As a result of an effort to maintaimmponent-level fidelity throughout the
AGS4 model, internal simulation results should blelhio high ‘accuracy’ standards.
Unfortunately, due to the fact that the flight aadt configurations of AGS4 include
external foam packing material and a NASA issuedIM®ft stowage bag, results from
the simulation may be difficult to correlate witkperimental data. Even if
accelerometer placements can be secured withikl@x# bag, external to the foam-
packing mold, the simulations’ loads still represeimuge source of uncertainty.

Ultimately, the ‘accuracy’ of the AGS4 simulatialargely dependent on how accurate
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attenuated loads can capture the physical behakfoam packing. Without a clear
understanding of this uncertainty any proposeddaalbon metric would be arbitrary and
irresponsible from a safety perspective. Rathenssivity tests with the AGS4 CAD
model, following experimental testing, might bettetp understand which factors most

heavily influenced the simulations’ results.

5.4 The Low Earth Orbiting Navigation Experiment for Spacecraft Testing
Autonomous Rendezvous and Docking AggieSat2 Model

The model and simulation of AGS2 is presentedis research as historical
data. The design, testing, and flight of AGS2 warmpleted prior to this research. The
flight configuration of AGS2 featured a DOD devetopdeployer, called the Space
Shuttle Picosat Launcher (SSPL), which was flowthancargo bay of the Space
Shuttle. Within the SSPL, AGS2 and Bevo-1, a 5xbxdiitellite designed by UT Austin,
were secured on an internal rail system betwegmiagsloaded pusher plate and hinged
deployer door. The model discussed below did rbtradesign decisions or material
selections. Rather, the AGS2 model was utilizealssist in the V&V process of
laboratory CAD tools.

The complete simulation included two AGS2 modetse(was meant to
represent the UT spacecraft, Bevo-1) as well apeesentative SSPL model. This
integrated system was known as DragonSat. Resuiedtion 6 feature both solo AGS2

structural responses and integrated SSPL respofise$ormer is presented for research
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consistency and comparison with system behaviolevthe latter was used in the final

evaluation of AGS2 validation metrics.

5.4.1 AggieSat2 Computer Aided Design Model

The ASG2 satellite was a 5x5x5in structure with olad PCB oriented,
functional units. The external structure featunedAs 6061-T6 walls. The walls’
internal designs included a system of rails thapsuted two large steel plates. These
structural members supported standoffs, ballaskislcand PCBs from which
components were mounted. The steel plates spahaezhtire satellite and added mass
as well as structural integrity to the otherwisswpported satellite shell. Figure 5.14

shows the AGS2 flight unit, the as-build CAD mogk-and the basic structural model.

Figure 5.14. AGS2 flight unit (left), full detail CAD model (center), and structural
model, de-featured internally and externally (righ)

Due to the relatively small size of the AGS2 séteknd thus the inherent

decrease in total nodes and computer memory frewviqusly discussed model, de-
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featuring was not as heavily required in the cogatf this model. For this reason, the
flight hardware and simulation model share a remalk semblance and comparisons
between the two differ only in harnessing and sipadird components. Figure 5.15
shows an interior view of the flight unit along ia screen shot of the simulation

model.

Figure 5.15. Interior of AGS2 flight unit (left) and CAD model (right)

Unfortunately, due to the amount of time that bkgppsed between the
LONESTAR AGS2 mission and the completion of thisei@ch, information on the
SSPL design was difficult to obtain. Rather thagleet the launcher and attempt to
recreate structural behavior with constraints, as done in other simulations, a model
of the SSPL, albeit crude, was included in the &tnan. Unlike the high fidelity of the
AGS2 simulation model, the SSPL model was congttifriom an Engineering Design
Unit (EDU) reverse engineered in-house at AGSL. Gfrthe largest driving factors
motivating the inclusion of this model was the &alale experimental data from the 2009

laboratory testing of DragonSat by NASA JSC. PSépoases from the archived results
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were limited to accelerometers placed externallyhenSSPL and were impossible to
isolate for the AGS2 spacecraft. The SSPL modeichvfeatured five Al 6061-T6 and
four internal aluminum tracks, was therefore ineldan order to provide representative
node locations and accurately evaluate the CAD téiglre 5.16 shows the in-house

SSPL EDU, used to create the simulation CAD, a$ agethe model itself.

Figure 5.16. SSPL EDU (left) and SSPL CAD model (oéer, right)

5.4.2 AggieSat2 Boundary Conditions and Model Gairds

As previously mentioned, two separate naturaldeagy analyses were
completed for the AGS2 mission. The first of thesalyses was an investigation of the
satellites’ behavior. For the AGS2 natural frequesimulation, the AGS2 model was
constrained with roller slider boundary conditi@bsng the —X, +X, -Y and +Y faces.
These constraints were utilized to allow transtaianotion of the satellite along the Z-
Axis of the SSPL yet restrict motion in the XY péaror this reason, the first natural

frequency mode was purely translational and pravi@nsensical values.
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In the simulation of the SSPL natural frequenceg, ittodel was restrained with a
fixed geometry condition along the bottom planesaxth of the four SSPL sidewalls.
These constraints mimicked the interface of thelS88del with the shaker table.
Additionally, a 700Ibf load was applied to the taté of the pusher plate to simulate the

system’s rigidity had the physical pre-loaded dgpient spring been included.

5.4.3 AggieSat2 Simulated Loading

The loads utilized in the AGS2 simulation were ¢ixact PSD curves inputted
into the NASA shaker table in 2009. As can be stenX-Axis was subjected to a load
of 6.775gws, the Y-axis a load of 8.56Qgs, and the Z-Axis a 7.752gs load. These
values represent the maximum expected load fobthgonSat payload onboard the
Space Shuttle Endeavour. The loads as appliedlidVBorks are shown below in Fig.

5.17.
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profile as applied in SolidWorks

5.4.4 AggieSat2 Mesh Convergence
As in the previously discussed simulations, coggace for the AGS2 mission

was completed in order to determine an adequaté oesssity for the model. The
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results presented in this section highlight theveogence studies of both the integrated

DragonSat system, Fig. 5.18, as well as the indadidGS2 model, Fig. 5.19.
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Figure 5.18. DragonSat mesh convergence data
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Figure 5.19. AGS2 mesh convergence data
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When comparing the two models’ convergencesiiteresting to note that both
converge around 400Hz. This suggests that thetstalcesponse of the AGS2 model
strongly influenced the frequencies at which th® 58odel resonated. Such behavior
is to be expected especially when the first fivedesof each model showed internal
board displacements.

The SSPL model showed convergence around 670Ksn&itaulations utilized
a 0.5mm maximum element size and had approximd@dyK elements. Higher mesh
densities may have produced slightly more convergsdlts but given the crude nature
of the SSPL model this would not have contributethe overall accuracy of the result.
The independent AGS2 simulation converged to willSitnat approximately 630K
nodes. This mesh was created using a maximum etesizenof 2.5mm. As previously
stated, the first mode natural frequency respoesgodstrated pure translation. The
second mode however was found to be around 410g.value is vastly different than
the 1900Hz natural frequency originally reportedtfee 2009 AGS2 simulation model.
The historic model however featured only the twiernnal steel plates and six exterior
Al 6061-T6 walls. Moreover, due to both computatiband hardware limitations, the

2009 analysis only featured 140K nodes.

5.4.5 AggieSat2 Validation Metrics
The decision to use an SSPL model was based affgagm-specific simulation
need: to replicate, with as much accuracy as plessitstorical experimental data. Due

to the fact that the simulation of AGS2 for thisearch followed the completion of the
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mission, the work was regarded as completely inyatste. For this reason ‘accuracy’
standards were made purposefully rigorous to pustimits of the CAD tool. The

following metrics therefore reflect the expectattbat the AGS2 model was easily the
most complete model investigated. For the Dragonfatel, simulation accuracy was

defined as resonant frequencies withiffOHz of experimental data.

89



6. RESULTS

All results presented in this section were achieteough the use of the
converged mesh sized previously described for e&tte respective models.
Experimental data were included in these resultgresavailable. All experimental
payload testing was completed externally to thegaech and results borrowed from
third party investigators. In the interest of cseoaess, only one of the first five natural
frequency modes is pictured below. When availadudeljitional mode shapes are

displayed in the Appendix.

6.1 Version 2 Structural Results
These analyses utilized the converged maximum msiestof 4mm, discussed

above, to achieve the following results.

6.1.1 Version 2 Natural Frequency

Table 6.1 summarizes the results of the LLNL V&ural frequency

investigation.

90



Table 6.1: LLNL V2 Natural Frequency of First FiModes

Mode No. | Frequency (Hz)

11141
1141.2
1157.9
1286.6
1376.7

QB |WIN|F-

For the LLNL V2 payload, the fourth mode was the oesonance that occurred
showing both external, as well as internal, defdioms. All other mode shapes were
purely internal. For this reason, and due to tlexipusly discussed proprietary nature of
the research, only a figure of the fourth mode shé&p the LLNL V2 payload, is

presented with these finding.

URES (mm)
1.287e+003
l 1.160e+003
. 1.073e+003
. 9.656e+002
. B.SBE3e+002

_ 7 510e+002

£.4372+002
| 536424002
|_ 4. 291e+002

. 3.219e+002

2146e+002
1.07Ze+002
0.000e+000

Figure 6.1. LLNL V2 4™ mode natural frequency
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The following descriptions attempt to capture tbdifonal four modal
responses of the LLNL V2 payload in the absenocasafal data. The first natural
frequency mode corresponded to deformation of thregry payload base plate in the Z-
Axis. The second and third natural frequency mdaeved rotation of the entire
payload module about the Y-Axis and X-Axis, respety. For each of these modes,
the rotation pivoted about the aforementioned Ipdeste where the payload was
anchored. The fourth mode, shown in Fig. 6.1, destrated payload frame rotation
about the X-Axis, payload rotation about the Y-Aarsd test pod vibration in the X-
Axis. Lastly, the fifth mode of the LLNL V2 naturlequency showed support frame
rotation about the X-Axis with the highest obserdesplacements occurring in the

secondary mirror assembly.

6.1.2 Version 2 Random Vibration (X-Axis)

The results from the random vibration simulatiang experimental testing for
the X-Axis of the LLNL V2 payload are shown belowhe PSD curves presented in
Section 5 were inputted as shown and represerid® @ase. The below result graphs,
Fig. 6.4, highlight the frequencies that most dbutie to the bus’ peak accelerations.
Additionally, Figs. 6.2 and 6.3 show acceleromgtacements on the V2 payload as
well as the corresponding simulation probe locatidrable 6.2 below correlates the
probed response locations from the model to thelacameter locations of the physical

test.
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Table 6.2: LLNL V2 Probed Locations for X-Axis P3tesponse

Node Accelerometer
366168 A
349643 B
291129 C
291209 D

Node: 366168

K.Y, I Locatior: (173 284,327 men

Vil 16720+004 (mis~2)2Hr
Sep. il

[Node: 343643

X, ¥, Zlocation (173210327 mm |
Vindss T B24e+003 (miz 22tz
Step 2

@

AX ((mie"2)"2Mz)
4.437e+004
l 4.067e+004
. 36398e+004

. 3328e+004

. 2958e+004

. 2588e+004

| - 2.219e+004
. 1 84924004

. 1.479e+004

. 1.109e+004

739504003
I 3698e+003
3177e.003

Figure 6.2. LLNL V2 -X Face: PSD probe locations (ip) and physical test pod
model with accelerometers (bottom)
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W Ehpl S

2.219e+004
1.648e+004
- 1.479e+004
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Figure 6.3. LLNL V2 +X Face: PSD probe locations (ip) and physical test pod
model with accelerometers (bottom)
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Figure 6.4. LLNL V2 PSD response for X-Axis excitabn
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6.1.3 Version 2 Random Vibration (Y-AXxis)

The results from the random vibration simulatiang experimental testing, with
probe locations and accelerometer placements shofig. 6.5, for the Y-Axis of the
LLNL V2 payload are shown below in Fig. 6.6. Astime X-Axis simulation, the PSD

curves presented in Section 5 were inputted as slaow represented a 0dB case.

AY ((mis"2)"2Mz)
1.048e+004

9611e+003

. 8.737e+003

. 7.863e+003

. 6.990e+003

Location:

. 6116e+003

L 5.242e+003

. 4.363e+003
. 3.495e+003
. 2621e+003
1.747e+003

B8.737e+002

0.000e+000

Figure 6.5. LLNL V2 PSD probe locations (top) and pysical test pod model with
accelerometers (bottom)

96



Table 6.3: LLNL V2 Probed Locations for Y-Axis P3esponse

Node Accelerometer
272536 +X Wall
141124 +Y Wall

Table 6.3 above correlates the probed responaéidos from the model to the

accelerometer locations of the physical test. Resiilboth are shown below.
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Figure 6.6. LLNL V2 PSD response for Y-Axis excitabn
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6.1.4 Version 2 Random Vibration (Z-Axis)

The results from the random vibration simulatiang experimental testing for
the Z-Axis of the LLNL V2 payload are shown belows in the previous two
simulations, the PSD curves presented in Sectwarg inputted as shown and

represented a 0dB case. Figure 6.7 shows the podesd for this analysis.

Mode: 234267
X, ¥, Z Location: [254 294 -404 mm AL ((m/s"2)"2Mz)
Walue 1.121+000 (mis 21" 2Hz
Step 20 8.527e+003

I 7.817e+003

. 7.106e+003

/
S

. 6.395e+003

. 5.685e+003

o . 4.974g+003

X, ¥, I Location 25 mm !
Walle 5. 165e+000 (m/s"2)"2Hz Hi 4 264e+003

Stepc :
u 3.553e+003

. 2.842e+003
. 213224003
1.421e+003

7.108e+002

0.000e+000

Figure 6.7. LLNL V2 PSD probe locations (top) and X/-Z faces of the physical test
pod model with accelerometers (bottom)
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Table 6.4: LLNL V2 Probed Locations for Z-Axis P&2sponse

Node Accelerometer
234267 +X Wall
291585 -Z Wall

Table 6.4 correlates the probed response locafionsthe model to the

accelerometer locations of the physical test. Resiflboth are shown below, see Fig.

6.8.
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Figure 6.8. LLNL V2 PSD response for Z-Axis excitabn
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6.2 Version 3 Structural Results

These LLNL V3 analyses utilized the converged mmaxn mesh size of 2.3mm.
As previously discussed, the entire bottom platdheftest pod was restrained, which

isolated the payload responses.

6.2.1 Version 3 Natural Frequency

Below, Table 6.5 highlights the first five frequées at which the LLNL V3
payload resonates. Based on the natural frequescyts, the imager was predicted to

experience resonant responses between 1440Hz 468129

Table 6.5: LLNL V3 Natural Frequency of First Fivodes

Mode Frequency
No. (Hz)
1 1454.1
2 1553.5
3 1724.3
4 1791.1
5 1930.3

As was the case for the LLNL V2 payload, only of¢he five natural frequency
modes exhibited both external and internal defoionat This mode was the first natural
frequency resonance and is displayed in Fig. 6y®liservation, the other five modes
exhibited the following behaviors: the second afttd modes showed primary
displacements in the Z-Axis direction, the thirddean the X-Axis direction, and the
fourth mode in the Y-Axis direction. More specifigathe third mode showed the

primary payload plate flexing in the Z-Axis diremti. The third mode also demonstrated
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rotation of the imager board assembly about thexisAvhile the fourth mode
demonstrated rotation about the X-Axis. Lastly, fifte natural frequency mode shape

highlighted the response of the about the entiygopa in rotation X-Axis.
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Figure 6.9. LLNL V3 1°'mode natural frequency

Dynamic frequency results were conducted withstmme mesh density as the
natural frequency analysis. Dynamic frequency tesuére all measured at the locations
shown in Fig. 6.10 to capture representative aooeleter locations. The responses
reported below are resultant acceleration valwhker than axis specific accelerations,
as were utilized in the V2 analysis. The decismprobe for total acceleration as well as
the PSD probe locations chosen were both drivea lagk of information regarding

accelerometer placement location at the time osiimailation.
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Figure 6.10. LLNL V3 PSD probe locations

6.2.2 Version 3 Random Vibration (X-AXxis)

In addition to the PSD curves reported for theavialysis, the V3 analysis also
includes RMS values for probed locations. The RMBi@s reported are the results of
SolidWorks' efforts to fit the structural responséshe bus to a uniform bell
distribution. By default, the software reports flseresponse. From probability theory, it
is expected that accelerations for these locatotg$all between £, 66% of the time.

The X-axis response, Fig. 6.11, peaks just ab@0®Hz over a bandwidth peak
of 800-1600Hz. This response did not directly cgpond to any of the above modes in
particular, but would encompass Modes 1 and 2. Modecifically, featured high

imager plate deformations in the X-Axis directidime peak RMS value for the above
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set of sampled points was 63g. This value was gbdeyn an internal payload baffle

set. The imager plate and wall reached RMS valt&8@and 459, respectively.
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Figure 6.11. LLNL V3 PSD response for X-Axis excitton

The responses shown above can be related to phigtations within the

payload on the exterior of the test pod with tHerimation presented in Table 6.6.

Table 6.6: LLNL V3 Probed Locations for X-Axis P3tesponse

Location Node
Baffle Center 1644856
Imager Plate 1648666

X Wall 1214320

Base Plate 2671
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6.2.3 Version 3 Random Vibration (Y-Axis)

The random vibration responses for the Y-Axis &timn are overviewed below.

As can be seen in the Y-Axis random vibration resgo Fig. 6.12, there was a PSD

response peak at roughly 1800Hz. Both the magnindepayload components which

exhibit high deformation mirror responses seen oubk 4 and 5. Peak RMS g-loading

among the sampled points was 689 at the bafflmsation. The imager plate and wall

reached RMS values of 56g and 5g, respectivelyim\giae default RMS value reported

in SolidWorks corresponds te Yalues and is therefore a good indicator of awerag

payload behavior.
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Figure 6.12. LLNL V3 PSD response for Y-Axis excitton
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The node locations shown in Fig. 6.12 corresporgirhulation locations listed

in Table 6.7.

Table 6.7: LLNL V3 Probed Locations for Y-Axis P3tesponse

Location Node
Baffle Center 1614856
Imager Plate 1648888

X wall 1265014

Base Plate 61335

6.2.4 Version 3 Random Vibration (Z-Axis)

Finally, the Z axis response shown in Fig. 6. 3aked near 1500Hz. The largest
physical response was seen at the imager platesanesponded well to the behavior
observed in Mode 2. Both the second mode and{AgriZrandom vibration responses
featured large Z axis movement of the imager @atel500Hz. Peak RMS values for
the sampled points was 619 at the imager plate baffte set and wall locations reached

RMS values of 13g and 3g, respectively.

Table 6.8: LLNL V3 Probed Locations for Z-Axis P&2sponse

Location Node
Baffle Center 1615154
Imager Plate 1648547

X Wall 464305

Base Plate 69868

Table 6.8 lists nodal locations for the followirgsponses.
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Figure 6.13. LLNL V3 PSD response for Z-Axis excitaon

6.3 Colony | Thermal Results

This section highlights noteworthy results of theNL CI thermal investigation.
Both the transient and steady state thermal iny&tstins aimed at locating candidate
thermal strap locations. For each of these sinmaratthe locations considered are shown

in Fig. 6.14.

SHGR BT

Figure 6.14. Heat strap potential mounting locatios
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6.3.1 Colony pp=0° Case

The results of the transient simulation are showig. 6.15 and tabulated
temperature averages are displayed in Table 6.8aAde seen, the electronics board
reached approximately 25°C. Also, the gradienth@nantenna side PCB had
magnitudes ranging from 5°C to 220°C. Based orptbgrammatic design
specifications, this was deemed an infeasible logdor thermal strap interfaces. The
two side panels (Faces 7 and 9) however have mmaras low as -5°C. These
temperatures are ideal for sinking heat away frioenproposed thermal straps and

likewise the heat positive side of the PEC.
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Figure 6.15. LLNL CI Transient thermal results

107



Table 6.9 LLNL CI Transient Average Temperatures

Location Node Description Average Temperature
1 14885 +Y frame corner 25.0°C
2 16433 +Y electronics mount 25.0°C
3 14118 +YX frame corner 25.0°C
4 9644 X wall frame -10.0°C
5 14365 -YX frame corner 25.0°C
6 10628 -Y frame corner 25.0°C
7 16487 -Y electronics mount 25.0°C

Below, Fig. 6.16 shows the transient responsatefface location possibilities

over the duration of three orbits. As can be s#ensatellite temperature results begin to

converge in the last orbit, yet does not actuabch steady states during the time

allotted for this investigation. Had either the imeg&ze of the thermal model or the

length of the time step been increased, additicoaiputation resources may have been

available for a more refined solution.
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Figure 6.16. LLNL CI Transient response of primaryinterface locations
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It is also important to note that while all thenfgeratures with the exception of
location 4, Fig. 6.17, average about 25°C duringjgleriod, only locations 5-7 are
particularly stable. These locations only oscillapgroximately +/-5°C, while locations
1-3 oscillate as much as +/-15°C. In addition ®ttiansient response of location 4,
Fig. 6.17 also depicts the response of four suppteany X face and frame locations.
Node 9728 and 9484 are near the corners of the=fraafi, while node 9644 is in the
center. In this transient analysis, the X wallsgggendicular to the sun for the given
orientations. The center of the wall, at Node 9@Hdrefore has the maximum heat

rejecting capacity of all probed locations.
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Figure 6.17. LLNL CI Transient response of the X faing frame/wall

6.3.2 Colony p=90° Case
Due to the fact that the orientation of the speaféoever changed with respect

to the Earth and/or the Sun the steady state theamsa was not required to propagate
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over several orbits. Rather, the FEA solver cons@rgn a steady state temperature
distribution and this solution was determined tadg@esentative of the entire mission.
As is highlighted in Table 6.10, the lower eleaios boards, where the PEC was
planned to interface, reached about 50°C. The ating side, shown on the right of
Fig. 6.18, reaches a steady state temperature°@f. 9he bottom face reached a
maximum temperature of 125°C. Steady state temyreatn this range were clearly not
considered as thermal strap connection locations.rémainder of the bus however
maintained temperatures around 30°C and could pallgrserve as thermal strap

outlets if radiators were incorporated into theigies
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Figure 6.18. LLNL CI Steady state thermal results
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Table 6.10 LLNL CI Steady State Temperatures

Location Node Description Temperature

1 16117 +Y frame corner 53.5°C
2 16273 +Y electronics mount 54.7°C
3 14048 +YX frame corner 52.6°C
4 9676 X wall frame 5.7°C

5 14288 -YX frame corner 38.4°C
6 10624 -Y frame corner 38.5°C
7 16327 -Y electronics mount 41.4°C

The table above tabulates the primary spacecredtilins considered as thermal

strap interfaces. The probed locations range frpptaximately 38°C to 54°C.

6.3.3 Colony | Comparison ¢£0° and g =90°

On average, the external temperatures of the &@°dngle case were on average
two times as large as the 0° simulation. This ubtiedly occurred as a result of the
short periods of 'true’ eclipse present in thedalzase which allowed the satellite to
cool significantly. If, rather than looking at extal gradients, the models are compared
based on internal temperatures, the ‘worst casehti model environment is produced
by 90° beta angle. In this steady state analystspayload reaches a temperature of
24°C whereas the transient temperature of the pdydscillates slightly around 0°C,
after three orbits. Ultimately, the steady stateecaas used in the thermal strap design

process in order to ensure worst-case hot tempegatu
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6.3.4 Proposed Thermal Management System

As mentioned above, the X frame/wall was iderdif®s the most advantageous
heat sink location because of exhibited low tentpees in the steady state case. Figure
6.19 shows the steady state temperature distribbatmng an X crossbar running behind

the optimum X wall location, Node 9676.

Temperature Variation Along X
Wall/Frame Cross Bar
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Figure 6.19. LLNL CI Temperature variation along the X frame/wall cross bar

The analysis showed that there was a 1.7in segofi¢iné cross bar that
remained below 10°C in the steady state case. lgagentified an interface location
and using the below resistance model, two thernaadagement configurations were

examined, Fig. 6.20.
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Figure 6.20. Resistance models for Configuration(top) and Configuration I
(bottom)

Both designs, Fig. 6.21, featured copper heapstitaat connected directly to the
imager board and bus frame. The first of theseigardtions, Configuration I, features
two wide copper straps reaching from the long eddéise pinwheel plate to the frame.
The second configuration, Configuration Il featufedr straps mounted directly from
the pinwheel arms to the X frame/wall. The therneaistance models for each of the
proposed thermal strap designs are shown belowTlfeiqetemperature was obtained
from the simulation, as described above, and tte¢ $gstem was evaluated using the

theory outlined in Section 5.
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Figure 6.21.Thermal strap configurations

Ultimately, the Configuration | result featuredawopper straps with widths of
1.7in and thicknesses of 0.005in. The lengths ohatrap were specified as 1.4in and
attached to the cross beams of the bus' (-X) aKjlffames. The weight of the design,
without fasteners, was estimated to be approxima&télg and would take minimal time
to manufacture.

Conversely, the Configuration Il result featuredrfcopper straps with widths of
0.5in and thicknesses of 0.0525in. The lengthsaohestrap were specified as 1.4in and
attached to the (-Y) and (+Y) regions of the ciosams on the (-X) and (+X) frames.
The weight of this design, again without fastenectuded, was 5.4g. Ultimately, both
configurations were deemed viable options. Thesiletito utilize Configuration Il was
motivated dually by the additional space it alloviedthrough harnesses as well as the

added maneuverability of smaller straps.
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6.4 Colony Il Thermal Results

Presented in this section are the results of theLLCII thermal simulation.
Based on the results of ClI, that §¥90° orbit case represented the worst case thermal

environment, Cll was exclusively subjected to syestdte loads.

6.4.1 Colony Ijp=90° Case

As was to be expected due to an increase nornmfacsuarea to the Sun, the
overall bus temperature of the Colony Il configioatwas slightly higher than the
temperatures observed in the Colony | simulatidrese values, which were
approximately 50°C on the deployable, sun facimgya; were on average 10°C warmer

than the CI configuration. Figure 6.22, below, shdiae exact magnitudes of these CII

results.
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Figure 6.22. LLNL CII Steady state thermal results
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Furthermore, the above simulated profiles providetsual basis for several of
the potential strap locations investigated durhmgadnalysis. Areas of consideration are
highlighted in Table 6.11. From the table, itlisar that the space facing locations
proved most efficient for heat removal. As waschse in the Cl analysis, the
temperatures present in Table 6.11 were utilize@-evaluate the aforementioned
Configuration Il thermal resistance model.

The result of this analysis suggested that theraily proposed strap design was

robust enough to sufficiently remove heat fromithager board in the ClI

configuration.
Table 6.11 LLNL CII Potential Strap Locations
Location Average Temperature
Center Solar Panel GaAs Surface 45.0°C
Center Solar Panel Backing 45.0°C
Center Sun Side Body Silvered FR4 Panel -5.0°C
Center Space Side Body Black FR4 Panel -11.0°C
GPS board 32.0°C
Primary Mirror Surface 10.0°C
Center Telescope Space Side Wall -14.0°C
Center Nadir Body Silvered FR4 Panel Surface 25.0°C
Center Radiator Surface 5.0°C

6.5 AggieSat4 Structural Results

The following section is an overview of the pidd structural behavior of the
AGS4 satellite. At the time of this research, AG&5 still in the design phase, so
experimental testing had not been performed. T@stirAGS4 is slated for late 2014 by

NASA.
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6.5.1 AggieSat4 Natural Frequency

Using the aforementioned mesh density for a caesksolution, 1.5cm, the
natural frequency of AGS4 was calculated, Tabl@ 6&halyzing the PSD curve for the
Dragon Flight Environment highlighted dangerousiglehspecific frequencies in the
20-160Hz range. In the results presented belosviitst mode frequency for AGS4 was
well above 160Hz, Fig. 6.23. This indicates thatskructure is less likely to experience

resonance and fail under the vibration loads egpegad on the Dragon launch vehicle.

Table 6.12: AGS4 Natural Frequency of First Fivedds

Mode | Frequency
No (Hz)
1 194.7
2 226.0
3
4
5

230.8
256.0
305.9

Shown in the Appendix, the second and third madése AGS4 natural
frequency analysis were saturated by board movearehteveal little regarding the
overall bus displacements. Furthermore, the digpfents shown in the frequency
figures are exaggerated and represent relativeomadither than absolute values. For
this reason, only trends in component motion camfegred. The figure below,
exaggerated for viewing purposes, show that the@®! deployer, developed by
Innovative Solution in Space, experiences the lagtesponse to the first mode

frequency of 195Hz.
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Figure 6.23. AGS4 mode natural frequency

6.5.2 AggieSat4 Random Vibration (X-Axis)

The following three sections present the resdlts® attenuated foam load
excitations, presented in Section 5, scaled to 38&aling the base excitation curves to a
3dB values, both doubles the predicted loads asdrerthe satellite can withstand a
maximum test load environment. Table 6.13 showBRMS acceleration and stress
values for various locations on the AGS4 satellite.

The X-direction excitation revealed a maximum aeaion of 28.6g and a max
stress of 19.3MPa. The maximum acceleration ocdwat@n internally named 'alpha’
CDH board while the maximum stress was experiehgdhe +Z wall of the structure.
Comparison of this stress with the yield strendtAldc061-T6 affirms that the structure

is sound.
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Table 6.12: AGS4 RMS Values for X-Axis Excitatid3uB)

Location Acceleration (g Stress (P@a)
X- Panel 5.2 1.8E+06
X+ Panel 6.5 1.1E+06
Y- Panel 2.5 2.9E+06
Y+ Panel 3.2 2.3E+06
Z- Panel 3.6 2.6E+06
Z+ Panel 3.4 1.9E+07
EPS Bottom Board 3.4 1.6E+06
EPS Alpha W 3.5 9.1E+0b
EPS Beta W 4.6 6.4E+0b5
EPS Gamma W 5.7 7.3E+05
EPS Delta W 6.9 7.0E+0b
EPS Alpha | 3.8 4.0E+05
EPS Beta | 4.5 3.9E+0b
EPS Gamma | 5.0 3.6E+Q5
CDH Alpha 28.6 1.4E+06
CDH Beta 4.3 6.6E+05
CDH Gamma 4.9 5.0E+0b
CDH Delta 5.2 1.7E+05%
Battery Board (Facing EPS) 4|0 2.6E+04
Battery Board (Facing ISIPOD) 5)6 1.5E+D4
DRAGON Board EPS 3.6 1.7E+Q5
DRAGON Board CDH 10.3 1.2E+0b
| Beam (+y) 4.1 1.4E+07
| Beam (-y) 3.2 6.2E+06
Model MAX 28.6 1.9E+07

Below, Fig. 6.24 shows the locations probed foDRP&sponse investigations.
These locations captured representative featurdbeochGS4 bus such as Al 6061-T6

walls, PCB stacks, and battery box assemblies.
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Figure 6.24. AGS4 PSD X-Axis probe locations

Table 6.14 correlates the probed response locatrom the model to the nodal

name indicated in Fig. 6.25.

Table 6.13: AGS4 Probed Locations for X-Axis PSRnse

Node Location Color
CDH Alpha 92074 Red
DRAGON Board CDH 107687 Blue
X+ Panel 238374 Black
EPS Delta W 66816 Green

Below are the PSD responses for the X-Axis exoadf the AGS4 model. As
was expected, based on RMS results, the CDH 'aholaatls demonstrated the largest

acceleration. This peak of 20g occurs between 44260
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Figure 6.25. AGS4 PSD response for X-Axis excitatio

6.5.3 AggieSat4 Random Vibration (Y-Axis)

The values probed for RMS responses for the Y-Raiglom vibration analysis
were identical to those probed in the X-Axis sintivla. These values are shown below
in Table 6.15. The Y-direction excitation reveasethaximum acceleration of 6.5g at the

location probed on the -Y wall and a max stres8008MPa on the -X panel.

121



Table 6.15: AGS4 RMS Values for Y-Axis Excitatid3uB)

Location Acceleration (g Stress (Pa)
X- Panel 2.1 2.0E+07
X+ Panel 1.7 2.9E+06
Y- Panel 6.5 5.4E+06
Y+ Panel 5.0 5.6E+06
Z- Panel 2.5 6.4E+06
Z+ Panel 3.4 1.6E+07
EPS Bottom Board 2.1 1.0E+06
EPS Alpha W 2.4 4 9E+0b
EPS Beta W 3.1 2.8E+0b5
EPS Gamma W 3.8 3.2E+0Q5
EPS Delta W 4.6 2.3E+0b
EPS Alpha | 2.5 2.2E+05
EPS Beta | 2.9 1.6E+0b
EPS Gamma | 3.4 9.5E+04
CDH Alpha 6.0 1.4E+06
CDH Beta 3.6 4.6E+05
CDH Gamma 4.4 5.8E+0b
CDH Delta 5.9 5.2E+04
Battery Board (Facing EPS) 2|3 3.9E+04
Battery Board (Facing ISIPOD) 1/7 1.1E+D4
DRAGON Board EPS 2.0 1.8E+05
DRAGON Board CDH 4.2 4 9E+0b
| Beam (+y) 1.9 1.1E+06
| Beam (-y) 1.7 1.0E+07
Model MAX 6.5 2.0E+07

Figure 6.26 shows the location, along with TablEs6probed for PSD response
curves. Unlike the RMS outputs, the PSD probe lonatwere not maintained between
axes. Rather, each axis was probed in locationg@rest or concern. For the Y-Axis,
the ISIPOD was of particular interest due to theesbed first mode natural frequency
behavior. Additionally, the -Y panel was investigto ensure reasonable and safe

responses due to the high acceleration observeagdine RMS survey.

122



ARES ((m/s"2)"2Mz]

1.031e+002

' 9.445=+001

. 8,590e+001

. T.731e+001
. 6.872e+001
. 6.013e+0Mm
| 5.154e+001
L 4.295«+001
_ 3.436e+«001
_ 2.577e+0M

1.718e+001

I 8.591e+000
4 537e.004

Figure 6.26. AGS4 PSD Y-Axis probe locations

Table 6.16: AGS4 Probed Locations for Y-Axis PSBgmse

Node Location Color
Y- Panel 178227 Red
CDH Alpha 92427 Green
EPS Delta W 66290 Blue
ISIPOD 148336 Black

Figure 6.27 shows the PSD responses for four prédmation of the AGS4
structure. The maximum peak shown correspondsetetpanel and is approximately
1g in magnitude. All four nodes show similar modkapes with a peak frequency of

approximately 60Hz.
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Figure 6.27. AGS4 PSD response for Y-Axis excitatio

6.5.4 AggieSat4 Random Vibration (Z-Axis)

Lastly, the Z-direction excitation revealed a nmatm acceleration of 21.9g and
a max stress of 68.8MPa. As with the previous tnalyses, the alpha CDH board
experienced the highest accelerations while amnaté-Beam was the component with
the maximum stress. Again, a comparison of thisstrvalue and the material's yield
strength, 275MPa, shows that there is almost aff&uofor the I-Beam. NASA
standards require most flight parts to meet FS tdast two. Additionally, the
excitations utilized for the above three simulasiovere completed at test loads, and are

consequently higher than anticipated flight envin@mts by a factor of two.
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Table 6.17: AGS4 RMS Values for Z-Axis Excitati8dB)

Location Acceleration (g Stress (Pa)
X- Panel 2.9 4.3E+06
X+ Panel 1.7 4.1E+06
Y- Panel 2.5 9.4E+06
Y+ Panel 2.9 1.2E+07
Z- Panel 6.3 5.0E+06
Z+ Panel 5.7 3.3E+07
EPS Bottom Board 6.6 8.0E+05
EPS Alpha W 6.5 4.2E+0b
EPS Beta W 6.6 5.0E+0b5
EPS Gamma W 6.7 5.4E+05
EPS Delta W 6.8 4.1E+0p
EPS Alpha | 6.7 3.3E+0b
EPS Beta | 7.0 3.6E+0b
EPS Gamma | 7.0 2.8E+05
CDH Alpha 21.9 1.1E+0¢6
CDH Beta 6.8 5.7E+05|
CDH Gamma 6.9 4.4E+0b
CDH Delta 7.0 3.3E+0%
Battery Board (Facing EPS) 6|1 3.1E+04
Battery Board (Facing ISIPOD) 6,7 4.8E+D4
DRAGON Board EPS 7.4 1.4E+Q06
DRAGON Board CDH 12.9 9.7E+0b
| Beam (+y) 5.6 6.9E+06
| Beam (-y) 5.5 6.9E+07
Model MAX 21.9 6.9E+07

Table 6.17 summarizes the RMS values measureathtad the probed
locations. Below, Fig. 6.28 showed the PSD locatiotilized for the Z-Axis analysis.
Of particular interest for this analysis was thgyahel which, as shown above, had the
highest RMS response of all six structural wallsisTwas not unexpected as the -Z
panel houses the majority of AGS4's componentdarduse the excitation acted

through the panel's center of gravity.
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Figure 6.28. AGS4 PSD Z-Axis probe locations

Table 6.18, below, correlates the probed resplmtsgions from the model to the

nodal name indicated in Fig. 6.28.

Table 6.18 AGS4 Probed Locations for Z-Axis PSDRese

Node Location Color
CDH Alpha 91701 Red
Dragon CDH 107091 Green
EPS Delta W 66316 Blue
Z- Panel 339679 Black

As can be seen in Fig. 6.29, the Z-Axis excitagbaited the highest frequency
response. This single peak at approximately 100bkz expected given the geometry of

the AGS4 satellite. Namely, the Z panel of thel§tgavas double the size, and thus

mass, of the side panels.
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Figure 6.29. AGS4 PSD response for Z-Axis excitatio

6.6 AggieSat2 and DragonSat Structural Results
The final section summarizes the results of theohtal investigation of AGS2.
Results for an integrated DragonSat system arepted for comparison with

experimental testing and natural frequency datah®AGS2 independent model.

6.6.1 AggieSat2 and DragonSat Natural Frequency
The following natural frequency results were ofxéa at a converged maximum
mesh size of 2.5mm. Table 6.19 summarizes thefifustnatural frequency modes for

the AGS2 model.
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Table 6.19: AGS2 Natural Frequency of First Fivedds

Mode | Frequency
No (Hz)
1 0
2 411.7

3
4
5

466.0
699.0
701.5

Due to the constraints on the model, translatioamation was unconstrained
along the axis running parallel to the SSPL depleynvector. For this reason, the first
reported mode of the AGS2 model did not corresgoralfrequency response but rather
described complete translational motion. The seenade reported for the AGS2 model
was approximately 410Hz. This value is significaitigher than those reported for

AGS4 which is to be expected considering the nedadize of the two satellites.
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Figure 6.30. AGS2 ¥ mode natural frequency

128



Figure 6.30, shows the second modal shape of the2Agatellite. The second
mode's motion is completely isolated to the vilmmatf the bottom PCB board. All
subsequent modes can be found in the Appendix.

Table 6.20, below, shows the natural frequencyefintegrated DragonSat
system and SSPL launcher. These solutions wer@gebdtaith the mesh characteristics
described in Section 5. The converged mesh useeftine featured a maximum element

size of 0.5mm and had approximately 670K nodes.

Table 6.20: DragonSat Natural Frequency of Firge flodes

Mode Frequency
No (Hz)
1 483.3
2 486.4
3
4
5

524.9
525.1
812.5

Below, Fig. 6.31 shows the first modal shape efimnagonSat and SSPL system.
Not surprisingly, the first mode features the sd&fwB's motion, which characterized the
AGS2 natural frequency response. Moreover, thergbowode, shown in the Appendix,

highlights the second AGS2 model's top +Z PCB deétion.
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Figure 6.31. DragonSat and SSPL*mode natural frequency

6.6.2 DragonSat Random Vibration (X-Axis)

The results from the random vibration simulatiang experimental testing for
the X-Axis of the AggieSat/DragonSat payload amevanbelow. The PSD curves
presented in Section 5 were inputted as shownegmesented a 0dB case. The output
PSD curves presented below are utilized in Segtitmevaluate the CAD tool. Figure
6.32 shows where accelerometers were located oextbeor rear of the SSPL during
experimental testing as well as a representativbeplocation for each measurement
location. Likewise, Fig. 6.33 shows X and Y-Axisaterometers and representative
probe locations. While the exact node was notzetilito measure responses in all three
axes, efforts were made to choose appropriate mkacefor each of the nine PSD probe

instances.
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Figure 6.32. SSPL rear PSD probe locations (left)na physical model with
accelerometers (right)

i

Figure 6.33. SSPL side PSD probe locations (lefthd physical model with
accelerometers (right)

The responses for the X-Axis random vibration asialys shown below. Axis

specific measurements were made in order to a&yradmpare experimental data

from unidirectional accelerometers with simulatdtata. Figure 6.34 feature results from
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the primary X-Axis, Y-Axis, and Z-Axis accelerometefrom top to bottom,

respectively.
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Figure 6.34. DragonSat and SSPL PSD response forAis excitation
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6.6.3 DragonSat Random Vibration (Y-Axis)

Similarly, Fig. 6.35 feature Y-Axis PSD responsani the primary X-Axis, Y-

Axis, and Z-Axis accelerometers, from top to bottoespectively.
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Figure 6.35. DragonSat and SSPL PSD response forAkis excitation
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6.6.4 DragonSat Random Vibration (Z-Axis)

Lastly, Fig. 6.36 features the Z-Axis PSD respaofaie primary X-Axis, Y-

Axis, and Z-Axis accelerometers, from top to bottoespectively.
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Figure 6.36. DragonSat and SSPL PSD response for/A&is excitation
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The above random vibration results will be discdssed utilized to evaluate

SolidWorks in the following section.
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7. CONCLUSIONS

As previously stated, this research was meantdaigke real world examples of
small satellite behavior predictions using CAD lihBEA solvers. This goal was
addressed in the characterizations of the foucstral models presented above. These
responses, discussed for individual payloads itnéurdetail below, show the predictive
and investigative capabilities of CAD based FEA/edd. Clearly peak RMS loading
lends insights to both overall system behavior @mponent level areas of concern.
These structural response results not only highhglw satellite systems benefit from
complete FEA solutions but also provide a basddimaty of work from which future
space system analyses might consider. Improvenemsdeling processes learned
from this research could then feed forward to dmae accurate reliable solutions for
otherwise difficult to validate satellite payloads.

As a secondary goal, and due to the on-going eatuUAGSL's internal satellite
design, this research focused on creating usefdeitsdor future result comparison.
This objective was achieved by utilizing resultlpedocations in representative testing
configurations wherever possible. In instances wlaecelerometer locations had not yet
been established or where the exact measuremetiloavas unknown, external nodes
reactions were recorded and the correspondingitosaproposed for future hardware
testing. Additionally, the aforementioned model giifications were maintained
throughout the ongoing design iterations of AGStetinal designs, even where higher

fidelity modeling could have been achieved, in Hareto reserve computational power
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for future model updated. For example, as the AG&BIgn matures and an agreement
regarding the exact packing configuration is achig\the proposed probe locations may
not be viable acquisition locations. Due to ameffo create useful models which feed
forward to future designs, additional model compusgi.e. packing material, can be
added without limiting simulation performance.

Perhaps the most obvious objective of this reseasshto utilize a CAD package
to predict three satellites’ structural responsesed on simulation and experimental
data. While the below discussion serves to askegsredicted responses in both test and
launch environments, it is worth noting the follogidirect benefits of the results
presented within this report. Namely, the obsemaitity of the CAD program to
highlight payload components requiring further iatiten from a design standpoint. This
ability to isolate areas of high displacement dfexe temperature gradients leads itself
to an iterate design process and performance andal Due to the complexity of such
systems, vetting every instance of instability ghhstress concentration would be
nearly impossible without the use of the afores2#d and CAD based FEA practices.
On this merit alone, SolidWorks and other simil&DCpackages prove to be invaluable
design tools as well as effective structural respgoredictors.

The following section is meant to address the TMaleation process alluded to
throughout the totality of this research. Greabetfhas been taken up to this point to
remain impartial to solution validity as simulatidata was compiled. All programmatic
validation metrics were established before reqdts been obtained and aside from

crude solution sanity checks, no processing ofitita was completed prior to this
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section. To maintain this level of ethical repogtend present an accurate assessment of
SolidWorks for continued use at AGSL, the followilmgmat will be utilized for each of
the six models investigated: summary of validatiwetrics, determination if comparison
between experimental and simulation data is pasgiast-processing of data,

evaluation of metric success, discussion of patéetror and outline of possible ways to
increase future accuracy. Based on the resultsechforementioned model

investigations, a conclusion regarding SolidWotsl maturity will be reached and a

suggestion for future use presented.

7.1 Version 2 Investigation

A successful V2 payload was identified as one clgpalbcapturing experimental
result trends and predicting relative responseslitxhally, the requirement that a
component’s random vibe response be within plusishmalf an order of magnitude of
experimental values was levied on the simulationl@hdue to the fact that NPS
completed V2 testing in Monterey, California ind&@011 and because the testing
adhered to strict procedures, a comparison betW@esimulation data and experimental
data will prove insightful.

In order to accurately compare the PSD resultthi®N2 model, it is important
to note that the log scale of the experimentalltessia factor of two higher that the
simulated results. Moreover, as a default outpoiid®/orks reports PSD results in
(m/s)?/Hz. These units of ASD must be scaled in ordenéaningfully evaluate the

above metrics. The conversion between the Solid¥/défault and the standard
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experimental output,’Hz, is 96.04. This value, which represent (9.8)fi/ss utilized
to scale down the simulation solution for experitaénomparisons.

One primary peak was identified in the experimigotediction of the V2
payload in the X-Axis. The peak occurred at apprnately 700Hz. The simulated
results showed a peak at 1500Hz. For this axigdahdation metric was deemed a
failure. For the Y-Axis, on the other hand, expaemtal testing showed a peak at
1300Hz while simulations produced a peak at 125@dz this axis the validation metric
was met and the simulation accepted. Lastly, feffital axis, both experimental and
simulated random vibration results show a doubbk@pike. In the experimental
results, the first and more pronounced of thes&geecurred at 1100Hz while the latter
peak was at 1400Hz. The simulation reading foi#eis, on the other hand, showed
the lower peak occurring at 1100Hz and the higheriency peak arising at 1250Hz.
These values meet the metrics established for \dZtars for the third and final axis, the
metric was successful.

Perhaps the most obvious source of model errah®ol2 payload simulation
was the use of a fixed geometry restraint for tbgédm plate of the test pod. This
fictitious rigidity could have easily caused adiélly higher frequency responses and
damped or eliminated responses at lower frequendiethe simple plate simulation,
this impact on the results was especially apparetite out-of-plane simulations and
could potentially explain why the Y-Axis simulatioesults were so close to the
experimental results. Additionally, this researthaed the lowest damping ratio value

within the presented range of acceptable quantigker the damping ratio or boundary
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condition selection could have adversely affecheMalidity of the above results. To

qguantify such impacts, the following sensitivitgt® were completed.

7.1.1. Version 2 Sensitivity Analysis

In order to capture both the highest and lowessiptesresponses given a variety
of boundary conditions and damping ratios the \i@usation, as described in Section 5
was rerun with the following alterations. Originathe mesh utilized had a maximum
element size of 4mm and 700K nodes. The mesh osalotain the below results had a
maximum element size of 2mm, 2M elements and 3MeaoAnother change made to
the model was that four interior sheet metal wakse included in the payload. The thin
Al 6061-T6 walls are 0.02in thick and mounted ex#édly to the payload unit and baffle
set. These walls were not included in the origmatblel because of low relative mass
and potentially cumbersome meshing thicknesses.

After the walls were integrated into the model,rfadditional simulations were
rerun for each of the three axes. The simulatinokided the following configurations: a
0.03 damping ratio model with a fixed geometry bwittplane, a 0.03 damping ratio
model with a roller slider boundary condition oe thottom plane and fixed mounting
holes, a 0.07 damping ratio model with a fixed getsynbottom plane, and a 0.07
damping ratio model with a roller slider boundaopndition on the bottom plane and
fixed mounting holes. For three different probealitans, accelerometer A, B, and D

from Section 5, the X-Axis results are presentddweFigs. 7.1-7.3.
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Figure 7.1. LLNL V2 PSD response for X-Axis excitabn, Sensor A
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Figure 7.2. LLNL V2 PSD response for X-Axis excitabn, Sensor B
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Figure 7.3. LLNL V2 PSD response for X-Axis excitabn, Sensor D

As can be seen above, for each of the probesdosadf the X-Axis simulations,
the combination roller/slider and fixed geometryunting holes, with a damping ration
of 0.03 produced results closest to the experinhélata. Whereas in the initial
simulation’s results featured a single peak at ¥&)@he results above show a much
higher agreement between experimental and simutttesd For example, Sensor A’s
experimental data showed a predominate peak atZZ@@ide the simulated data
showed a frequency response at 790Hz. Likewises@dsis laboratory data shows a
primary frequency peak and a smaller responsepabaimately 700Hz and 1300Hz,
respectively. The simulated results for this sesbowed peaks at 774Hz and 1052Hz.
Lastly, the experimental results compiled from ®em3 showed peaks at 700Hz and
1450Hz. The simulated data for Sensor D showedresgs at approximately 775 and

1050Hz. All three of the sensor used to colleafjdiency response data for the X-Axis
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pass the validation metric’s success criterion@ndd be utilized for structural response
prediction.

The results for the Y-Axis simulations are presdrtelow, Figs. 7.4 and 7.5.
The results for the +Y and +X face sensors, preshodiscussed in Section 5, represent

the out-of-plane response for this payload.
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Figure 7.4. LLNL V2 PSD response for Y-Axis excitabn, +Y face sensor
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Above, the both the +X and +Y face simulation mses featured peaks at
850Hz while the experimental data had a peak adH25These results do not show an
improvement over the originally simulated model &mefefore suggest that the fixed
plate boundary conditions may have been more daitabcapturing out-of-plane
responses for this particular payload. The Z-Ariss#tivity simulation results are

presented below, Figs. 7.6 and 7.7.
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Figure 7.7. LLNL V2 PSD response for Z-Axis excitdabn, +X face sensor

The above results for the —Z face location shaguency responses at 830Hz
and 1052Hz. The simulated response measured cfXtfece probed location peaked at
approximately 1040Hz. Again, these responses waramobvious improvement over
the results of the initial simulation despite renmag within the tolerance of the
validation metric. Ultimately, the sensitivity agais revealed axis specific
improvements for the V2 payload. Without a doul, lower damping ratio simulations
were closer to experimental behavior and shouldicoed to be utilized for additional

models.

7.2 Version 3 Investigation

Accuracy for the V3 model was defined as pealexjperimental and simulation
random vibe responses correlating to within halbeter of magnitude. The ongoing
nature of experimental testing for the V3 payloadwdes the following metrics from

being evaluated with physical test data. The alaogesuggestions for validation once

145



experimental data becomes available and may bédwecbnsidering if the V2 model

updating was successfully completed.

7.3 Colony | and Colony Il Investigations

Both thermal simulations were employed to desiggstem capable of
maintaining an approximate temperature of 5°C afriager interface by generating a
~20°C temperature change across a TEC. Accuracie waver defined, was loosely
based on the simulations' predictive capabilitiesmeorbit environments. Due to the
nature of the simulations and an inability to rateespace thermal factors in a test
facility, thermal outputs were considered exclulsiy@edictive. Future model accuracy
could be validated with reading from integratedlpag thermistors. A recommended
validation metric for the CII thermal simulatiomauld this method be employed, is that
measured minimum and maximum temperatures for si-gt@ady state orbit fall within

the predicted simulation profile ranges.

7.4 AggieSat4 Investigation

In was suggested that the AGS4 model be validaasddon future internal
accelerometer placements within an MO-1 bag, eateéathe foam-packing mold.
Accuracy for the AGS4 random vibe was defined akpesponses in agreement to
within £25Hz. However, due to the fact that foam packingeni@ was not physically
modeled and because the flight configuration widlude an MO-1 bag, results from the

simulation may not have an obvious correlationpegimental data. Due to the ongoing
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nature the AGS4 design and testing work, the meepioposed herewith cannot be
evaluated at this time. As with the STARE campaiga,suggestion stands to reevaluate
the AGS4 simulation and model once both the fleyid testing configurations have

been solidified.

7.5 AggieSat2 Investigation

Accuracy standards for the AGS2 model were madpgsefully rigorous to
push the limits of the CAD tool. Namely, for thed@onSat model, simulation accuracy
was defined as resonant frequencies wi#li0Hz of experimental data.

Due to the fact that AGS2 is a historical studgjuded in this research primarily
due to the vast amounts of information availabggrding the system's physical
behavior, a comparison between simulation and @xjetal results is possible. As was
the case in the V2 evaluation, SolidWorks PSD rasoes must be converted from
(m/S)?Hz to ¢f/Hz.

The experimental testing of AGS2 reported X-Axispenses in the three
primary directions. In the X-direction, the respem&curred at 110Hz. In the Y-
direction two peaks are visible, the first at 20Gihz the second at 600Hz. Lastly, in the
Z-direction three peaks were observed, one at 158ktzther at 700Hz, and the final at
1500Hz. Simulation results in the X-, Y-, and Zreditions were as follows: in the X-
direction, 1000Hz, in the Y-direction, 1000Hz ar@@Hz, and in the Z-direction,

1000Hz and 1600Hz.
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In the Y-Axis results of the AGS2 experimental itegt the X-direction had a
single wide peak spanning from 150-250Hz. The eation exhibited a frequency
spike at 200Hz. And the Z-direction measuremenk@ean three unique locations:
150Hz, 800Hz, and 1400Hz. Simulation results forS2&gain show excessively high
frequency responses. The X-direction response shavpeak at 1000Hz. Two peaks
occurred in the Y-direction, the first at 1:000Hddhe second at 1500Hz. Lastly, while
the tri-peak results of the Z-direction appearetkilly promising, simulated results
showed acceleration rises at 1000Hz, 1100Hz, afGH5.

Lastly, the Z-Axis experimental data had a peakcWliccurred in the X-
direction, of about 150Hz. In the Y-Axis, an accat®n surge was seen at 250Hz. The
Z-direction response of the experimental data fedsavo peaks; one at 150Hz and the
other at 750Hz. Simulation results for the Z-AxBPin the X-direction suggested a
1000Hz response. The Y-direction probe revealed pgiaks at 1000Hz and 1500Hz.
Finally, the Z-direction results show almost eqlewé magnitude spikes at 1000Hz and
1500Hz.

All three readings for each of the three primargsatailed to meet validation
metric standards. As previously discussed, theekrgource of error in the AGS2 model
was the SSPL model. Without mechanical drawingb®fiauncher, this uncertainty
may never be rectified. However, higher fidelitgrfr the EDU may help pacify the

above discrepancy.
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7.6 Recommendations

Based on the results of the aforementioned modekstigations, SolidWorks
Simulation has been evaluated as a TML-1 for uge=8L. This evaluation does not
limit the current role the CAD software has in taboratory and should not be viewed
in an adverse light. TML-1 tools are classifiedsafficient for investigative studies, for
which SolidWorks is currently being utilized. Addmally, this research highlights
pitfalls in current modeling processes and how shdrtcomings impact the validity of
results. Moving forward, it is recommended thatifatresults be subjected to sensitivity
analyses, similar to those presented for the LLNApdyload, in order to obtain results

which most closely describe reality.
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APPENDIX

D:’E: Performance Benchmark Test
SohdWorks
So_lidWorks Performance Test Results ®
Graphics 30.1 sec
Processor 93.9 sec
/o 65.9 sec
Overall 189.9 sec
Rendering 35.2 sec

Share Your Score Add yourresults to the Benchmark page (no
identifying infarmation will be posted)

View Other Besults  Seehowyourresults compare and learn more,

Figure A-1. Computer Specifications and Benchmark RBsults
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Figure A-2. Solar Incidence Cosine Curves for 3 Orits Generated by MATLAB
for use with the SolidWorks Simulation
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Figure A-3. Albedo Cycling Curve for 3 Orbits Geneated by MATLAB for use
with the SolidWorks Simulation
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%% | nput s

al t=700; %m or bits=3; del t =300; Y%sec
o8urface unit vectors, f4 and f5 are depl oyabl e panel surfaces, others
%ot included assunmed to face Earth.

f1=[-1,0]; f2=[0,1]; f3=[1,0];

f4=[ cos(20*pi/ 180), si n(20*pi /180)];

f5=[ - cos(20*pi/ 180), si n(20*pi / 180)1;

%6 Orbit and Tinme Cal cul ati ons

%Angl e conmputation for eclipse based on Earth radius and spacecraft radius
horz=sqrt ((6375+al t)"2-6375"2); tenp=asi n((1/(6375+alt))*horz);
fie=(pi-2*tenp)/2;

% bit period

peri od=2*pi *sqrt (((6375+al t)~3)/398600);

%Circular orbit rate

rat e=2*pi/ peri od; st eps=f| oor (orbits*period/delt);
%Sun vector in spacecraft frane
theta=pi ; sun=[ cos(theta),sin(theta)];

%o I terative Cal cul ation
for i=1:steps
test=dot(sun,[0,-1]);
%Check if spacecraft is in eclipse
if test>=cos(fie)
X(i,:)=[0 0 0 0 0];

Y(i, 1) =0;

el se
%f not in eclipse, set albedo value and check and conpute for faces in sunlight
Y(i, 1)=1;

% acel, Surface 5
test=dot (f 1, sun);

if test>0
X(i,1)=test;
el se
X(i, 1) =0;
end

% ace2, Surface 13
test =dot (f 2, sun);

if test>0
X(i,2)=test;
el se
X(i, 2)=0;
end

% ace3, Surface 8
t est =dot (f 3, sun);

if test>0
X(i,3)=test;
el se
X(i, 3)=0;
end

% ace4, Surface 11
t est =dot (f 4, sun);

if test>0
X(i,4)=test;
el se
X(i, 4)=0;
end

% ace5, Surface 6
test=dot (f5, sun);
if test>0
X(i,5)=test;
el se
X(i, 5) =0;
end
end
%updat e sun angl e and vector
theta=t heta+rate*del t; sun=[ cos(theta),sin(theta)];
%update tine
T(i, 1)=(i-1)*delt;
end

Figure A-4. MATLAB Sun Angle Computational M-file
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Figure A-5. AGS4 29 mode natural frequency
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Figure A-6. AGS4 3 mode natural frequency
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Figure A-7. AGS4 4" mode natural frequency
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Figure A-8. AGS4 5" mode natural frequency
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Figure A-9. AGS2 3 mode natural frequency
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Figure A-11. AGS2 %' mode natural frequency
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Figure A-13. DragonSat and SSPL % mode natural frequency
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Figure A-14. DragonSat and SSPL "8 mode natural frequency

T

Figure A-15. DragonSat and SSPL 4 mode natural frequency
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Figure A-16. DragonSat and SSPL 8 mode natural frequency
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TO: Vincent Riot, Lead Systems Developer, Lawrenaeetmore National Laboratory
FROM: Angela McLelland, Master's Candidate, Texas A&Mitkrsity

DATE: February 6, 2012

SUBJECT: Validation of SolidWorks Professional 2011 for fiséent Thermal
Modeling

This memorandum will serve to summarize the vailstatest utilized by Texas A&M
University, TAMU, in ensuring SolidWorks Professa2011 a viable tool for transient
heat transfer analyses. Such an investigation vestio develop confidence in the
SolidWorks package and to aid in the upcoming tla¢strap design requested by
Lawrence Livermore National Laboratory, LLNL. Whit®t completely representative
of specific on-orbit conditions, the model employedthis simulation captured general
features of space missions, such as radiationlb@&ads and subsequent thermal
responses. Additionally, the simulation had botkleable and verifiable analytic
solutions which allowed for expedited assuranddéntool.

Contextual Background

As requested, TAMU has started studying potentiatrhal strap designs for use on the
Colony Il bus. Nominally, these straps must hdneeability to efficiently removing heat
from the hot side of a Peltier Electric Cooler, PBEcause heat removal from a PEC is
the limiting design constraint it is imperative tiiae straps provide ample avenues for
heat transfer yet do not unnecessarily increasevbill mass of satellite. To achieve
such a design, TAMU will use SolidWorks Professidfal 1 to generate consistently
accurate proofs of design.

The Model

For the purposes of verifying temperature profgeserated by SolidWorks, a one
dimensional, ceramic ‘wall’ was modeled with a 1UD0adiation load on the right side
of the wall and the left side exposed to roomsee Figure 1.

Radiation source at 1000°C

4rad
SNNANANANN~

Ax=0.75cm

|<—3 cm——l

Room at 20°C

Figure 1. Nodal System [1]
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The thickness of the wall was specified as 3cmthadeight and length were 160 times
larger, to neglect boundary conditions. An initeinperature of 20°C was applied to the
entire wall and the simulation was run for a taal50 sec. A probe was used to
measure the temperature at five nodes at the cestéon of the wall, Figure 2, and the

following results were obtained.

Temp (Ketvin)
961 8e+002
l 9.243e+002
. 6.569e+002
. B.494e+002
. 81192002
" . T.745e+002
o 7 .370e+002
. 6.995e+002
. B.620e+002

_ G.246e+002

58T e+002
5 496e+002
5.1 22e+002

[

 [-104,.0.971 1,58 mm

Mode:
¥, ', I Location: |-1.04,-0.971,-1 88 mm
W ahe 7 B88e+002 Kelvin

Mode:
¥, ', I Location: |-1.03,0.971,-1 88 mm

v e 6.421¢+002 Hehin

Figure 2: Probed locations for transient results
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Transient Results

The final temperatures at these locations were phatted to produce a rough
temperature profile through the wall’s cross sextiigure 3 (Right). Furthermore,
temperatures at the outer nodes were measure®d 62 the left side of the wall and
960°K on the right side of wall. As can be seessthresults identically match the
expected results of the simulation, Figure 3 (L.eff)ich were obtained through
numerical methods applied at the each of the fodes.

Steady
" | state

Study name: Study 1

1100 Flot type: Thermal Thermall
/ Time step: 15 time : 150 Seconds

1000 Z

/ 1000.00
T=150s 1

900 B T = 1205

300.00+

50000+

Temp [Kelvin]

700.00+

Temperature, °K

B00.007

500.00

#0 #1 #e #3 #4

Location

—+—  Temp [Felvin]

1.75806, 1004.5

Figure 3: Published transient response (Left), SolidWorks generated response at 150 sec.
(Right)

This test confirmed SolidWorks as a viable tooldolving transient heat transfer
problems with radiation loads and provided an oppuoty to explore the user interface
with which future analyses will be tested. Ideathis assessment would lead to
additional testing of available PEC modules in ®Morks, using an upgraded flow
packages. Due to the cost prohibitive nature af dfption however, the current test plan
will involve an iterative process that uses harndudations, orbit propagations, and
simplified SolidWorks models to hone in on realiS8EC behavior.
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Specifically, this process will include 1D numetficalculations, with margin, to
develop a basic sizing standard. Conjointly, sifrgdiflux boundary conditions will be
explored as a possible alternative to actual PEGuhes in SolidWorks. Both the results
of this simulation and 1D calculations will then d@mpared to the results of a
simplified laboratory test in order to ensure thggcal performance of the PEC is
being accurately represented. If testing provesdpproach to be inaccurate, a
secondary approach could involve utilizing Matlalol &olidWorks to generate orbit
propagations, accurate emissivity and view factdues, and a steady state/long term
transient thermal model of the entire 3U systemil®\this model would not feature the
imager, representative heat loads would be modetenle appropriate. The steady state
temperature results, gained from this simulatioou then be used as input boundary
conditions for a simplified SolidWorks strap motieht would approximate the PEC
interface.

Further consideration is still needed in order twerdirectly capture physical PEC
behavior, as TAMU's current SolidWorks package dagshave this functionality.
TAMU will therefore continue to research cost effee software to achieve this goal
while maintaining progress on the aforementioneah pl

If you have any questions or comments, please tbesitate to contact me at:
mclelland.angela@gmail.com

Reference(s): Holman, J. Reat TransferNew York: McGraw-Hill, 1981. Print
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