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ABSTRACT

Quantum interference and coherence lead to many interesting phenomenon and

applications in quantum optics. In this dissertation, we study the quantum coherent

properties in the following systems and aspects. We first investigate the optical bista-

bility in a combined cavity-cold atoms system. In such a system the atom-photon

interaction provides an optical lattice to the atoms and affects the mechanical mo-

tion of the atoms while atoms induce a position dependent phase shift on the cavity

field. This highly nonlinearity induces optical bistability of intra-cavity photon num-

ber with respect to the pumping light added along the cavity axis. We show that

the presence of this bistability can be controlled by a second pumping field added

perpendicular to the cavity axis. It is also found that the critical input intensity

of switching from one branch of bistability to the other depends on the the way of

the field being added. This behavior is similar to the anomalous switching of the

dispersive optical bistability of atomic media in the cavity. We also study the effect

of counter-rotating terms in the control of spontaneous emission. We make use of a

unitary transformation method and investigate the effect of dynamic energy shifts

on the spontaneous emission modification via quantum interference in a four-level

atomic system. We show that the counter-rotating terms, which are normally ne-

glected in the usual investigation of atomic systems, do produce a significant influence

on the evolution of the atomic amplitudes and the emission spectrum. This effect of

counter-rotating terms can be observed in the time scale of the decay rate even when

the dipole moments of the two upper levels are orthogonal to each other. The effect

of counter-rotating terms on the spontaneous emission in a 3-D anisotropic photonic

crystal is also discussed. It is shown that the behavior of the emission is similar to the
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case making rotating wave approximation, i.e., the localized and propagating fields

are also separated by two characteristic atomic transition frequencies. However, the

two characteristic frequencies are shifted due to the full Lamb shift which is obtained

with counter-rotating terms being included in the Hamiltonian. We also utilize the

unitary transformation method to show how the Lamb shift in a multi-level atom

can be controlled by a driving field. Finally, we propose a subwavelength atom local-

ization scheme for an atom located in a standing-wave field. The strategy is based

on the observation that the photon statistics of resonance fluorescence depends on

the position-dependent Rabi frequency.
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1. INTRODUCTION

Since the birth of quantum mechanics, interference has been described as the real

quantum mystery. R. Feynman, referred in the following way to the phenomenon of

interference: “it has in it the heart of quantum mechanics”, and it is really “the only

mystery” of quantum mechanics [1].

In quantum optics, interference continuously plays roles in many phenomenons

[2]. The understanding of such phenomenons stimulates the progress and develop-

ment of the field. In early studies, quantum interference is concerned with coher-

ence and correlation phenomena in radiation fields and between their sources. The

Hanbury-Brown-Twiss experiment studied the correlation in the photo-current fluc-

tuations from two detectors and observed the photon bunching phenomenon [3]. The

quantum formulation of optical coherence theory by R. Glauber elucidated the two-

time correlation function and predicates the photon anti-bunching [4]. The experi-

mental verification of the photon anti-bunching of the light generated in resonance

fluorescence from a two-level atom showed the nonclassical effect in optics for the

first time [5].

Modern studies of interference and coherence in quantum optics involve a series

of interesting topics, such as the property and application of squeezed states of ra-

diation fields [6, 7], electromagnetic induced transparency [8, 9], and lasing without

inversion [10, 11, 12]. The study of quantum interference also twists with some fun-

damental concepts of quantum physics. For example, spontaneous emission, which

describes the process that an excited light source such as an atom, jumps to a lower

energy state and emit a photon, stimulated the birth of modern quantum mechanics

and quantum electrodynamics. It is shown that quantum interference can lead to

1



spontaneous emission suppression, spectral narrowing, population trapping, and the

phase control of spontaneous emission [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24].

Rapid developed techniques in quantum optics and atomic physics provide pow-

erful probes for many seminal discoveries and applications. The developments in

these topics also enriched the contents of quantum optics. The appearance of optical

interference also arose in these versatile toolboxes. For example, The multi-photon

entanglement technique not only enables the testing of fundamental quantum me-

chanics issues such as complementarity and hidden variables but also provides basic

resources for quantum communication and computation process [25]. The standing

light wave generates a periodic potential structure for atoms and can be used to build

atom interferometer [26].

Progresses in experimental techniques also twist atomic, molecular and optical

physics with other physics branches. For example, laser cooling combined with the

evaporation cooling techniques enable experimental observation of Bose-Einstein con-

densation (BEC) in 1995 [27, 28]. Since then, “atomic physics and quantum optics

has met condensed matter physics” [29]. Particularly, the interference of counter-

propagating laser lights which are far detuned from an atomic resonance creates a

spatially periodic polarization pattern called optical lattice. The resulting periodic

potential can be used to trap neutral atoms. Cooled atoms congregate in the loca-

tions of potential minima and resembles a crystal lattice. The dynamics of atoms in

the lattice can be easily controlled through adjusting several of the lattice parameters

as the intensity and the configuration. In addition, well developed Feshbach reso-

nance technique enables the tailoring of the collisional properties of certain types of

atoms. Therefore, optical lattice offers a clean platform and provides for a plethora of

possibilities to study quantum properties of many-body strongly correlated systems.

The physics of cold atoms touches the same frontiers of condensed matter and high

2



energy physics [30].

In this dissertation, we study the applications of quantum interference and co-

herence in the following aspects.

• Optical bistability in a cavity-cold atoms system

In free space, the light fields which build the optical lattice are usually treated

classically and independently of the atoms. This approximation requires intense

light, far detuned from any atomic transition. Of course this assumption fails

when the light is enhanced by an optical resonator. In this case, the field itself

becomes a dynamical quantity which depends on the atomic distribution. As

all atoms are coupled to the same field modes, this immediately introduces

substantial long range interactions, which cannot be ignored as in free space.

In such a system, many interesting phenomenons and applications have been

proposed and investigated theoretically and experimentally. For example, with

well chosen parameters, the long range force induces coherently driven atoms to

self-organize in regular patterns [31, 32, 33, 34, 35, 36]. Such a self-organization

phase transition can be mapped to the Dicke quantum phase transition [37, 38,

39, 40, 41]. In addition, the center-of-mass oscillation of the ultra-cold atoms

can be identified as the vibration of a quantum mirror. Therefore, the coupling

of the center-of-mass freedom of the atoms and the cavity optical field can

realize the optomechanical systems [42, 43].

In our research, we mainly focus on the optical property of the combined cavity-

cold atoms system. The atom-photon interaction provides the optical lattice

to the atoms and affects the mechanical motion of the atoms. In turn, atoms

induce a position dependent phase shift on the cavity field. This highly intrin-

sic nonlinearity leads bistability for both the intra-cavity photon number and
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atomic state. We will investigate the switching behavior of the optical bistabil-

ity and show how the switching from one branch of the bistability to the other

depends on the manner of adding the laser light [44]. We will also explore

how the bistability can be controlled [45]. Especially, if in a high-Q optical

resonator, our scheme provides a candidate for controllable optical switch of a

few photons. These studies are presented in section 2.

• Effect of counter-rotating terms in the control of spontaneous emission

Quantum interference has been recognized as a significant mechanism for the

modification of spontaneous emission [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,

24]. The spontaneously generated coherence can lead to suppression, spectral

narrowing, and population trapping [13, 14, 15, 16, 17, 18, 19, 20, 21], phase

control of spontaneous emission [22, 23], and enhancement of Kerr nonlinear-

ity [24]. Particularly in a V-type atom, the quantum interference due to the

spontaneous emission of two atomic levels coupled to a common lower level

through the interaction with the same vacuum modes can lead to quenching

of the spontaneous emission from the two upper levels [13]. If the two upper

levels are driven to another level by a strong laser field, complete quenching of

spontaneous emission is possible under certain conditions [14, 18].

In previous studies of quantum interference of the spontaneous emission of two

atomic levels coupled to a common lower level, the rotating wave approximation

(RWA) is usually assumed. However, the validity of RWA is questionable.

The interference between the decay rates of the two levels (real parts of the

dynamical equations) is investigated, while the energy shifts (imaginary parts

of the dynamical equations), are discarded. This is because the imaginary parts

are divergent because of the free electron self-energy. In addition, calculation of
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the energy shifts cannot neglect the contribution of the counter-rotating terms.

In section 3, we utilize the unitary transformation method proposed in Ref.

[46, 47] to study the spontaneous emission without making RWA. The unitary

transformation method transforms the Hamiltonian to the RWA form while

including the effect of the counter-rotating terms and subtracting the free elec-

tron self-energy from the Hamiltonian. We first show the interference effect of

the energy shifts in a four-level atom. This effect will be revealed even if the

two dipole transitions from the upper levels to the ground level are orthogo-

nal [48]. We then show two other applications of the unitary transformation

method. One is the spontaneous emission in a photonic crystal without making

RWA [49]. The other one is a scheme to control Lamb shift by a driving field

[50].

• Single atom localization via resonance fluorescence photon statistics

When a low monochromatic resonant excitation field is applied on a atom, the

atom absorbs a photon at the excitation frequency, and energy conservation

demands that the emitted photon have the same frequency. The emitted fluo-

rescence has the same spectral profile as the excitation. In a strong resonant

field, when the excitation intensity increases and the Rabi frequency associ-

ated with the driving field becomes comparable to, or larger than, the atomic

linewidth, non-linear scattering occurs. The atom can coherently interact many

times with the laser field before spontaneously radiating a photon. Therefore,

Rabi oscillations show up not only in the population of the atomic levels (the

inversion) but also as a modulation of the quantum dipole moment. This in

turn leads to sidebands emerging in the spectrum of the emitted radiation

which is the so-called “dynamic Stark splitting” [51]. In addition to that, the
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fluorescent light exhibits certain nonclassical properties including photon an-

tibunching and squeezing [5]. Antibunching implies sub-Poissonian statistics,

in the sense that the probability distribution p(n) is narrower than a Poisson

distribution with the same mean 〈n〉. So the probability distribution p(n) of

the number of photons n emitted by a driven two-level atom in some given

time interval T in the steady state shows a sub-Poissonian photon statistic

[52, 53, 54].

In section 4, we propose a scheme to localize a single atom fixed in a standing

wave based on the photon statistics in resonance fluorescence [55]. The photon

number statistics depends on the atom position through the position-related

Rabi oscillations introduced by the standing-wave field. So the recorded photon

number will provide us information on the position of the atom. Furthermore,

as the standing wave is a sinusoid function, the change in the Rabi frequency

at the nodes is sharp, which means a tiny change in the position will cause a

dramatic response of the statistics. The accuracy of the localization would be

high close to the nodes.
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2. OPTICAL BISTABILITY AND DICKE PHASE TRANSITION OF COLD

ATOMS IN A CAVITY ∗

2.1 Introduction

Recently, an ultra cold atomic ensemble located in a small volume ultra-high

finesse optical cavity has been studied from many different points of view. In the

large detuning limit from the atomic resonance, the dispersive regime is realized.

The atom-photon interaction provides an optical lattice to the atoms and affects

the mechanical motion of the atoms. In turn, atoms induces a position dependent

phase shift on the cavity field. This highly intrinsic nonlocal nonlinearity is quite

different from the usual local atom-atom interactions and induces a lot of interesting

results such as self-organization of atoms [31, 32, 33, 34, 35, 36], optical bistability

[56, 57, 58, 59, 60], cavity-enhanced super-radiant Rayleigh scattering [61], mapping

between the atoms ensemble-cavity system and the canonical optomechanical system

[42, 43], and analogy of the Dicke quantum phase transition [37, 38, 39, 40, 41].

We first focus on the optical bistability. The optical bistability of the intra-cavity

photon number is typically studied for a system with only one pumping field, which

is along the cavity axis. We consider a system with transverse pumping also. We

show that the bistable behavior can be controlled by this transverse pumping field.

For low transverse pumping, the intra-cavity photon number shows clear bistability

for a particular range of the input pump along the cavity axis. When increasing

the transverse pumping field, the range of the bistable behavior is diminished. In

∗Reprinted with permission from “Controllable optical switch using a Bose-Einstein condensate
in an optical cavity,” by Shuai Yang, M. Al-Amri, Jörg Evers, and M. Suhail Zubairy, 2011, Phys.
Rev. A, vol. 83, p. 053821, copyright [2011] by American Physical Society, and “Anomalous
switching of optical bistability in a Bose-Einstein condensate,” by Shuai Yang, M. Al-Amri, and
M. Suhail Zubairy, 2013, Phys. Rev. A, vol. 83, p. 033836, copyright [2013] by American Physical
Society.

7



particular, above a critical value of the transverse pumping, the bistable behavior

disappears. This result provides the possibility of realizing a controllable optical

switch. For this, the two stable branches of the output photon number conditioned

on the parallel input field act as the optical switch. The transverse pump can then

be used to enable or disable this switch. If the switch is disabled, only one of the two

possible switch states can be realized, independent of the input field. We verify the

operation of the switch using numerical solutions of the underlying Gross-Pitaevskii

(GP) equation, and additionally we interpret the results based on a discrete mode

approximation (DMA) method [59].

We then study the dynamic behavior of the optical bistability induced by the

pumping field along the cavity axis. We investigate switching behavior of the intra-

cavity photon number from one branch to the other. We find that the way of adding

the field is crucial to the switching close to the critical transition point. If the pump

field is added adiabatically, the jumping happens exactly at the critical point [59].

If the pump field is added abruptly, the system may jump to the upper branch even

if the pump field intensity is less than the critical transition point. This behavior is

similar to the anomalous switching of the dispersive optical bistability [62, 63]. We

analyze the physics of this anomalous switching and examine the effect of the initial

condition and the possible damping.

At last we study the phase transition of cold atoms when a pumping field is

added perpendicularly to the cavity. It has been shown both theoretically and ex-

perimentally that this phase transition of an BEC can be identified as the Dicke

quantum phase transition [40, 41]. We propose an interesting scheme which realizes

an effective Dicke Hamiltonian with a quantum-degenerate Fermi gas in an optical

cavity. Unlike the Boson case, where the atom-atom interaction affects the critical

value of the transition, the atom-atom interaction is negligible in Fermi gases due to
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Figure 2.1: A schematic of the combined cavity-cold-atoms system

the Pauli exclusion principle.

This section is organized as follows. In 2.2, we present our system. In 2.3, we in-

vestigate the steady-state bistability and show how this bistability can be controlled.

In 2.4, we study the dynamic switching between the two bistable branches. In 2.5, we

present the Dicke quantum phase transition of a degenerate Fermi gas in an optical

cavity.

2.2 The combined cavity-cold atoms system

The system we consider is a gas of N ultra-cold two-level atoms with mass m

and transition frequency ωa located inside a high-Q optical cavity with length L

and cavity mode frequency ωc, see figure 2.1. The ground state and excited state are

labeled as |g〉 and |e〉, respectively. Two external pumping laser fields at frequency ωp

are added as shown in figure 2.1, one along the cavity axis and the other perpendicular

to the cavity axis. And the two pump fields are polarized along the same axis.

With the rotating-wave and electric-dipole approximations been made, the single
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atom Hamiltonian is described by

Ĥ1 = Ĥ1
A + Ĥ1

R + Ĥ1
A−P + Ĥ1

A−R (2.1)

where Ĥ1
A, Ĥ1

R, Ĥ1
A−P , and Ĥ1

A−R are the Hamiltonians for the atom, cavity field,

coupling between the atom and the pumping field, and interaction between the atom

and cavity field, respectively. Explicitly, they are written as

Ĥ1
A =

p̂2

2m
+ Ve(x)|e〉〈e|+ Vg(x)|g〉〈g|+ ~∆a|e〉〈e| , (2.2a)

Ĥ1
R = ~∆câ

†â− i~η‖(â− â†) , (2.2b)

Ĥ1
A−P = −i~Ω(x)(|e〉〈g| − |g〉〈e|) , (2.2c)

Ĥ1
A−R = −i~g(x)(|e〉〈g|â− |g〉〈e|â†) . (2.2d)

where ∆a = ωa − ωp and ∆c = ωc − ωp are the atom-pump detuning and the cavity-

pump detuning, respectively. Here η‖ is the pumping field amplitude of the parallel

driving laser, Ω(x) is the Rabi frequency of the transverse pump field which we take

classically, and g(x) denotes the coupling constant of the atom and cavity photon.

For the N atoms system, we apply the second quantization formalism to the

atomic Hamiltonian, e.g.,

ĤA =

∫
d3x

[
Ψ̂†

g(x)

(
− ~

2

2m
∇2 + Vg(x)

)
Ψ̂g

+Ψ̂†
e(x)

(
− ~

2

2m
∇2 + Ve(x) + ~∆a

)
Ψ̂e

]
(2.3)

where Ψ̂g(x) and Ψ̂e(x) denote the atomic field operators for annihilating an atom

at position x in the ground state and excited state respectively. Here we consider
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the Bosons case, e.g.,

[
Ψ̂j(x), Ψ̂†

j′(x
′)
]

= δ3(x− x′)δjj′ , (2.4a)

[
Ψ̂j(x), Ψ̂j′(x

′)
]

=
[
Ψ̂†

j(x), Ψ̂†
j′(x

′)
]

= 0 (2.4b)

The field operator is not changed, i.e.,

ĤR = ~∆câ
†â− i~η‖(â− â†) , (2.5)

The interaction between the laser field and the atom and the coupling of the

cavity field with the atoms are described by

ĤA−P = −i~
∫

d3xΨ̂†
g(x)Ω(x)Ψ̂e(x) + h.c. , (2.6a)

ĤA−R = −i~
∫

d3xΨ̂†
g(x)g(x)â†Ψ̂e(x) + h.c. . (2.6b)

In the many particle system, we also need to consider the two-body interaction

which is modeled by a short- range pseudo-potential and characterized by the s-wave

scattering length as. Therefore, the atom-atom interaction Hamiltonian is

ĤA−A =
~gc

2

∫
d3xΨ̂†

g(x)Ψ̂†
g(x)Ψ̂g(x)Ψ̂g(x) , (2.7)

where gc = 2π~as/m.

With the well defined second quantized Hamiltonian, the Heisenberg equation
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give us the the evolution of the atomic field operators,

∂Ψ̂g(x)

∂t
= i

[
~

2m
∇2 − Vg(x)

~
− gc

~
Ψ̂†

g(x)Ψ̂g(x)

]
Ψ̂g(x)− [

g(x)â† + Ω(x)
]
Ψ̂e(x)

(2.8a)

∂Ψ̂e(x)

∂t
= i

[
~

2m
∇2 − Ve(x)

~
−∆a

]
Ψ̂e(x) + [g(x)â + Ω(x)] Ψ̂g(x) (2.8b)

And the evolution of the cavity field is described by

∂â

∂t
= −i∆câ + η‖ −

∫
d3xg(x)Ψ̂†

g(x)Ψ̂e(x) (2.9)

In the large detuning limit, we can adiabatically eliminate the excited state from

the dynamics of our system. In this limit, we can also neglect the kinetic energy

term and the trapping potential. Therefore, we assume the field Ψ̂g(x) and â vary

much slower than the time scale of 1/∆a, so

Ψ̂e(x) = − i

∆
[g(x)â + Ω(x)] Ψ̂g(x) (2.10)

Inserting this expression of Ψ̂e(x) into equations 2.8a and 2.10, we have

∂Ψ̂g(x)

∂t
= i

[
~

2m
∇2 − Vg(x)

~
+

Ω(x)2

∆a

+
Ω(x)g(x)

∆a

(â + â†) +
g(x)2

∆a

â†â

− gc

~
Ψ̂†

g(x)Ψ̂g(x)

]
Ψ̂g(x) (2.11a)

∂â

∂t
= − i

[
∆c − 1

∆a

∫
d3xg(x)Ψ̂†

g(x)2Ψ̂†
g(x)Ψ̂g(x)

]
â

+ i
1

∆a

∫
d3xΩ(x)g(x)Ψ̂†

g(x)Ψ̂g(x) + η‖ (2.11b)

The effective Hamiltonian for the combined condensate-field system can therefore
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be written as

Ĥeff =

∫
d3(x)Ψ̂†

g(x)

[
p2

2m
+ Vg(x)− ~Ω(x)2

∆a

+
~Ω(x)g(x)

∆a

(â + â†)

+
~g(x)2

∆a

â†â

]
Ψ̂g(x) +

~gc

2

∫
d3xΨ̂†

g(x)Ψ̂†
g(x)Ψ̂g(x)Ψ̂g(x)

+~∆câ
†â− i~η‖(â− â†) (2.12)

For the sake of simplicity, we consider the dynamics in the dimension x along

the cavity axis. The cavity field mode function is then described simply by cos(kx),

with the wave vector k. Therefore, g(x) ≡ g0 cos(kx) and Ω(x) ≡ Ωp is taken as

a constant. The model applies to a cigar-shaped BEC, which is tightly confined in

the transverse directions by strong dipole or magnetic trap, such that the transverse

size of the condensate is smaller than the waist of the cavity field. And we further

neglect the external trapping field,

Ĥ =

∫
dxΨ̂†(x)

[
− 1

2m

d2

d2x
+ U0 cos2(kx)â†â + η⊥ cos(kx)(â† + â)

+
gc

2
Ψ̂†(x)Ψ̂(x)

]
Ψ̂(x) + ∆câ

†â− iη‖(â
† − â). (2.13)

Here we neglect the subscript g in the atomic field operator. The atom-cavity pho-

ton interaction induces an additional potential U0 cos2(kx)â†â for the atoms where

U0 = −g2
0/∆a is maximal light shift per photon that an atom may experience.

Scattering between the transverse pump field and the cavity mode is described by

η⊥ cos(kx)(â† + â) where η⊥ = g0Ωp/∆a is the maximum scattering rate,

In the mean-field approximation, we take the matter-wave field and the cavity

electromagnetic field as classic fields, i.e., Ψ̂(x, t) ∼ Ψ(x, t) and â ∼ α. The Gross-
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Pitaevskii (GP) equation for the condensate then becomes

i
∂Ψ(x, t)

∂t
=

[
− 1

2m

d2

d2x
+ U0 cos2(kx)|α|2 + η⊥ cos(kx)(α + α∗) + gc|Ψ(x, t)|2

]
Ψ(x, t),

(2.14)

and the corresponding equation of motion for the cavity field is

∂α

∂t
=− i

[
∆c + U0

∫
dx|Ψ(x, t)|2 cos2(kx)

]
α− κα

− iη⊥

∫
dx|Ψ(x, t)|2 cos(kx) + η‖. (2.15)

Here we have included the cavity loss κ which is the dominant dissipation process

since the spontaneous emission is suppressed under the large atom-pump detuning

approximation.

In experiments, the cavity damping is much faster than the mechanical motion

of the condensate, such that the cavity field can follow the condensate adiabatically.

We can therefore assume the steady state for the cavity field in the GP equation,

i.e.,

α =
η‖ − iη⊥

∫
dx|Ψ(x, t)|2 cos(kx)

i
[
∆c + U0

∫
dx|Ψ(x, t)|2 cos2(kx)

]
+ κ

. (2.16)

Substituting equation (2.16) into equation (2.14), we obtain a highly nonlocal and

nonlinear GP equation. We choose the imaginary-time propagation method [64] to

solve this equation numerically. The strategy is to first replace the real time t with

τ = it. Then we choose a trial function ψ(x, t) for the GP equation solution, which

can be expanded as as linear combination of all eigenfunctions of the Hamiltonian
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Ĥ,

ψ(x, τt) =
∑

i

φi(x)e−iEit =
∑

i

φi(x)e−Eiτ . (2.17)

Evolving the state in imaginary time, the excited states with larger Ei will decay

exponentially faster than the ground state. After each small step of the propagation

along the imaginary time, we normalize the eigenfunction, which eventually leads

to an increase of the ground state contribution of the evolved state. Ideally, after a

certain evolution period, only the ground state survives.

2.3 Controllable optical bistability

2.3.1 Optical bistability

The cavity photon number is given by

n = |α|2 =
η2
‖ +

[
η⊥

∫
dx|Ψ(x, t)|2 cos(kx)

]2

[
∆c + U0

∫
dx|Ψ(x, t)|2 cos2(kx)

]2

+ κ2

. (2.18)

The integrals in the above equation depend on the photon number through the GP

equation (2.14). To the lowest order, we can expect a linear dependence. However

equation (2.18) is a third order equation in n, such that in general three roots ex-

ist. This leads to the appearance of bistability. The bistable behavior relative to

the parallel pump strength for the case without the transverse pumping has been

studied in [59]. In our setup, we add a transverse pumping field which provides a

second source of cavity photons. As studied in [36], the self-organization mecha-

nism helps the atoms being accumulated to the optical potentials generated by the

cavity photons. At a certain transition point, the cavity photon number undergoes

a sharp change with the increasing of transverse pumping field. From this general
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Figure 2.2: The cavity photon numbers as a function of the input pump along the
cavity axis. For (a) → (c), the parameters are N = 4.8 × 104, Ũ0 = 0.25, δ̃c =
1.2 × 103, κ̃ = 0.4 × 103, and (a) η̃⊥ = 0, (b) η̃⊥ = 0.1, (c) η̃⊥ = 0.5. For (d) →
(f), the parameters are N = 1 × 104, Ũ0 = 0.5, δ̃c = 1.1 × 103, κ̃ = 0.2 × 103, and
(a) η̃⊥ = 0, (b) η̃⊥ = 0.4, (c) η̃⊥ = 1. For each cases, we neglect the atom-atom
interaction since we want to make a direct comparison with the DMP method.
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behavior, we expect that the bistability of the parallel pump will be suppressed if the

transverse pumping field alone fills the cavity with enough photons to establish the

upper branch of the bistability. In figure 2.2, we plot the cavity photon number as a

function of the parallel pumping field with different but fixed perpendicular pumping

field. It is clear that the bistability of the cavity photon number with the change of

parallel pumping field can be controlled by the perpendicular pumping field. This

phenomenon provides a candidate for a controllable optical switch, with the parallel

pump field as the input and perpendicular pump field as the control.

In order to interpret the physics behind our findings we in addition to the numer-

ical GP calculation introduce the discrete mode approximation for the atom modes

at current step [59]. The ground state of the condensate with no pumping field is a

homogeneous macroscopic state with zero-momentum. The effect of the transverse

pumping field is to diffract this ground state into the symmetric superposition of the

±~k momentum states. By absorption and stimulated emission of cavity photons

the condensate can be excited to the superposition of ±2~k momentum states from

the ground state. Taking into account the lowest order perturbation to the uniform

condensate wave function,we select the subspace expanded by the basis functions

φ0 =
√

1/L , (2.19a)

φ1 =
√

2/L cos(kx) , (2.19b)

φ2 =
√

2/L cos(2kx) . (2.19c)

Substituting Ψ̂(x) =
∑2

i=0 φiĉi into the Hamiltonian, we obtain (see Appendix )

Ĥ = ~ωrĉ
†
1ĉ1 + 4~ωrĉ

†
2ĉ2 +

~U0

4
â†â

[√
2(ĉ†0ĉ2 + ĉ†2ĉ0) + 2N + ĉ†1ĉ1

]

+
~η⊥
2

(â† + â)
[√

2(ĉ†0ĉ1 + ĉ†1ĉ0) + (ĉ†1ĉ2 + ĉ†2ĉ1)
]
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+ ~∆câ
†â + ~η‖(â† + â) , (2.20)

where ωr = ~k2/2m is the atomic recoil energy and

N = ĉ†0ĉ0 + ĉ†1ĉ1 + ĉ†2ĉ2 (2.21)

is the total number of the atoms. Note that if there is no pump field along the cavity

axis, then we assume the two modes approximation, i.e., ĉ†2 = ĉ2 = 0. In this case, we

recover the Dicke Hamiltonian considered in Ref. [41]. On the other hand, if we take

the transverse pump field to be zero, which means there is no excitation proportional

to cos(kx), we recover the cavity optomechanical like Hamiltonian as in Ref. [43].

Applying the mean-field approximation ĉi ∼
√

NZi, â ∼ α, the equation of

motion for the condensate can be found as

i
d

dt̃
Z = H(αph) Z =

[
H0 + |αph|2H1 + 2Re(αph)H2

]
Z, (2.22)

with Z = (Z0, Z1, Z2)
T and

H0 =




0 0 0

0 1 0

0 0 4




, H1 =
Ũ0

4




0 0
√

2

0 1 0
√

2 0 0




, H2 =
η̃⊥
2




0
√

2 0
√

2 0 1

0 1 0




,

(2.23)

where t̃ = ωrt, Ũ0 = U0/ωr and η̃⊥ = η⊥/ωr are rescaled dimensionless quantities.

Since

∫
dx|Ψ(x, t)|2 cos(kx)
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= N

∫
dx

[√
1

L
Z0 +

√
2

L
cos(kx)Z1 +

√
2

L
cos(2kx)Z2

]2

cos(kx)

= N
(√

2Z0Z1 + Z1Z2

)
=

1

η̃⊥
NZ†H2Z, (2.24)

and

∫
dx|Ψ(x, t)|2 cos2(kx)

= N

∫
dx

[√
1

L
Z0 +

√
2

L
cos(kx)Z1 +

√
2

L
cos(2kx)Z2

]2

cos2(kx)

=
1

2
N

(
1 +

1

2
Z2

1 +
√

2Z0Z2

)
=

1

2
N +

1

Ũ0

NZ†H1Z, (2.25)

the coherent photon amplitude is

α =
η‖ − iW0

∫
dx|Ψ(x, t)|2 cos(kx)

i
[
∆c + U0

∫
dx|Ψ(x, t)|2 cos2(kx)

]
+ κ

=
η̃‖ − iNZ†H2Z

i(∆̃′
c + NZ†H1Z) + κ̃

, (2.26)

where δ̃c = (∆c + 1
2
NU0)/ωr and κ̃ = κ/ωr.

Next, we determine the atomic condensate ground state Zs(t) = Zse
−iE0 t̃, where

[
H0 + |αph|2H1 + 2Re(αph)H2

]
Zs = E0Zs. (2.27)

This is a nonlinear problem because the Hamiltonian H depends on the eigenstate

Zs through αph. The procedure is to first take an arbitrary trial photon amplitude

αtr, and then solve the ground state of the Hamiltonian H(αtr). Next, we substitute

the solution Xs to equation (2.26) and get an output photon amplitude αout. If

αout = αtr, we get a self-consistent solution. Figure 2.3 shows distinct bistable
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Figure 2.3: The cavity photon numbers as a function of the input pump along the
cavity axis by the 3-level DMP method. The parameters are N = 4.8 × 104, Ũ0 =
0.25, δ̃c = 1.2× 103, κ̃ = 0.4× 103, and (a) η̃⊥ = 0, (b) η̃⊥ = 0.1, (c) η̃⊥ = 0.5.

behavior of the cavity photon number as a function of the input pump along the

cavity axis for different transverse pumping field. Qualitative differences to figure 2.2

arise since the method described above can only solve for the eigenvalues, but cannot

discriminate whether the state is stable or not. In contrast, the GP method leads to

stable solutions due to the intrinsic properties of the imaginary time method. If we

use the GP results as the start trial photon amplitude, we obtain results as shown

in figure 2.4. It can be seen that the DMA and the GP method agree well. As

we include more states in the DMA basis, the results of the approximate method

approach those of the exact solution of the GP equation.
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Figure 2.4: The cavity photon numbers as a function of the input pump along the
cavity axis. The parameters are N = 4.8×104, Ũ0 = 0.25, δ̃c = 1.2×103, κ̃ = 0.4×103,
and (a) η̃⊥ = 0, (b) η̃⊥ = 0.1, (c) η̃⊥ = 0.5.

When there is no perpendicular pumping,H2 = 0, the cavity photon number

n = |α|2 =
η̃‖2

(δ̃c + NZ†H1Z)2 + κ̃2
, (2.28)

Here Z†H1Z is a function of the cavity photon number, and can be expand linearly

as Z†H1Z ' βn, to the lowest order. So

n =
nin

1 + (δ̃c + Nβn)2/κ̃2
, (2.29)

where nin = η̃‖2/κ̃2.

This equation can be mapped exactly to the relation of dispersive optical bista-

bility [65]. The scattering of photons due to the atomic gases causes an extra optical

length and thus a phase change, which depends on the field intensity and produces
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Figure 2.5: (a) and (c) The cavity output photon number nout as a function of the
trial input photon number ntr. (b) and (d) show 〈cos(2kx)〉 as a function of the
parallel pumping strength. The parameters are N = 4.8 × 104, Ũ0 = 0.25, δ̃c =
1.2 × 103, κ̃ = 0.4 × 103, and (a) and (b) η̃⊥ = 0, (c) and (d) η̃⊥ = 0.5. The curves
in (a) and (c) correspond to η̃‖ = (0.5, 0.9, 1.2, 1.4, 1.6)× 103, respectively.

the bistable states. In figure 2.5(a) we plot the right hand side of equation (2.28),

which can be interpreted as the output cavity photon number nout predicted from

equation (2.28) given the input trial photon number ntr. The intersection points of

nout(ntr) and the bisection of the first quadrant determined by nout = ntr provide a

graphic solution for the cavity photon number. The bistable behavior emerges when

there are more than one intersections. One can easily find that the upper branch

corresponds to the intersections on the right side of the peaks, where the number

of cavity photons is sucient to excited the condensate to φ2 with certain extent, see

figure 2.5(b). This can be understood from the fact that the bistability comes mainly

from the value of β and the quadratic form of the denominator in the right hand side

of equation (2.29).

If the perpendicular pumping is added, a new channel for the introduction of
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cavity photons is set up. It can be easily seen that the perpendicular pumping

enters the Hamiltonian, like the parallel pumping term, as a displacement operator.

The difference is that the pumping rate now depends on the feedback of the atoms

and thus the cavity photon number, while it is constant for the parallel pumping.

The reason is that the scattering rate of the perpendicular photon depends on the

configuration of the condensate. This point also distinguishes our system from the

classical case in which the change of the media’s configuration can be neglected and

the scattering rate of the perpendicular pumping would be a constant too. With the

perpendicular field, we find

n =
nin + (Nβ′n)2/κ̃2

1 + (δ̃c + Nβn)2/κ̃2
, (2.30)

where X†H2X ' β′n. Comparing figure 2.5(c) with figure 2.5(a), we find that the

output photon number as a function of the input photon number nout(nin) is not

modified much from the case without parallel pumping. However, the condensate

can now be excited from the homogeneous state φ0 to φ2 through scattering of two

perpendicular pump photons into the cavity even if no parallel pumping is added.

This leads to a non-zero intercept of the vertical axis in figure 2.5(d). Accordingly,

potential intersection points located at the left wing of the curves nout(ntr) in fig-

ure 2.5(c) can not be accessed if a sufficient number of cavity photons is introduced

due to the perpendicular pumping, since this leads to a displacement of the cavity

photon number to a larger values. In particular the value of nout at ntr = 0 deter-

mines a cutoff which explains the disappearance of the bistability, see figure 2.5(c).

2.3.2 The role of the atom-atom interaction

So far, we have neglected the atom-atom interaction by considering the case

gc = 0. But in the real systems, this coupling is usually present. And it is helpful
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to stabilize the homogeneous phase when the pump power is low. Collision between

atoms with positive scattering length tends to diffuses the atoms away from each

other. Therefore, the optical lattice generated by the cavity photons can rearrange

the atoms only if it is strong enough to overcome the diffusion caused by the atom-

atom interaction. Thus, with repulsive atom-atom interactions, more photons are

needed to produce a deeper trap to confine the atoms. From this argument we expect

that the bistability will still be present with atom-atom interactions, but the parallel

pumping field strength needs to be increased to overcome the interaction. This would

lead to a shifting of the bistability transition to higher values along the parallel pump

axis. At the same time, the higher photon number at the transition point also shifts

the upper branch up. This is confirmed in figure 2.6 Since the critical point of the

self organization increases with Ngc as shown in equation(2.34), in turn stronger

transverse input is required to remove the bistability.

2.3.3 Influence of the parallel pump on the Dicke phase transition

Defining

θ = 〈cos(kx)〉 , (2.31a)

β = 〈cos2(kx)〉 , (2.31b)

the optical lattice potential generated by the cavity photons can be written as

V (x) = U0 cos2(kx)|α|2 + η⊥ cos(kx)(α + α∗) = V1 cos(kx) + V2 cos2(kx), (2.32)

with

V1 = 2η⊥
η‖κ− η⊥θ(∆c + NU0β)

(∆c + NU0β)2 + κ2
, (2.33a)
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Figure 2.6: The influence of the atom-atom interaction for the bistability. The two
lines with the same color correspond to the two branches of the bistable behavior
for a given value of Ngc = 0, 10, 20, 30, 40, 50, and 60, from bottom to top. Other
parameters are N = 4.8× 104, Ũ0 = 0.25, κ̃ = 0.4× 103, η̃⊥ = 0 and δ̃c = 1.1× 103

V2 = U0

η2
‖ − (η⊥θ)2

(∆c + NU0β)2 + κ2
. (2.33b)

As discussed previously [36] for the case without pumping along the cavity axis,

the steady-state of the condensate atoms is either a homogeneous distribution or

a λ-periodic ordered pattern. The two regimes correspond to different transverse

pumping strengths and are well separated by a critical point. This sharp transition

could be traced back to a self-organization mechanism [36] as follows. If there is

no parallel pumping, and if ∆c + NU0β > 0, the sign of the potential V1 becomes

the opposite of the sign of θ. Therefore, if more atoms happen to be close to the

odd(even) sites than to the even(odd) sites due to fluctuations, the produced po-

tential V1 cos(kx) will have minima at the odd(even) sites and attracts even more

atoms there, leading to an amplification of the fluctuation and thus to organization.
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Figure 2.7: The cavity photon number as a function of the input pump perpendicular
to the cavity axis. The parameters are N = 1 × 104, Ũ0 = 0.5, δ̃c = 1.1 × 103,
κ̃ = 0.2 × 103, Ngc = 0, and (a) η̃‖ = 0, (b) η̃‖ = 50, (c) η̃‖ = 1 × 103, and (a)
η̃‖ = 1.5× 103.
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It follows that apart from the reorganization of the wave function, if the pumping

strength is increased over some critical value, the intra-cavity photon number also

shows an abrupt change at the threshold pump power, see figure 2.7(a). This phase

transition has been shown to be analogous to the Dicke quantum phase transition

[40, 41]. The critical transition point is determined by

√
Nη⊥ =

√
(∆c + NU0/2)2 + κ2

2∆c + NU0

√
ωr + 2Ngc . (2.34)

When an extra input pump field is added along the cavity axis, the feedback mech-

anism works a little different. The parallel pumping provides another channel for

cavity photons and forms an additional λ/2 periodic potential to confine the atoms.

Thus the atoms to the lowest order are in a state ψ0, which is a coherent super-

position of the homogeneous state and φ2. In contrast, without the parallel pump

field, the condensate initially is in the homogeneous state only. Furthermore, for

the case without parallel pumping field, the initial homogeneous state is always a

self-consistent solution for the combined GP equation and amplitude equation, even

with perpendicular pumping. However, this is not true if the parallel pumping is

added. Then the initial state ψ0 is not a self-consistent solution for the GP equa-

tion as long as perpendicular pumping is added. Therefore a gradual increase of the

perpendicular pumping from zero also leads to a gradual buildup of the λ periodic

potential V1 if a parallel pumping field is applied. From this we expect that no phase

transition occurs if the parallel pumping is added. This expectation is confirmed

by our numerical calculations. Figure 2.7(b) shows a smooth change of the cavity

photon number as we increase η⊥ when a parallel pumping η‖ = 50 is added. And,

since η‖κ > |η⊥θ(∆c + NU0β)| if η⊥ is small, the sign of V1 is positive at the begin-

ning. So the effect of V1 is to weaken the odd peaks of the λ/2 periodic potential
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and strengthen the even peaks. Thus the atoms will be gradually confined at the

odd sites. Alternatively, the sign of −η⊥θ(∆c +NU0β) will be positive if ∆c +NU0β

is positive. Then the λ periodic potential will be enhanced as the atoms been at-

tracted at the odd sites. Thus in this case the atoms will be fixed at the odd sites.

We thus find that with parallel pumping, the parameters of the system uniquely de-

termine the structure of the condensate after the reorganization. This is in contrast

to the case without parallel pumping in which the atoms can be attracted to either of

the two equivalent but spatially offset lattice configurations depending on an initial

symmetry-breaking due to fluctuations.

We recall the fact that bistability can be observed for some particular values of

η‖ and η⊥, as explained in Sec. III. Thus if we increase the pump strength along

the cavity axis further, bistability is also expected with the change of transverse

pumping, see figure 2.7(c). Above a certain critical value of η‖, the λ/2-periodic

potential will dominate and there is no bistability, see figure 2.7(d). So the control-

lable optical switch can also operate with the parallel pumping as the control and

the perpendicular pumping as the signal.

The exact critical point at which the bistable behavior disappears is determined

by the highly nonlinear equation

α =
η‖ − iη⊥g(α)

i [∆c + U0f(α)] + κ
, (2.35)

where

f(α) ≡
∫

dx|Ψ(x, t)|2 cos2(kx) , (2.36a)

g(α) ≡
∫

dx|Ψ(x, t)|2 cos(kx) , (2.36b)
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for which only numerical result can be searched. Close to the critical points, the

numerical analysis is complicated by the fact that the ground state and the first

excited state become almost degenerate [36]. This increases the likelihood of numer-

ical errors and reduces the eciency of the algorithm. As a solution, we applied an

“adiabatic” evolution of the system, namely, once a wave-function is found, we use

it as the next trial amplitude after a small parameter change. Figure 2.8 depicts the

regions of the lower branch, bistability, and the upper branch in the parameter space

spanned by the two pump fields. We see that for lower pumping fields in both par-

allel and perpendicular directions, the cavity photon number is mainly in the lower

branch. For some intermediate values of the pumping fields, there is bistability for

the cavity photon number. If we further increase either the parallel pumping field or

the perpendicular pumping field, the cavity photon number is in the upper branch

and the bistability disappears. The vertical cross sections of figure 2.8 at η⊥ = 0, 0.1

and 1.0, and horizontal cross sections at η‖ = 0, 50, 1000, and 1500 coincide with

figure 2.2(d)-(f) and figure 2.7, respectively.

2.3.4 Summary

In summary, we have discussed theoretically the bistable behavior of the cavity

photon number for a combined cavity-BEC system. We showed that one can use a

perpendicular driving field as a control for bistability of the cavity photons relative

to the parallel pump. If no perpendicular driving field is added, the cavity pho-

tons show strong bistable behavior for a large range of the parallel pumping field

strength. However, if the perpendicular driving exceeds a critical value, this bista-

bility will disappear. Vice versa, we can also use the parallel pumping as a control

of the bistability of the perpendicular pumping. While the optical bistability with

conventional media such as atomic gases and dense crystals have been suggested as
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Figure 2.8: The regions of lower branch, bistability, and upper branch of the cavity
photon number. The parameters are N = 1 × 104, Ũ0 = 0.5, δ̃c = 1.1 × 103,
κ̃ = 0.2× 103, and Ngc = 0.

mechanism for an optical switch, this phenomenon may provide a candidate for a

controlled optical switch. Further studies are needed for the physics of the dissipation

channels and analysis of the switching time of the bistable behavior.

2.4 Anomalous switching of the optical bistability

2.4.1 Anomalous switching

When there is no perpendicular pumping field, the steady-state intra-cavity pho-

ton number ns = |αs|2 shows bistability, similar to the optical bistability [59]. The

bistable behavior of the intra-cavity photon number with respect to the pumping

field intensity is shown in figure 2.9, where points with negative slopes correspond

to unstable states. Here we would like to focus on the dynamical properties of the

system. There are two different ways to add the pump field. In the first case, the

pumping field is turned on adiabatically. The increase of the field intensity is so slow
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Figure 2.9: Steady-state intra-cavity photon number as a function of the input pump
intensity. The parameters are N = 4.8 × 104, U0 = 0.25ωr, δc = 1.2 × 103ωr,
κ = 0.4 × 103ωr. The input pump intensity is also in the unit of ωr. The critical
switching points are ηA = 1322ωr and ηB = 1013ωr for the steady state. The critical
anomalous switching points are ηC = 1222ωr and ηD = 1143ωr.

that the condensate and intra-cavity photon follow all the steady states correspond-

ing to the pump field in the lower branch until the critical point A in figure 2.9.

When the pump field exceeds the critical point, the condensate can not follow the

input field adiabatically and therefore jumps to the upper branch. This is because

the steady state corresponding to the critical point A in the lower branch is much

different from the steady state corresponding to the current pump field in the up-

per branch. Since there is no damping mechanism for the condensate, the system

oscillates around the upper branch [59]. In the second case, instead of adding the

pumping field adiabatically, the field is added abruptly. Suppose the condensate

is initially in the homogenous state Z = (1, 0)T . After solving equations (2.22) and

(2.26) numerically, we draw the evolution of the intra-cavity photon number |α|2 with

respect to different pumping field intensity, as shown in figure 2.10. If the added field
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stays in the purely lower branch or lies in the bistable region but not close to the

critical point A, the intra-cavity photon number oscillates around steady state in

the lower branch, see figure 2.10(a) and (b). If the input field exceeds the critical

value of A, it will introduce oscillations between two branches, see figure 2.10(c).

These oscillations have been investigated and confirmed by solving the GP equation

numerically in Ref. [59].

We find that the photon number may approach the upper branch with a pump

field less than the critical point A if the field is turned on abruptly. This is quite

different from the first case where the photon number jumps to the upper branch

only if the pump field is greater than the critical value A. The evolution of the

intra-cavity photon number when η = 1250ωr is shown in figure 2.10(d). Note that

the field at the critical point A is 1322ωr. It follows, on comparing the intra-cavity

photon numbers in figure 2.9, that the intra-cavity photon number reaches the upper

branch. Further numerical calculation shows that the switching happens when the

added pumping field lies between point C and A in figure 2.9. This phenomenon

reminds us the anomalous switching of the dispersive bistability for the traditional

two-level atomic media in the good cavity limit [62, 63].

2.4.2 Explanation

In order to understand this anomalous switching behavior, and note that there

is no excitation from the homogeneous state φ0 to φ1, we proceed by introduc-

ing the quadratures of the mechanical oscillators X =
√

N/2(Z∗
0Z2 + Z0Z

∗
2), P =

i
√

N/2(Z∗
2Z0 − Z∗

0Z2). The corresponding equations of motion are

dX

dt
= 4ωrP , (2.37a)

dP

dt
= −4ωrX −

√
NU0

2
|α|2 , (2.37b)
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Figure 2.10: Intra-cavity photon number as a function of time. Initially there is no
pump field and the condensate is the homogeneous state. Then the pump field is
turned on immediately with values (a) 500ωr, (b) 1100ωr, (c) 1500ωr and (d) 1250ωr.
The parameters are N = 4.8× 104, U0 = 0.25ωr, δc = 1.2× 103ωr, κ = 0.4× 103ωr.
The time is in the unit of 1/ωr.

and the photon amplitude is (with X = 2
√

N
U0

Z†H1

~ Z)

α =
η

i
(
∆c + NU0

2
+

√
NU0

2
X

)
+ κ

. (2.38)

In deriving the above equations, we have used the fact that |Z1|2 ¿ |Z0|2 ' 1. Then

the evolution of the generalized displacement would be

d2X

d2t
= −(4ωr)

2X − 2
√

NU0ωrη
2

(
∆c + NU0

2
+

√
NU0

2
X

)2

+ κ2

= −dV (X)

dX
, (2.39)
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Figure 2.11: The potential V (X). The lines from top to bottom correspond to differ-
ence pump fields, (1) 500ωr, (2) 1100ωr, (3) 1250ωr and (4) 1500ωr. The parameters
are N = 4.8× 104, U0 = 0.25ωr, δc = 1.2× 103ωr, κ = 0.4× 103ωr.

where

V (X) ≡
∫ X

ds


(4ωr)

2s +
2
√

NU0ωrη
2

(
∆c + NU0

2
+

√
NU0

2
s
)2

+ κ2


 . (2.40)

The condensate can then be viewed as a nonlinear spring. The dynamic properties

will be determined by the potential V (X) and the initial condition. Figure 2.11

shows the potential function for different pump field intensity. The solid black line

corresponds to the case η = 500ωr. We find one and only one minimum close to

the origin. This minimum denotes the steady state in the purely lower branch. The

potential with η = 1500ωr is shown as the magenta dotted line. The single minimum

is far away from the origin and corresponds to the steady state in the purely upper
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branch. The red dash-dotted line (η = 1100ωr) and blue dashed line (η = 1250ωr)

lie in the bistable region. The potential is double-well like and has two minimum

points. The one close to the origin means the steady state in the lower branch while

the other indicates the upper branch. The peak in the middle represents the unstable

state.

The evolution of the condensate can then be understood as a point-like ball

sliding in a one-dimension smooth bowl. The shape of the bowl is determined by

the potential function V (X). At t = 0, the shape of the bowl is harmonic-like. The

initial homogenous condensate corresponds to a rest ball placed at the X = 0. If the

field is added adiabatically, the shape of the bowl changes gradually and the ball will

stay at the bottom of the bowl. Then the double well appears and the ball stays at

the bottom of the right well. If the field is increased further, the left well gets deeper

and the right well is raised. At the critical point, the minimum of the right well

coincides with the unstable peak of the barrier in the middle. Therefore the right

well disappears. The ball falls down to the left well and oscillates in the left well.

If the field is added abruptly, the shape of the bowl will be changed immediately.

The ball is then released to the bowl from the initial position at X = 0. As the

bowl is frictionless, the total energy is conserved. If the added pump field is weak,

the bowl has only one minimum close to the origin, as shown in the black solid line,

the ball will oscillate around this minimum, see figure 2.10(a). If the added pump

field corresponds to a value in the bistable region, the potential is a double-well.

There exists two cases. If the pump rate is on the left of point C in figure 2.9, the

peak in the middle of the double well is higher than the initial position (the red

dashdotted line). Therefore, the ball will be confined in the right side of the double

well. Correspondingly, the photon number will oscillate around the lower branch as

shown in figure 2.10(b). If the pump field is increased between C and A, the right
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well gets deeper and the barrier in the center would be lower than the initial position

(the blue dash line). In this case, the ball will not be trapped in the right well and

reach the left well as well. This corresponds to the anomalous switching as shown in

figure 2.10(d). Note that the barrier is not much lower than V (X) = 0. Therefore,

the velocity of the ball when passing the barrier is small and the period of the whole

oscillation is long. If the field is strong, the double wells disappear and the single

minimum corresponding to the steady state in the upper branch emerges far away

from the origin (the magenta dotted line). The ball will oscillate between the initial

position to the other side of the bowl at the same level as the initial position. It is

shown in figure 2.10(c) that the photon number oscillates between the upper branch

and lower branch.

2.4.3 Effect of initial condition and damping rate

With the above picture in mind, we can expect that the initial condition also plays

an important role in the anomalous switching, as it determines the total energy of

the system. If the initial state corresponds to a steady state in the lower branch, the

initial position in the V (X) line might be lower than the barrier of potential when

the field is turned on, there is no anomalous switching, see figure 2.12(a). On the

other hand, if the initial state corresponds to a steady state in the higher branch,

the anomalous switching to the lower branch may happen close to critical point B,

see figure 2.12(b). In figure 2.9, it shows that the photon number switches to the

higher branch if the pump field is on the right of C when the condensate is initially

in the homogenous state. On the other hand, if the condensate is initially prepared

in the steady state of η = 1600ωr, the anomalous switching from the higher branch

to the lower branch happens when the pump field is between B and D.

In the above analysis, we have neglected the damping effect. This needs further
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Figure 2.12: Intra-cavity photon number as a function of time for different initial
conditions. (a) The initial state is the steady state corresponding to η = 800ωr. Then
the pump field is tuned sharply to η = 1250ωr. (b) The initial state is the steady
state corresponding to η = 1600ωr. Then the pump field is tuned to η = 1100ωr

abruptly. The other parameters are N = 4.8 × 104, U0 = 0.25ωr, δc = 1.2 × 103ωr,
κ = 0.4× 103ωr. The time is in the unit of 1/ωr.

investigation. Notice that the omitted harmonic tapping potential couples the ±2~k-

momentum modes to other modes and results in the damping of the above model

[43, 66]. In this case we have to add a damping term in equation(2.37a). The damping

introduces a loss in the total energy. Therefore, in the point-like ball picture, the

surface of the bowl is frictional and the ball keeps losing energy after it is released.

If the ball reaches one of the wells and lose all the kinetic energy before it overcomes

the peak of the barrier, the ball then stays in that well and finally is frozen at the

bottom corresponding to the steady state. Figure 2.13 shows the evolution of the

intra-cavity photon number for different damping rates. We can find that the system

finally approaches different branches even if it starts from the same initial states.
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Figure 2.13: Intra-cavity photon number as a function of time with damping. Initially
there is no pump field and the condensate is the homogeneous state. Then the
pump field is turned on immediately with η = 1250ωr. The damping rates are (a)
0.05ωr and (b) 0.02ωr. The other parameters are N = 4.8 × 104, U0 = 0.25ωr,
δc = 1.2× 103ωr, κ = 0.4× 103ωr. The time is in the unit of 1/ωr.

2.4.4 Summary

We have studied the nonlinear dynamics of the photon number in an optical cavity

filled with a cigar-shaped Bose-Enistein condensate. We find that the way of adding

the field is crucial to the switching close to the critical transition point. If the pump

field is changed abruptly, the system may jump from one branch to the other even if

the pump field intensity has not reached the critical transition point. The physics of

this anomalous switching is that the oscillation introduced by the abrupt change of

the pumping field may overcome the barrier between the two basins corresponding

to the two bistable states. Different initial conditions and damping rates may affect

this anomalous switching behavior.

38



2.5 Degenerate Fermi gas in a cavity

2.5.1 Motivation and the system

The Dicke Hamiltonian [37] which describes the interaction of an ensemble of

N two-level atoms with a single mode of the electromagnetic field is a fundamental

and fascinating model in quantum optics. At zero-temperature and in the thermo-

dynamics limit, a first-order thermal phase transition happens for a critical cou-

pling strength between the atoms and the field in the rotating wave approxima-

tion [39, 67, 68]. This transition becomes second order if the counter-rotating terms

are included [69]. This phase transition associates with many interesting phenomenon

such as superradiance [39, 67, 68, 69], quantum chaos [70, 71], and quantum entangle-

ment [72, 73]. In some early studies it was claimed that the Dicke model is fictitious

in the context of spins defined with atomic internal electronic degree of freedom. This

is because the effect of A2 term, which is neglected in the Hamiltonian, wipes away

the phase transition in the vicinity of the critical point[74, 75, 76, 77, 78]. Recent

interest in this problem reveals that by including certain terms of the same order

as the A2 terms can recover the phase transition [79, 80]. A question of interests is

whether the original Dicke Hamiltonian can be realized experimentally [81, 82, 83].

It has been shown both theoretically and experimentally that the self-organization

phase transition of a BEC in a cavity can be identified as the Dicke quantum phase

transition [40, 41]. We propose an interesting scheme which realizes an effective

Dicke Hamiltonian with a quantum-degenerate Fermi gas in an optical cavity. Un-

like the Boson case, where the atom-atom interaction affects the critical value of the

transition, the atom-atom interaction is negligible in Fermi gases due to the Pauli

exclusion principle.

Our system is an ultracold quantum-degenerate Fermi gas loaded in an optical
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ultrahigh-finesse Fabry-Perot cavity. We also consider the dynamics in the dimension

x along the cavity axis. The cavity field mode function is then described simply by

cos(kcx), with the wave number kc and frequency ωc. The other notations are the

same as the Boson case. An external pumping laser fields at frequency ωp is added

perpendicularly to the cavity axis and we also consider the large detuning limit..

Note that here there is no pumping field along the cavity axis.

Similar to the BEC case, the Hamiltonian can be written as [35],

Ĥ =

∫
dxΨ̂†(x)

[
− ~2

2m

d2

d2x
+ ~U0 cos2(kcx)â†â + ~η cos(kcx)(â† + â)

]
Ψ̂(x)

+ ~∆câ
†â. (2.41)

Scattering between the transverse pump field and the cavity mode is described by

~η cos(kcx)(â† + â) where η = g0Ωp/∆a is the maximum scattering rate, with Ωa

being the Rabi frequency of the transverse pump field. The atom-atom interaction

is neglected in the Fermi gas.

For Fermions, the atomic field operator can be expanded as

Ψ̂(x) =
1√
L

∑

k

f̂ke
ikx , (2.42)

where f̂k and f̂ †k obey the anti-commutation relations {f̂k, f̂
†
k′} = δkk′ , and {f̂k, f̂k′} =

{f̂ †k , f̂ †k′} = 0.

The ground state of the identical atomic sample is a filled Fermi sea,

|ΨF
0 〉 =

∏

k∈[−kF ,kF ]

f̂ †k |0〉 . (2.43)

Here ki = 2πni/L for ni = 1, 2, 3, .... kF is the Fermi wave number kF = πNmax/L
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and N = 2Nmax + 1. Upon substituting equation (2.42) into the atomic part of the

Hamiltonian in equation (2.41), we have

Ĥatom =
∑

k

ε(k)f̂ †k f̂k +
~NU0

2
â†â

+
~U0

4
â†â

∑

k

(f̂ †k+2kc
f̂k + f̂ †k f̂k+2kc)

+
~η
2

(â† + â)
∑

k

(f̂ †k+kc
f̂k + f̂ †k f̂k+kc) . (2.44)

Here ε(k) = ~2k2/2m is the kinetic energy. The second term describes the process

of absorbing a cavity photon and reemitting it in the opposite direction. The third

term describes the process of absorbing a photon from the transverse pumping mode

and reemitting as cavity mode, or vice versa. Therefore, the cold atoms can suffer a

recoil momentum ±nkc.

2.5.2 Phase transition and the analogy to the Dicke Hamiltonian

We consider the limit of kc ¿ kF , i.e., the Fermi gas is not excited too highly,

only particles in the neighborhood of the Fermi surface are raised to higher levels.

In this scenario, we can approximate the quadratic energy dispersion relation by its

lowest order expansion, e.g.,
∑

k ε(k)f̂ †k f̂k →
∑

k ~|k|vF f̂ †k f̂k, where vF = ~kF /M is

the Fermi velocity. The excitation energies of particle-hole pair at the edges of the

interval [kF − δk, kF ] are ε(kF − δk + nkc)− ε(kF − δk) ' n~kckF , and ε(kF + nkc)−
ε(kF ) ' n~kckF , respectively.

Then we follow the bosonization procedures [84, 85] and introduce the density-

fluctuation operator,

ρ̂q =
∑

k

f̂ †k f̂k+q , (2.45)
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where q = nkc. This operator describes the superposition of particle-hole excitation

with a momentum ~q. The right and left propagating density fluctuation operator

can be defined as ρ̂+
q and ρ̂−q , corresponding to the summation of k in equation (2.45)

for k > 0 and k < 0, respectively. The commutation relation of ρ̂±±q leads us to define

d̂q = βqρ̂
+
q , d̂†q = βqρ̂

+
−q ,

d̂−q = βqρ̂
−
−q, d̂†−q = βqρ̂

−
q , (2.46)

where βq =
√

2π/qL is the normalization constant. The oscillation mode operator

obeys the bosonic commutation relation [d̂±q, d̂
†
±q′ ] = δqq′, [d̂±q, d̂±q′ ] = [d̂†±q, d̂

†
±q′ ] = 0

[86, 87]. At the vicinity of the Fermi surface,
∑

k ε(k)f̂ †k f̂k →
∑

q>0 ~vF q(d̂†qd̂q +

d̂†−qd̂−q). Therefore, the effective Hamiltonian is

Ĥ = ~
(

∆c +
NU0

2

)
â†â~ωr(d̂

†
kc

d̂kc + d̂†−kc
d̂−kc)

+ 2~ωr(d̂
†
2kc

d̂2kc + d̂†−2kc
d̂−2kc)

+
~U0

4β2kc

â†â
[
(d̂†2kc

+ d̂2kc) + (d̂†−2kc
+ d̂−2kc)

]

+
~η

2βkc

(â† + â)
[
(d̂†kc

+ d̂kc) + (d̂†−kc
+ d̂−kc)

]
. (2.47)

If we define the excited state of the Fermi gas |ΨF
±nkc

〉 = d̂†±nkc
|ΨF

0 〉 (n=1,2),

ĉ†0 = |ΨF
0 〉〈0|, and ĉ†n± = |ΨF

±nkc
〉〈0|, then the above Hamiltonian can be written as

Ĥ = ~
(

∆c +
NU0

2

)
â†â + ~ωr(ĉ

†
1+ĉ1+ + ĉ†1−ĉ1−)

+ 2~ωr(ĉ
†
2+ĉ2+ + ĉ†2−ĉ2−) +

~η
2βkc

(â† + â)

× [
(ĉ†+ĉ0 + ĉ†0ĉ+) + (ĉ†−ĉ0 + ĉ†0ĉ−)

+ (ĉ†2+ĉ+ + ĉ†+ĉ2+) + (ĉ†2−ĉ− + ĉ†−ĉ2−)
]
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+
~U0

4β2kc

â†â
[
(ĉ†2+ĉ0 + ĉ†0ĉ2+) + (ĉ†2−ĉ0 + ĉ†0ĉ2−)

]
. (2.48)

This approximate Hamiltonian is quite similar to the case of Bosons [45]. Note that

for Bosons, the ground state corresponds to the pure condensate where all atoms

are static. Therefore, the left propagating excitation with momentum −kc can be

coupled with the right propagating excitation with momentum kc through the two-

cavity-photon scattering. Here, for the Fermion case, the right excitation ĉ+ and

the left excitation ĉ− are not coupled because the two-cavity-photon scattering with

recoil momentum 2kc cannot overcome the wide Fermi sea as kc << kF .

After making the mean-field approximation ĉi ∼
√

NXi, â ∼ α, the equation of

motion for the Fermi gas can be found as [59],

i
d

dt̃
X =

[
H0 + 2Re(α)H1 + |α|2H2

]
X, (2.49)

with X = (X0, X+, X−, X2+, X2−)T and

H0 =




0 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 2 0

0 0 0 0 2




, (2.50a)

H1 =
η̃

2




0 1 1 0 0

1 0 0 1 0

1 0 0 0 1

0 1 0 0 0

0 0 1 0 0




, (2.50b)
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H2 =
Ũ0

4




0 0 0 1 1

0 0 0 0 0

0 0 0 0 0

1 0 0 0 0

1 0 0 0 0




, (2.50c)

where t̃ = ωrt, η̃ = η/(βkcωr), and Ũ0 = η/(β2kcωr) are rescaled dimensionless

quantities.

The evolution equation of the coherent photon amplitude is

i
d

dt̃
α = ∆̃α + NX∗H1X + NX∗H2Xα− iκα . (2.51)

We also follow the DMA method. However, this method can only solve the

eigenvalues, but cannot discriminate whether the state is stable or not. We need to

perform a linear stability analysis [59]. Let X(t̃) = Xs(t̃) + δX(t̃) with δX being an

infinitesimal derivation from the eigenstate Xs(t̃). Upon substituting this state into

the Schrödinger equation equation (2.49), we get, to the first order,

i
dδXi

dt̃
=

[
H ij

0 + 2Re(α)H ij
1 + |α|2H2

]
δXj

+ 2H ij
1 Xs

j

[(
∂Re(α)

∂Xk

)

s

δXk +

(
∂Re(α)

∂X̄k

)

s

δX̄k

]

+ H ij
2 Xs

j

[(
∂|α|2
∂Xk

)

s

δXk +

(
∂|α|2
∂X̄k

)

s

δX̄k

]
. (2.52)

We assume

δX(t̃) = e−iE0 t̃(ue−iΩt̃ − v∗e−iΩ∗ t̃) , (2.53)
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and substitute that into equation (2.52) to get

M




u

v


 = Ω




u

v


 , (2.54)

where

M =




A + B − E0 −B

B −A−B + E0


 , (2.55)

and the matrices A and B are defined as

A = H0 + 2Re(αs)H1 + |αs|2H2,

Bij = 2H ik
1 Xs

k

(
∂Reα

∂Xj

)

s

+ H ik
2 Xs

k

(
∂|α|2
∂Xj

)

s

. (2.56)

If the eigenvalues Ω are all real, the eigenstate is stable; otherwise, it is unstable.

To illustrate the experimental realization, we consider a set of parameters similar

to those in Refs. [86, 87]: the single atom Rabi frequency g0 ' 2π × 20MHz,

the pump-atom detuning ωp − ωa = 2π × 100GHz, which gives the coupling U0 '
2π × 5kHz. The length of the cavity is chosen as L = 500µm, and the decay rate

κ = 2π×50MHz. The wavelength of the field is taken to be λ = 500nm. The number

of atoms N = 2×104 and the atomic mass M = 1.5×10−25kg. Therefore kc/kF ∼ 0.1.

The numerical result of the photon number as a function of different pumping rate

is shown in figure 2.14(a), where blue solid line and red dashed line correspond to

the state and unstable states respectively. The corresponding eigenstate energy is

shown in figure 2.14(b).
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Figure 2.14: The phase transition of different quantities. (a) The intra-cavity photon
number. (b) The eigenstate energy. (c) The average value of cos(kcx). The horizontal
coordinate of the black vertical line is calculated from equation (2.59).

The corresponding cavity field as

α =
NX∗H1X

κ + i(∆̃ + NX∗H2X)
. (2.57)

The density waves with momentum 2~ωr can be omitted in the close vicinity of the

phase transition.In this case, we define Ĵz = (ĉ†+ĉ++ĉ†−ĉ−−2ĉ†0ĉ0)/2, Ĵ+ = ĉ†+ĉ0+ĉ†−ĉ0,

and Ĵ− = ĉ†0ĉ+ + ĉ†0ĉ−. As the Fermi gas are located in a high-finesse cavity, we can

assume ĉ+ ' ĉ−, therefore, we have [Ĵ+, Ĵ−] = 2Ĵz, [Ĵ±, Ĵz] = ∓Ĵ±. The Hamiltonian

is then

Ĥ = ~ω0Ĵz + ~ωâ†â +
~λ√
N

(Ĵ+ + Ĵ−) , (2.58)
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where ω0 = 2ωr, ω = ∆c + NU0/2, and λ = η
√

N/(2βkc). This Hamiltonian corre-

sponds to the Dicke Hamiltonian and the phase transition we studied above can be

identified as the quantum Dicke phase transition. The critical value of the transition

is [81]

λc =
1

2

√(ω0

ω

)
(κ2 + ω2) . (2.59)

It is shown in figure 2.14 that the critical value calculated from this equation and

the numerical result coincide.

2.6 Summary

We studied the self-organization phase transition in an optical cavity filled with

a cigar-shaped quantum-degenerate Fermi gas. We found that the effective Hamil-

tonian is of Dicke type. The corresponding phase transition can be identified with

the Dicke quantum phase transition. The main advantage of Fermi gas is that the

atom-atom interaction is negligible, which enables a direct comparison between the

theoretical and experimental critical values.
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3. CONTROL OF SPONTANEOUS EMISSION: EFFECT OF

COUNTER-ROTATING TERMS ∗

3.1 Introduction

Spontaneous emission is one of the main and fundamental topics in quantum

optics. From the fundamental point of view, it is a peculiar phenomenon which

shows the quantum nature of the electromagnetic field [88, 2], as it cannot be ex-

plained within the semi-classical framework. It also leads to many useful applica-

tions and still attracts considerable interests. Many effects and techniques can be

utilized to modify the spontaneous emission. For example, quantum interference

has been recognized as a significant mechanism for the modification of spontaneous

emission [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. The spontaneously gener-

ated coherence can lead to suppression, spectral narrowing and population trapping

[13, 14, 15, 16, 17, 18, 19, 20, 21], phase control of spontaneous emission [22, 23], and

enhancement of Kerr nonlinearity [24]. Another kind of methods focus on tailoring

the mode density by embedding the atom into different surrounding environments,

such as cavity electrodynamics [89] and photonic crystal [90]. Particularly, photonic

crystal, which is a class of materials with composed periodic dielectric structures,

has remarkable capabilities of localizing and guiding electromagnetic radiation that

can be used effectively to control spontaneous emission [91, 92, 93].

In the previous studies of spontaneous emission, RWA is usually made when

∗Reprinted with permission from “Control of the Lamb shift by a driving field,” by Shuai Yang,
Hang Zheng, Ran Hong, Shi-Yao Zhu, and M. Suhail Zubairy, 2010, Phys. Rev. A, vol. 81, p.
052501, copyright [2011] by American Physical Society, “Effect of energy shifts on the spontaneous
emission modification via quantum interference,” by Shuai Yang, Jun Xu, Shi-Yao Zhu, and M.
Suhail Zubairy, 2012, Phys. Rev. A, vol. 85, p. 062516, copyright [2012] by American Physical
Society, and “Effect of counter-rotating terms on the spontaneous emission in an anisotropic pho-
tonic crystal,” by Shuai Yang, M. Al-Amri, Shi-Yao Zhu, and M. Suhail Zubairy, 2013, Phys. Rev.
A, vol. 87, p. 033818, copyright [2013] by American Physical Society.
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dealing with the interaction between the atom and the electromagnetic modes. RWA

is usually a good approximation in the resonant interaction and in the long time

limit in the spontaneous emission study. However, in the short-time, the dynamic

evolution of the spontaneous emission with and without making RWA is different. For

example, in a hydrogen atom, counter-rotating terms results a much longer quantum

Zeno time and eliminates the anti-Zeno effect [46].

When studying the quantum interference of the spontaneous emission of two

atomic levels coupled to a common lower level, the validity of RWA is also ques-

tionable. In previous studies of spontaneous emission quenching with RWA, the

interference between the decay rates of the two levels (real parts of the dynamical

equations), while the energy shifts (imaginary parts of the dynamical equations),

are neglected. This is because the imaginary parts are divergent because of the free

electron self-energy. In addition, calculation of the energy shifts cannot neglect the

contribution of the counter-rotating terms.

For an atom embedded in a photonic crystal,the atom exchange energy back and

forth with its own radiation frequently, when the atomic resonant frequency lies near

the edge of a photonic band gap. This strong interaction between the atom and

electromagnetic radiation induces atomic level splitting and is the origin of photon-

atom bound state [94, 95, 96, 97]. However, as we know that counter-rotating terms

are indispensable in explaining the Lamb shift, it will also introduce significant effect

in the spontaneous emission of the atom in a photonic crystal.

In this section, we study the effect of counter-rotating terms in the control of

spontaneous emission. In 3.2, we introduce the unitary transformation method pro-

posed in Ref. [46, 47], which enable us to include the effect of the counter-rotating

terms in the Hamiltonian. In 3.3, we investigate the effect of energy shifts on the

spontaneous emission modification via quantum interference. In 3.4, we study the
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effect of counter-rotating terms on the spontaneous emission in an anisotropic pho-

tonic crystal. In 3.5, as an application of the unitary tranformation method, we show

how to control the Lamb shift by an driving field.

3.2 The unitary transformation method

The Hamiltonian of a multi-level atom coupled with the vacuum reservoir can be

written as

H = H0 + H1 ,

H0 =
∑

i

~ωi|i〉〈i|+
∑

k

~ωkb̂
†
kb̂k , (3.1a)

H1 =
∑

k,i 6=j

~gk,ij

(
b̂†k + b̂k

)
(|i〉〈j|+ |j〉〈i|) , (3.1b)

where H0 is the bare Hamiltonian of the atom and the vacuum modes, and H1

describes the interaction between the atom the vacuum modes. The energy of level

i is ~ωi. b̂k (b̂†k) is the annihilation (creation) operator of the vacuum mode k with

frequency ωk. The coefficient gk,ij = −e
√

1/2ε0ωkV ek ·pij/m is the coupling constant

between the atom and the vacuum field, with ek being the polarization vector and pij

being the transition matrix element of the momentum operator between the levels i

and j.

In the above Hamiltonian, all the rotating terms (energy conservation processes)

and counter-rotating terms (energy nonconservation precesses) are included. One

obvious effect of the counter-rotating terms is the different ground state. While |g, 0〉
is the ground state of the total Hamiltonian with RWA, it is not the ground state of

the full Hamiltonian with counter-rotating terms. The energy non-conserved counter-

rotating terms are significant to short time evolution. They are also indispensable to

explain the Lamb shift. However, the calculation including counter-rotating terms
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directly is usually hard. Here we first review the unitary transformation method

proposed in Ref. [46, 47].

In order to eliminate the counter-rotating terms, a unitary transformation exp(iS)

is employed on the full Hamiltonian H, e.g.,

HS = exp(iS)H exp(−iS) , (3.2)

with

S =
∑

k

∑

i6=j

~
gk,ijξk,ij

iωk

(
b†k − bk

)|i〉〈j| , (3.3)

here

ξk,ij =
ωk

|ωij|+ ωk

(3.4)

is chosen such that the counter-rotating terms cancel out. We then expand the

transformed Hamiltonian HS in a power series of gk,ij, i.e., HS = HS
0 + HS

1 + HS
2 +

O(g3
k), where O(g3

k) contains terms of order g3
k and higher, and will be neglected.

The zero order term in gk,ij is

HS
0 =

∑
i

~ωi|i〉〈i|+
∑

k

~ωkb̂
†
kb̂k . (3.5)

The first order term in gk,ij is

HS
1 = H1 + [iS, H0] =

∑

k,i<j

ωji(b̂
†
k|i〉〈j|+ b̂k|j〉〈i|) . (3.6)

Vk,ij = 2gk,ijξk,ij/ωk is the new coupling constant.
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The second order term results from

HS
2 = [iS, H1] +

1

2
[iS, [iS, H0]]

= −
∑

k,i 6=j

g2
k,ij

ωk

[
ξk,ij − ξ2

k,ij −
ξ2
k,ij

ωk

(ωj − ωi)

]
|i〉〈i|

−
∑

k,i 6=j

∑

l 6=i,j

gk,ilgk,lj

ωk

[
ξk,il + ξk,lj − ξk,ilξk,lj − ξk,ilξk,lj(2ωl − ωi − ωj)

2ωk

]

×|i〉〈j| , (3.7)

where the diagonal parts mean the energy shift and the off-diagonal parts describe

the indirect interaction between two states |i〉 and |j〉 through a third state |l〉. Note

that these terms are linear divergent when summarizing of k. This is due to the self-

energy of the electron which results from the exchange of virtual photons between

the free electron and the vacuum. This energy is calculated as

E(ij)
se = −

∑

k,q 6=i,j

gk,iqgk,jq

ωk

. (3.8)

Subtracting the self-energy from the Hamiltonian, we have

HS
2 − Ese =

∑
i

∆E
(i)
nd |i〉〈i|+

∑
i,j>i

ηij(|i〉〈j|+ |j〉〈i|) , (3.9)

where

∆E
(i)
nd =

∑

k

∑

j 6=i

g2
k,ii

ωk

ωji(ωji + ωk)

(ωk + |ωij|)2
(3.10)

denotes the non-dynamic energy shift since it is independent of any real decay pro-
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cess, and

ηij =
∑

k

ηk,ij =
∑

k,l 6=i,j

gk,ilgk,lj

ωk

2|ωil||ωlj| − ωilωk − ωjlωk

2(ωil + ωk)(ωjl + ωk)
(3.11)

is the indirect coupling parameter arising from the virtual photon processes |i〉 ↔
|l〉 ↔ |j〉. This interaction is important only if the direct interaction between i and

j is absent and the energy separation between them is tiny.

In a word, three effects are seen in the transformed Hamiltonian. First, the

energy levels are shifted from ωi to ω′i = ωi +∆E
(i)
nd . Second, the coupling constant is

redefined as Vk,ij. Third, indirect couplings between two levels through the virtual-

photon process are introduced via η terms. Armed with this method, we start to

discuss applications.

3.3 Effect of energy shifts on the spontaneous emission modification via quantum

interference

3.3.1 Motivation

In a V-type atom, the quantum interference due to the spontaneous emission

of two atomic levels coupled to a common lower level through the interaction with

the same vacuum modes can lead to spontaneous emission quenching from the two

upper levels [13]. If the two upper levels are driven to another level by a strong

laser field, complete quenching of spontaneous emission is possible under certain

conditions [14, 18]. In the previous studies, only the interference between the decay

rates was investigated under the long time limit and the Markov approximation;

while the dynamic energy shifts which correspond to the imaginary parts in the

dynamical equations were neglected since it is impossible to take into account the

phase changes due to the difficulty of including the self-energy of the free electron
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before obtaining the dynamic evolution equations. In Ref. [98], Li et. al. utilized the

unitary transformation method and studied the influence of the quantum interference

resulting from the energy shifts on the decay rates of the two upper levels in a V-type

atom. However, in this case, the dynamic shifts will take effect only if the two dipole

transitions are non-orthogonal and quantum interference exists.

We consider the case of a four-level atom where the two upper levels are coupled

to another level by a driving laser. In this scenario, we can compare the result,

on one hand, with the result in [98], and show how the spontaneous emissions can

be controlled by the driving field without making RWA. In addition, the effect of

the dynamic energy shifts will be revealed even if the two dipole transitions from

the upper levels to the ground level are orthogonal. On the other hand, we can

compare our result with the previous studies on the quantum interference between

decay channels [14, 18] and show how the evolution can be effected by the quantum

interference resulting from the energy shifts.

3.3.2 Model and calculation

The level diagram of our system is shown in figure 3.1. The two upper levels

|a1〉 and |a2〉 are coupled by the same vacuum modes to the lower level |b〉 and by a

strong coherent field with frequency ν0 to another upper lying level |c〉. Since we are

more interested in the spontaneous emission, the Hamiltonian in the rotating frame

of the the driving field can be written as

H = H(0) + H(1) ,

H(0) = ~ωa1b|a1〉〈a1|+ ~ωa2b|a2〉〈a2|+ ~(ωcb + ν0)|c〉〈c|

+
∑

k

~ωkb̂
†
kb̂k + ~Ω1

(|a1〉〈c|+ |c〉〈a1|
)

+ ~Ω2

(|a2〉〈c|+ |c〉〈a2|
)
, (3.12a)
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Figure 3.1: Atomic transitions in the dressed state picture.

H(1) = ~
∑

k

[
g

(1)
k

(
b̂†k + b̂k

)(|a1〉〈b|+ |b〉〈a1|
)

+ g
(2)
k

(
b̂†k + b̂k

)(|a2〉〈b|+ |b〉〈a2|
)]

,

(3.12b)

where H(0) is the bare Hamiltonian of the atom the vacuum modes and the driven

transition between upper levels and H(1) describes the interaction of the atom and

the vacuum modes. The interactions of the driven transitions through vacuum modes

are neglected. The frequency differences between |a1〉, |a2〉, |c〉, and |b〉 are labeled by

ωa1b, ωa2b and ωcb, respectively. Here b̂k(b̂
†
k) is the annihilation (creation) operator of

the vacuum mode k with frequency ωk, Ω1(Ω2) is the Rabi frequency of the coupling

between |a1〉(|a2〉) and |c〉 through the coherent driving field, and g
(1)
k (g

(2)
k ) describes

the vacuum-induced coupling between |a1〉(|a2〉) and |b〉.
Digonalizing H(0), we arrive at the characteristic equation

x3
n − x2

n(∆1 + ∆2)− xn[Ω2
1 + Ω2

2 −∆1∆2)] + ∆1Ω
2
2 + ∆2Ω

2
1 = 0, (3.13)
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where ∆1 = (ωa1b − ωcb) − ν0 and ∆2 = (ωa2b − ωcb) − ν0 are the detunings of the

driving field. We assume, for simplicity, that

∆1Ω
2
2 + ∆2Ω

2
1 = 0 , (3.14)

then the three eigenstates are

|0〉 = N0

(
Ω2|a1〉 − Ω1|a2〉 − Ω2

Ω1

∆1|c〉
)

, (3.15a)

|±〉 = N±

[
Ω1

(
µ± ω12

2

)
|a1〉+ Ω2

(
µ∓ ω12

2

)
|a2〉 ± (Ω2

1 + Ω2
2)|c〉

]
. (3.15b)

Here

µ =

√
Ω2

1 + Ω2
2 +

ω2
12

4
. (3.16)

The energy difference between the two upper levels is denoted as ω12 = ωa1b − ωa2b.

N0 and N± are the normalization constants. The corresponding energies are

E0 = ~(ωcb + ν0), (3.17a)

E± = ~
(

ωcb + ν0 +
∆1 + ∆2

2
± µ

)
. (3.17b)

In the dressed state basis, the Hamiltonian can be rewritten as

H(0) =
∑

α=0,±
~ωi|i〉〈i|+

∑

k

~ωkb̂
†
kb̂k , (3.18a)

H(1) =
∑

i=0,±
~gk,i

(
b̂†k + b̂k

)(|i〉〈b|+ |b〉〈i|) , (3.18b)
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where ~ωi ≡ Ei, and

gk,0 = N0

(
Ω2g

(1)
k − Ω1g

(2)
k

)
, (3.19a)

gk,± = N±

[
Ω1

(
µ± ω12

2

)
g

(1)
k + Ω2

(
µ∓ ω12

2

)
g

(2)
k

]
. (3.19b)

We then follow the unitary transformation method [46, 47] and include the influ-

ence of the counter-rotating terms while transforming the Hamiltonian to the RWA

form. After removing the free-electron self-energy, the whole transformed Hamilto-

nian H ′, to the second order of gk, can be written as

H ′ =
∑

i=b,0,±
~ω′i|i〉〈i|+

∑

k

~ωkb̂
†
kb̂k +

∑

k

∑
j=0,±

~Vk,j

(
|b〉〈j|b†k + |j〉〈b|bk

)

+

i6=j∑
i,j=0,±

~ηij(|j〉〈i|+ |i〉〈j|) , (3.20)

where Vk,j ≡ 2gk,jξk,j

ωk
ωjb and ~ω′i = ~ωi + ∆E

(i)
nd . Here

∆E
(i)
nd = ~

g2
k,i

ωk

ωib(ωib − ωk)

(ωk + ωib)2
, i ∈ {0,±} (3.21a)

∆E
(b)
nd =

∑
i=0,±

~
g2

k,i

ωk

ωib(ωib + ωk)

(ωk + ωib)2
, (3.21b)

denote the non-dynamic shifts and

ηij =
∑

k

gk,igk,j

ωk

2ωibωjb − ωk(ωib + ωjb)

2(ωib + ωk)(ωjb + ωk)
(3.22)

arises from the virtual photon process i ↔ b ↔ j.
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In the interaction picture

V =
∑

k

∑
j=0,±

~Vk,j

{
|b〉〈j|b†k exp[−i(ω′jb − ωk)t] + |j〉〈b|bk exp[i(ω′jb − ωk)t]

}

+

i6=j∑
i,j=0,±

~ηij

[
|j〉〈i| exp(iω′jit) + |i〉〈j| exp(−iω′jit)

]
. (3.23)

The state vector at time t can be written as

Ψ(t) =
∑

i=0,±
ai(t)|i〉|{0}〉+

∑

k

βk(t)|b〉|1k〉 . (3.24)

The corresponding evolution equations are

iȧi(t) =

j 6=i∑
j=0,±

aj(t)ηij exp(−iω′jit) +
∑

k

βk(t)Vk,i exp[i(ω′ib − ωk)t] , (3.25a)

iβ̇k(t) =
∑

i=0,±
ai(t)Vk,i exp[−i(ω′ib − ωk)t] . (3.25b)

Integrating the equation for βk, and then substituting into the equation for ai, we

have

ȧi(t) = −
∑

k

Vk,i exp[i(ω′ib − ωk)t]
∑

j

Vk,j

∫ t

0

dt′ exp[−i(ω′jb − ωk)t
′]aj(t

′)

−i

j 6=i∑
j=0,±

ηij exp(−iω′jit)aj(t) . (3.26)

We can simplify the equation above by using the Markov approximation in the

long time limit, which gives

ȧi = −κiai −
j 6=i∑

j=0,±
κij exp(iω′ijt)aj(t) , (3.27)
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where κi =
∑

k V 2
k,i

[
−iP 1

ωk−ω′ib
+ πδ(ωk − ω′ib)

]
= 1

2
γi + i∆E

(i)
dyn with

γ0 = N2
0 [γa1Ω

2
2 + γa2Ω

2
1 − 2p

√
γa1γa2Ω1Ω2] , (3.28a)

γ± = N2
±[γa1Ω

2
1(µ±

ω12

2
)2 + γa2Ω

2
2(µ∓

ω12

2
)2

− 2p
√

γa1γa2Ω1Ω2(µ
2 − ω2

12

4
)] , (3.28b)

and κij =
∑

k Vk,iVk,j

[
−iP 1

ωk−ω′jb
+ πδ(ωk − ω′jb)

]
= 1

2
γij + i∆E

(ij)
dyn + iηij, with

γ0± = N±N0

{
Ω1Ω2

[(
µ± ω12

2

)
γa1 −

(
µ∓ ω12

2

)
γa2

]

+ p
[
−Ω2

1

(
µ± ω12

2

)
+ Ω2

2

(
µ∓ ω12

2

)]√
γa1γa2

}
, (3.29a)

γ+− = N+N−

{(
µ2 − ω2

12

4

) [
Ω2

1γa1 + Ω2
2γa2

]

+ pΩ1Ω2

[(
µ +

ω12

2

)2

+
(
µ− ω12

2

)2
]√

γa1γa2

}
. (3.29b)

Here p denotes the alignment of the matrix elements of the two dipole moments and

is given by

p =
~pa1b · ~pa2b

|~pa1b||~pa1b| . (3.30)

Note that if we replace ηij = 0, ∆E
(i)
dyn = ∆E

(ij)
dyn = 0, we get the previous result

under the RWA [14, 18]. Since the dynamic energy shifts are now correlated with

the decay rates, we would expect quantum interference effects resulting from the

dynamic energy shifts. In addition, the couplings between the high dressed levels

introduced by the virtual-photon processes will also lead to interference phenomena.

We can redefine the amplitudes as a+ = ã+eiω′+0t, a0 = ã0 and a− = ã−eiω′−0t, the
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evolution equations are

˙̃a+ = −(κ+ + iω′+0)ã+ − κ+0ã0 − κ+−ã− , (3.31a)

˙̃a0 = −κ0ã0 − κ0+ã+ − κ0−ã− , (3.31b)

˙̃a− = −(κ− + iω′−0)ã− − κ−+ã+ − κ−0ã0 . (3.31c)

If we want to have a nonzero upper level population at t = ∞, we need a nonzero

steady-state solution, which means detM = 0, where

M =




κ+ + iω′+0 κ+0 κ+−

κ0+ κ0 κ0−

κ−+ κ−0 κ− + iω′−0




. (3.32)

If we have the condition |p| = 1 and

Ω1

Ω2

= p

√
γa1

γa2

, (3.33)

then γ0 = 0, and at the same time γ0± = 0. Thus, under the RWA, κ±0 = κ0± = κ0 =

0, so detM = 0. Therefore, if the initial state has a portion of state |0〉, a significant

amount of population can be trapped in the upper levels provided the driving field

is strong enough [18]. One can find that, if the counter-rotating terms are kept in

the Hamiltonian, we will have the same condition for elimination of spontaneous

emission from level |0〉, see the Appendix C.

The solutions for ãi are now given by

ãi(t) =
3∑

j=1

αije
−λjt , (3.34)
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where the λj’s are the three roots of the secular equation corresponding to the matrix

M . The coefficients αij are determined by the initial condition of the atomic state.

The probability amplitude βk(∞) of the atom being in the lower state with one

photon emitted is given by

βk(t) = −i
∑

i=0,±

∫ t

0

dt′ai(t
′)Vk,i exp[−i(ω′ib − ωk)t

′]

= −i
∑

i=0,±

∫ t

0

dt′
3∑

j=1

αije
−λjt′+iω′i0tVk,ie

−i(ω′ib−ωk)t′

= −i
∑

i=0,±

∫ t

0

dt′
3∑

j=1

αijVk,ie
−λjt′−i(ω′b0−ωk)t′ . (3.35)

The spontaneous emission spectrum is proportional to |βk(t = ∞)|2 [2], with

βk =
3∑

j=1

i
∑

i=0,±(Vk,iαij)

−λj + iδk

, (3.36)

where δk = ωk − ω′b0.

3.3.3 Results

By adding the driving field, the survival probability of the atomic levels can

be controlled. The population evolution of the upper levels for the cases with and

without the driving field is shown in figure 3.2. As shown in figure 3.2(a), the

dynamic energy shifts and the coupling terms ηij introduce an oscillation between

the two upper levels |a1〉 and |a2〉. Once the driving field is added, it brings the

oscillations from |a1〉 and |a2〉 to level |c〉. Note that the two Rabi oscillations

have the same phase. Meanwhile, they also show interference through the dynamic

energy shifts. Since the driving field establishes a channel to reach state |c〉, we also

observe a population in state |c〉; see figure 3.2(b). As the driving field is increased,
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Figure 3.2: Evolution of the population with a1(0) = a2(0) = 1/
√

2. The parameters
are ωa1b = 104γa1 , ∆1 = −∆2 = 5γa1 , and γa2 = γa1 . The driving fields are (a)
Ω1 = Ω2 = 0, (b) Ω1 = Ω2 = 1.5γa1 , and (c) Ω1 = Ω2 = 5γa1 .
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Figure 3.3: Spontaneous emission spectrum for a1(0) = a2(0) = 1/
√

2. The parame-
ters are ωa1b = 104γa1 and ω12 = γa2 = γa1 . Red dashed line, Ω1 = Ω2 = 0; blue solid
line, Ω1 = Ω2 = γa1 .
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Figure 3.4: Evolution of the population in the upper levels for a1(0) = a2(0) = 1/
√

2.
The parameters are ωa1b = 104γa1 , ∆1 = −∆2 = 5γa1 , Ω1 = Ω2 = 5γa1 , and γa2 = γa1 .

the population evolution pattern is mainly determined by oscillations from |a1〉 to

|c〉 and |a2〉 to |c〉 with oscillation between |a1〉 and |a2〉 because the energy shifts

are small perturbations; see figure 3.2(c). The spectrum is reshaped, as shown in

figure 3.3.

As we expect, the model also provides us a test for the effect of counter-rotating

terms at the time scale of the spontaneous emission [98]. In figure 3.4 we depict

the population evolution of a1 and a2 for the cases with and without the energy

shifts. We find that the counter-rotating terms play a significant role at the time

scale of 1/γa1 . Here although the trapping conditions equations (3.14) and (3.33)

hold with the parameters chosen in figure 3.4, there is no population trapped in

the upper levels. This is because the initial state (1/
√

2)(|a1〉 + |a2〉) is orthogonal

to the dressed state |0〉. The spectrum is also influenced. In figure 3.5, we show
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Figure 3.5: Spontaneous emission spectrum. The parameters are ωa1b = 104γa1 , (a)
Ω1 = Ω2 = ∆1 = −∆2 = γa2 = γa1 , (b) Ω1 = ∆1 = γa2 = γa1 , ∆2 = −4γa1 ,
Ω2 = 2γa1 . The atom is initially in level |a1〉 for (a) and (1/

√
2)(|a1〉+ |a2〉) for (b).

the spectrum of the emitted photon with the atom initially prepared in state a1. In

figure 3.5(a), the trapping conditions equations (3.14) and (3.33) are fulfilled, and we

observe elimination of the spontaneous emission for the center peak. In figure 3.5(b),

the trapping condition equation (3.33) is not satisfied, and the center peak remains

there. For both cases, we observe differences between the RWA and non-RWA results.

One has to note that the differences are due only to the dynamic energy shifts, as

the effects of non-dynamic shifts were removed when we defined δk = ωk − ω′b0.

The most interesting feature of this four-level driving system is that the effect of

the dynamic shift can be captured even if the transition matrices between the two

upper levels a1, a2 and the ground level b are orthogonal. In the previous study of a

V-type three level system, it has been shown that the virtual photon process between

the two upper levels through the ground level can induce the dynamic energy shift.
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Figure 3.6: Evolution of the population in the upper levels when the two dipoles are
orthogonal. The initial state is (1/

√
2)(|a1〉+|a2〉). The parameters are ωa1b = 104γa1 ,

∆1 = −∆2 = 5γa1 , γa2 = γa1 . The driving fields are (a) Ω1 = Ω2 = 2γa1 and (b)
Ω1 = Ω2 = 0.
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Figure 3.7: Spontaneous emission spectrum when the two dipoles are orthogonal.
The parameters are ωa1b = 104γa1 , Ω1 = Ω2 = ∆1 = −∆2 = γa2 = γa1 . The atom is
initially in level |a1〉.

65



This shift influences the spectrum of the spontaneous emission from the upper levels.

However, this process requires two non-orthogonal transition matrices between the

upper levels and the lower level, see figure 3.6(b). If the two dipoles are orthogonal,

the virtual-photon processes a1 → b → a2 can not happen. So the energy shifts do not

exist. In contrast to this scenario, the dynamic energy shifts still survive in our model.

This is because the virtual-photon processes a1 → b → a1 and a2 → b → a2 can

introduce couplings between the three dressed upper levels. Therefore, the dynamic

energy shifts are non-zero even if the two original transition matrices ~pa1b and ~pa2b

are orthogonal. See figure 3.6(a) for the population in the upper levels and figure 3.7

for the spectrum.

3.3.4 Experiment proposal

Now let us discuss the possible experimental realization of our scheme. We choose

87Rb to realize our four-level atomic diagram. We first consider the case with parallel

dipoles. As in the level diagram proposed in Ref. [98], the levels |5P3/2, F = 2,mF =

0〉 and |5P3/2, F = 1,mF = 0〉 of 87Rb can be chosen as the two upper levels |a1〉 and

|a2〉. The 5S1/2 states can be regarded as the ground state |b〉. As the lifetime of

the 5D levels is much longer than that of the 5P levels, we can choose |5D3/2, F =

2,mF = 1〉 as level |c〉 and neglect its spontaneous emission. For the case to two

orthogonal dipoles, the upper levels |a1〉 and |a2〉, the lower level |c〉 and the ground

state |b〉 can be chosen as |a1〉 = |5P3/2, F = 1,mF = 0〉, |a2〉 = |5P3/2, F = 1,mF =

1〉, |c〉 = |5S1/2, F = 2,mF = 1〉, and |b〉 = |5S1/2, F = 1,mF = 1〉, respectively.

With the selected states, the electric dipole transitions between the two upper levels

a1 and a2 and the lower level c are much weaker than the transitions between the two

upper levels a1 and a2 and the ground state b. Therefore, the spontaneous emissions

from states a1 and a2 to state c can be neglected. We can use the Zeeman effect to
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select the spectrum corresponding to the relevant transitions. In order to eliminate

the Doppler broadening, cold atoms in a magneto-optical trap would be required.

3.3.5 Summary

We studied the quantum interference resulting from energy shifts and its influence

on the decay rates and emission spectrum of a four-level atomic system. The effects

of counter-rotating terms and the self-energy are included in the dynamic evolution

equations by a unitary transformation method. We show that the counter-rotating

terms, which are normally neglected in the usual investigation of atomic systems,

do produce a significant influence on the evolution of the atomic amplitudes and

the emission spectrum. In contrast to the three-level scheme [98], here the effect of

counter-rotating terms can be observed in the time scale of the decay rate even when

the dipole moments of the two upper levels are orthogonal to each other.

3.4 Effect of counter-rotating terms on the spontaneous emission in an anisotropic

photonic crystal

3.4.1 Motivation

Various photonic crystal models have been investigated theoretically [92, 96,

99, 100, 101, 102, 103] and experimentally [104, 105, 106]. Among these models is

the study of spontaneous emission of a two level atom within a three-dimensional

anisotropic photonic crystal under the RWA [92]. The properties of the radiation

field, in such photonic crystal, depend on the relative position of the atomic transition

frequency and the band edge of the photonic crystal. It is shown that there exist

two characteristic atomic transition frequencies. Here one can see three different and

distinct regions; (a) above these two frequencies, the emission is purely a propagating

wave, (b) a localized field below them, (c) while it is a purely diffusion field between

the two frequencies. Clearly, there is no coexistence of localized and propagating
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fields. This remark is quite different when it comes to the one-dimensional photonic

crystals as they have different density of states [94, 95, 96, 97, 107]. For an anisotropic

band gap structure, the density of state is proportional to (ωk − ωc)
1/2. In contrast,

it is proportional to (ωk − ωc)
−1/2 for an isotropic band gap structure and leads to a

singularity at the band edge.

Here we not only study the usual spontaneous emission of a two level atom that

is embedded in a three-dimensional anisotropic photonic crystal but also considering

the with the full counter-rotating terms. The behavior of the emission is similar

to the RWA case, i.e., the localized and propagating fields are also separated by

two characteristic atomic transition frequencies. However, this two characteristic

frequencies are shifted due to the full Lamb shift which is obtained without making

RWA.

3.4.2 Model and calculation

We consider a two-level atom coupled to the radiation field in an anisotropic

photonic crystal. The excited and ground energy levels of the atom are label as |1〉
and |0〉 respectively. The band edge frequency ωc of the photonic crystal is chosen

to be near the atomic transition frequency ω1. Without making the RWA, the full

Hamiltonian of the system is

Ĥ = ~ω1|1〉〈1|+
∑

k

~ωkb
†
kbk + ~

∑

k

gk(b
†
k + bk)(|0〉〈1|+ |1〉〈0|) , (3.37)

After employing the unitary transformation method, the transformed Hamiltonian

takes the form

Ĥ = ~(ω1 + ∆ω
(1)
ndy)|1〉〈1|+ ∆ω

(0)
ndy|0〉〈0|+

∑

k

~ωkb
†
kbk
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+~
∑

k

Vk(b
†
k|0〉〈1|+ bk|1〉〈0|) , (3.38)

where the non-dynamic energy shifts are

∆ω
(1)
ndy =

∑

k

g2
k

ωk

ω1(ω1 − ωk)

(ωk + ω1)2
, (3.39a)

∆ω
(0)
ndy =

∑

k

g2
k

ωk

ω1(ω1 + ωk)

(ωk + ω1)2
, (3.39b)

and

Vk =
2ω1gk

ωk + ω1

. (3.40)

Here we have removed the self-energy of the free electron due to the vacuum fluctu-

ations in the non-dynamic shifts.

The dispersion relation in an anisotropic photonic crystal is modified by the

periodic dielectric structure. An anisotropic band gap structure is formed on the

surface of the the first Brillouin zone of the reciprocal lattice space. The band edge

is associated with several symmetry-related points ki
0. Near each ki

0, the dispersion

relation can be approximated as

ωk = ωc + A|k− ki
0|2 . (3.41)

The atom is assumed to be initially in the excited state |1〉 and the radiation field

is in the vacuum state. The state vector of the system at an arbitrary time t is

|ψ(t)〉 = A(t)e−i(ω1+∆ω
(1)
ndy)t|1, {0}〉+

∑

k

Bk(t)e
−i(ωk+∆ω

(0)
ndy)t|0, {1k}〉 . (3.42)

From the Schrödinger equation, we obtain the the following differential equations for
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the amplitudes A(t) and Bk(t),

∂

∂t
A(t) = −

∑

k

Vke
−i(ωk−ω′1)tBk(t) , (3.43a)

∂

∂t
Bk(t) = Vke

i(ωk−ω′1)tA(t) . (3.43b)

Here ω′1 = ω1 + ∆ω
(1)
ndy −∆ω

(0)
ndy is the shifted atomic transition frequency.

After making the Laplace transform, we obtain the Laplace transform Ã(p) for

the amplitude A(t),

Ã(p) = (p + Γ)−1 , (3.44)

with

Γ =
∑

k

V 2
k

p + i(ωk − ω′1)

=
(ω1d1)

2

16π3ε0~

∫
dk

1

ωk[p + i(ωk − ω′1)]

( 2ω1

ω1 + ωk

)2[
1− (k · ud)

2

k2

]
. (3.45)

Here we convert the mode sum over the transverse plane wave into integral, i.e.,
∑

k → [V/(2π)3]
∫

dk. Due to the anisotropy, the integration over k has to be

carried out around the direction of each kj
0. The angle between the atom dipole

vector and the kj
0 is θj. In addition, we can extend the integration over k to infinity

since the frequencies far away form the band edge do not contribute significantly.

Detailed calculation is given in Appendix: D.1. We then have

Γ = −2iβ3/2ω2
1

[√
ωc + 2

√
ω1 + ωc +

√
−ip− (ω′1 − ωc)

]
/
{

(
√

ωc +
√

ω1 + ωc)
2

[√
ω1 + ωc

√
ωc +

√
−ip− (ω′1 − ωc)

] [√
ω1 + ωc +

√
−ip− (ω′1 − ωc)

]2 }−1

,

(3.46)
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with β3/2 = [(ω1d1)
2/8πε0~A3/2]

∑
j sin2 θj. Note here that, in order to ensure the

integral in the above equation to be meaningful, the phase angle of
√
−ip− (ω′1 − ωc)

has been defined within (−π/2, π/2).

The amplitude A(t) is given by the inverse Laplace transform,

A(t) =
1

2πi

∫ σ+i∞

σ−i∞
A(p)eptdp =

1

2πi

∫ σ+i∞

σ−i∞

ept

p + Γ
dp , (3.47)

where the real number σ is chosen so that all the singularities of the function A(s)

lies to the left of the line s = σ in the Bromwich integral.

Following the residue theorem, we have

A(t) =
∑

j

ex
(1)
j t

F ′(x(1)
j )

+
∑

j

ex
(2)
j t

G′(x(2)
j )

+
1

2πi

ω′1ci+0∫

ω′1ci−∞

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc−i
√

x+(ω′1−ωc))
√

ω1+ωc(
√

ωc+
√

ω1+ωc)2·(√ωc−i
√

ix+(ω′1−ωc))(
√

ω1+ωc−i
√

ix+(ω′1−ωc))2

dx

− 1

2πi

ω′1ci+0∫

ω′1ci−∞

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc+
√
−ix−(ω′1−ωc))

√
ω1+ωc(

√
ωc+

√
ω1+ωc)2·(√ωc+

√
−ix−(ω′1−ωc))(

√
ω1+ωc+

√
−ix−(ω′1−ωc))2

dx .

(3.48)

The details of the calculation are given in Appendix D.2. Here the functions

F (x) and G(x) are defined in equations (D.4) and (D.6), where x
(1)
j are the root

of the equation F (x) = 0 in the region [Re(x) > 0 or Im(x) > ω′ic] as shown in

figure D.1(a), and x
(2)
j are the root of equation G(x) = 0 in the region [Im(x) < ω′ic

and Re(x) < 0] as shown in figure D.1(b).
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With the solved atomic amplitudes, the emitted field E(r, t) can be calculated as

E(r, t) =
ω1d1

16π3ε0

E0(r, t)

∫
e−i(ωqt−q·r)

[∫ t

0

A(t)ei(ωq−ω1)t′dt′
]

dq , (3.49)

where E0(r, t) =
∑

i e
iki

0·r[u1 − ki
0(k

i
0 · u1)/(k

i
0)

2].

3.4.3 Results

3.4.3.1 Emitted field

As expected from equation (3.48), the dynamical properties of the emitted field

is strongly related to the roots x
(1)
j and x

(2)
j . We can find from equations (D.4) and

(D.6) that the properties of these roots depend on the relative positions of the upper

level of the atom and the band edge. Numerical studies reveal that there exists two

characteristic frequencies of the relative positions Ω1 and Ω2 (Ω1 < Ω2). In region I

(ω1 < Ω1), only one purely imaginary root x(1) exists for F (x) = 0 in the contoured

area as shown in figure D.1(a) while there is no root x(2) for G(x) = 0 in the contoured

area as shown in figure D.1(b). In region II (Ω1 ≤ ω1 ≤ Ω2), there is no root for

both x(1) and x(2) in the defined contoured areas. In region III (ω1 > Ω2), there is

no root for x(1) while one and only one complex root with a negative real part exists

for x(2). The properties of the roots are the same as in the case when RWA is made.

Therefore, upon substituting equation (3.48) into equation (3.49) and following the

discussion in Ref. [92], we can write the radiation field as the sum of three parts

E(r, t) = El(r, t) + Ep(r, t) + Ed(r, t) . (3.50)

Here El(r, t) comes from the purely imaginary root for x(1). Thus it is a localized

field which exists only if ω1 < Ω1. The complex root with a negative real part for

x(2) results in a propagating field as denoted by Ep(r, t). It exists only if ω1 > Ω2. So
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Figure 3.8: The squared amplitude of the localized mode and the propagating mode
as function of detuning of resonant frequency from photonic band edge ω1c with
ωc = 200β. The top figure corresponds to the case with RWA. The bottom figure
corresponds to the case without making RWA. The three ranges I, II and III corre-
spond to the localized modes, diffusion modes and propagating modes, respectively

the localized field and propagating field can not coexist. The diffusion field Ed(r, t)

comes from the third and fourth terms in equation (3.48). Note that although the

behavior of the radiation field is the same as the case when RWA is assumed, the

positions of the two characteristic frequencies Ω1 and Ω2 are different. Therefore,

the regions of the localized, diffusion and propagating field are shifted, as shown in

figure 3.8, which will be explained later.

3.4.3.2 Population in the upper level

The evolution of the population in the excited state is

P (t) = |A(t)|2 . (3.51)
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As discussed in Ref. [92], the propagating and localized field can not coexist in the

anisotropic crystal, and the diffusion field is negligibly small when propagating or

localized field exists. Therefore, there is no interference and the population in the

upper level has no quasi-oscillation. If the emission is a localized field, it dresses the

atoms to form a dressed state and leads to a fractionalized steady-state population

in the upper level. If only the diffusion field exists, the upper level decays in the

manner of a power law. However, if we have only the propagating field, the upper-

level population decays exponentially. As shown in figure 3.8, if we take into account

the effect of the counter-rotating terms, the regions of the localized, diffusion and

propagating fields are shifted with respect to the detuning ω1c.

We, therefore, expect a different behavior for the population in the upper level.

When ω1c = 0.041436β, the detuning lies in region I in figure 3.8(a) while it lies

in region II in figure 3.8(b). So if we include the counter-rotating terms in the

Hamiltonian, only diffusion field exists, while RWA predicts a localized field. Con-

sequently, the population in the upper level goes to a constant under RWA, while

non-RWA term leads to a power law decay, see figure 3.9(a). When ω1c = 0.055β,

the detuning lies in region I in figure 3.8(a) while lies in region III in figure 3.8(b).

Therefore, the emission is localized if we make RWA, while non-RWA terms predict a

propagating field. Therefore the population shows different behaviors: nondecaying

under RWA and exponentially decaying if RWA is not made, see figure 3.9(b). When

ω1c = 0.07072β, the detuning lies in region II in figure 3.8(a) while lies in region III in

figure 3.8(b). We expect a diffusion field under RWA and a propagating field without

RWA. Correspondingly, the population in the upper level decays polynomially under

RWA and exponentially without RWA, see figure 3.9(c).

When time goes to infinity the population in the upper-level can survive only if

the emission is a localized field. The steady state atomic population can be obtained
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Figure 3.9: The time evolution of the upper-level population with ωc = 200β. figure
(a) ω1c = 0.041436β, (b) ω1c = 0.055β, and (c) ω1c = 0.07072β, respectively.
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Figure 3.10: The steady-state atomic population in the upper level with respect to
the detuning with ωc = 200β.
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as

Psteady =

∣∣∣∣
1

F ′(x(1))

∣∣∣∣
2

. (3.52)

We expect, from figure 3.8, that there is a shift of the steady-state population with

respect to the detuning ω1c if we consider the effect of the counter-rotating terms,

see figure 3.10.

3.4.3.3 Lamb shift

From the dispersion relation equation (3.41), the density of the field modes is 0

for ωk < ωc. So a naive guess is that ω1 = ωc is a characteristic point for the behavior

of the emission field. If ω1 < ωc, the field should be localized. When ω1 > ωc, the

localized field disappears.

However, the strong interaction between the atom and the field shifts the atomic

energy levels. When RWA is made, the second order perturbation energy shift is

∆ERWA =
∑

k

|〈0, {1k}|HRWA
I |1, {0}〉|2

~(ω1 − ωk)
=

∑

k

~g2
k

ω1 − ωk

. (3.53)

When ω1 = ωc = 200β, and substitute for ωk from the dispersion relation equa-

tion (3.41), we obtain this shift ∆ERWA = −0.0707~β. This shift pushes down the

actual transition frequency by an amount of 0.0707β (See Appendix: D.3 for de-

tailed calculations). Therefore, the field is still localized even if the atomic transition

frequency lies above the band edge of the photonic crystal until ω1c exceeds 0.0707β.

However, this energy shift obtained under RWA is not the whole Lamb shift,

because it does not include the shift from the counter-rotating terms. When the

counter-rotating terms are included in the Hamiltonian, the transformed Hamiltonian

contains non-dynamic energy shifts. In addition, the interaction constant is rescaled
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and the interaction Hamiltonian is HI = ~
∑

k Vk(b
†
k|0〉〈1| + bk|1〉〈0|). In this case,

the total Lamb shift is given by [47, 98]

ELamb = ∆Endy + ∆Edyn

= ~(∆ω
(1)
ndy −∆ω

(0)
ndy) +

∑

k

|〈0, {1k}|HI |1, {0}〉|2
~(ω1 − ωk)

=
∑

k

2~g2
kω1

ω2
1 − ω2

k

. (3.54)

The shift is ∆ELamb = −0.0414~β. The frequency difference between the atomic

transition and the gap edge ω1c ≈ 0.0414β, which coincides with figure 3.8(b), is a

characteristic frequency for the behavior of the emission field. The Lamb shift due

to the strong virtual atom-photon interaction results in the peculiar fact that the

radiation filed is still localized when the atomic frequency is above the band edge

of the photonic crystal until the amount of 0.0414β. In the region 0.0414β < ω1c <

0.0707β, the emission is a propagating mode, which would be a localized mode under

RWA.

3.4.4 Summary

We have studied the spontaneous emission of a two-level atom in an anisotropic

photonic crystal without making RWA. Similar to the RWA case, there exists two

characteristic transition frequencies. Below the two frequencies, the localized field

exists while a propagating field shows up above the two frequencies. The localized

radiation field exists even if the atomic transition frequency is above the band edge

of the photonic crystal. And the localized field cannot coexist with the propagat-

ing field. In comparison with the RWA case, the two characteristic frequencies are

shifted.
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3.5 Control of Lamb shift by a driving field

3.5.1 Motivation

Lamb shift is one of the most important quantum electrodynamics effects in

atom physics and quantum optics [108]. The energy level shift in hydrogen due to

the virtual photon processes measured first by Willis Lamb stimulated the study of

the renormalized quantum field theory and confirmed the existence of the quantum

vacuum. It was realized early through the work of Bethe [109] that most of the

Lamb shift can be explained within the nonrelativistic quantum electrodynamics.

There are a number of approaches to the calculation of the Lamb shift. One such

approach is due to Feynman [110] and is beautifully reviewed by Milonni [111]. In

this approach, it is argued that the presence of an atom inside a box leads to a change

of the resonant frequencies from ωk to ωk/n(ωk) where n(ωk) is the refractive index

at ωk. This leads to a change of the zero point energy due to the presence of the

atom and the calculated change of the energy corresponds to the Lamb shift.

This motivates us to consider a situation where the refractive index n(ωk) can be

controlled by an external driving field and hence we can coherently control the Lamb

shift. Such a situation can for example be realized in a coherently driven system such

as in electromagnetically induced transparency [112, 113]. Coherent atomic effects is

a hot area of research in quantum optics and have led to a number of interesting and

counterintuitive phenomena, such as correlated emission laser [114, 115], lasing with-

out inversion [11, 12, 116] and suppression of atomic decay by spontaneous emission

[14].

Here we consider a system where a coherently driven atom can lead to a co-

herently controlled Lamb shift. It is well known that in order to get the correct

Lamb shift we have to include the effect of counter-rotating terms in the interaction
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Figure 3.11: The atom configuration.

Hamiltonian between the atom and the electromagnetic vacuum field. In the regular

approach of dealing with the quantum interference phenomenon rotating wave ap-

proximation(RWA) is often made. We apply the unitary transformation method to

a laser driven atomic system and show how the Lamb shift can be affected by the

quantum interference between the two-photon channel of the original energy levels

and the new channels opened by the pumping laser. This sheds light on the feasibility

of coherently controlled Lamb shift by an extra driving laser.

3.5.2 Level shifts in a coherently driven atom

We consider a muti-level atom interacting with the electromagnetic (EM) vacuum

field as well as an extra laser field. As shown in figure 3.11, the levels |b〉 and |c〉
are coupled via a coherent driving field and we are mainly interested in the Lamb

shift of level |a〉. The two electric dipole allowed transitions within these three levels

are a ↔ b and c ↔ b, but the transition between |a〉 and |c〉 is considered to be

dipole forbidden due to the selection rules. We suppose here that Eb < Ec, and the
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transition matrix pab and pbc are perpendicular to each other. This is not difficult

to choose in real system. For example, in hydrogen atom, if we label the energy

levels as (n, l, m), with n being the principal quantum number, l being the orbital

quantum number and m being the magnetic quantum number, we can select |a〉,
|b〉, and |c〉 to be (2, 1, 1), (1, 0, 0) and (2, 1,−1) states, respectively. The laser field

AL(r, t) = AD(r) exp(−iωDt) is chosen to be parallel to pbc and is almost resonant

with the |b〉 and |c〉 transition, but with large detuning with respect to other levels.

So it is reasonable to suppose that the laser couples only levels |b〉 and |c〉. With the

Rabi frequency associated with the driving field defined as Ω = AD(r) ·pbc, the total

Hamiltonian of the atom, the vacuum field and the driving field is given as follows:

H = Ea|a〉〈a|+ Eb|b〉〈b|+ Ec|c〉〈c|+
∑

i6=a,b,c

Ei|i〉〈i|+
∑

k

~ωkb
†
kbk

+~Ω
[
exp(iωDt)|b〉〈c|+ |c〉〈b| exp(−iωDt)

]

+
∑

k

~gk,cb

(
b†k + bk

)(|b〉〈c|+ |c〉〈b|) +
∑

k

~gk,ab

(
b†k + bk

)(|a〉〈b|+ |b〉〈a|)

+
∑

n=a,b,c

∑

i6=a,b,c

∑

k

~gk,ni

(
b†k + bk

)(|n〉〈i|+ |i〉〈n|)

+
∑

i6=a,b,c

∑

j 6=a,b,c

∑

k

~gk,ij

(
b†k + bk

)(|i〉〈j|+ |j〉〈i|) . (3.55)

Here El is the energy for level |l〉, and b†k (bk) is the creation (annihilation) operator

of EM mode with frequency ωk (k including the polarization). Notice that we have

made RWA for the driving field induced coupling with |b〉 and |c〉.
In the above Hamiltonian, we have divided all the energy levels into two groups:

the three levels {|a〉, |b〉, |c〉} and other levels labeled as |i〉. Since the coupling

between the levels |b〉 and |c〉 is dominated by the strong coherent field and the

transition a ↔ c is forbidden, we can remove the terms in the fourth line (the in-

teraction between |b〉 and |c〉 coupled to the vacuum field) and part of the sixth
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line (the coupling between |b〉(|c〉) and the other levels). In addition, as we are in-

terested in the Lamb shift of the state |a〉, all terms in the last line (the coupling

within other levels) can also been neglected. We also make a unitary transformation

U0 = |a〉〈a|+ |b〉〈b|+ exp(−iωDt)|c〉〈c| with ωD = ωcb −∆, where ωcb = (Ec −Eb)/~

and ∆ is the detuning. The resulting Hamiltonian is

Heff = Ea|a〉〈a|+ Eb|b〉〈b|+ (~∆ + Eb) |c〉〈c|+ ~Ω (|b〉〈c|+ |c〉〈b|)

+
∑

i6=a,b,c

Ei|i〉〈i|+
∑

k

~ωkb
†
kbk +

∑

k

~gk,ab

(
b†k + bk

)(|a〉〈b|+ |b〉〈a|)

+
∑

i6=a,b,c

∑

k

~gk,ai

(
b†k + bk

)(|a〉〈i|+ |i〉〈a|). (3.56)

The analysis can be considerably simplified if we diagonalize the subspace corre-

sponding to the states |b〉 and |c〉. This yields the dressed states |b′〉 and |c′〉 with

energies and the corresponding states given by

Eb′ =Eb +
~
2

(
∆−

√
∆2 + 4Ω2

)
, (3.57a)

Ec′ =Eb +
~
2

(
∆ +

√
∆2 + 4Ω2

)
, (3.57b)

|b′〉 =




cos θ

− sin θ


 , |c′〉 =




sin θ

cos θ


 , (3.57c)

where

cos θ =

√√√√
(
∆ +

√
∆2 + 4Ω2

)2

(
∆ +

√
∆2 + 4Ω2

)2
+ 4Ω2

. (3.58)

In terms of the dressed states, the Hamiltonian equation (3.56) can be rewritten
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as

Heff = H ′
0 + H ′

1, (3.59a)

H ′
0 = Ea|a〉〈a|+ Eb′|b′〉〈b′|+ Ec′|c′〉〈c′|+

∑

i6=a,b′,c′
Ei|i〉〈i|+

∑

k

~ωkb
†
kbk, (3.59b)

H ′
1 =

∑

k

~gk,ab′
(
b†k + bk

)(|a〉〈b′|+ |b′〉〈a|) +
∑

k

~gk,ac′
(
b†k + bk

)(|a〉〈c′|+ |c′〉〈a|)

+
∑

i6=a,b′,c′

∑

k

~gk,ai

(
b†k + bk

)(|a〉〈i|+ |i〉〈a|), (3.59c)

where

gk,ab′ = gk,ab cos θ, gk,ac′ = gk,ab sin θ. (3.60)

Performing the unitary transformation and subtracting the free-electron self-

energy, the first order terms (of order gk), are given by

H ′′
1 =

∑
Eβ<Ea

∑

k

2gk,aβξk,aβ

ωk

(Ea − Eβ)
(
|β〉〈a|b†k + |a〉〈β|bk

)

+
∑

Eβ>Ea

∑

k

2gk,aβξk,aβ

ωk

(Eβ − Ea)
(
|a〉〈β|b†k + |β〉〈a|bk

)
. (3.61)

Here we choose the index β to describe the atomic levels in the new dressed basis

{a, b′, c′, ...}, and

ξk,aβ =
ωk

ωk + |Ea − Eβ|/~ . (3.62)

The second order terms are

H ′′
2 − Ese = −

∑

β 6=a

∑

k

~g2
k,aβ

ωk

(
2ξk,aβ − ξ2

k,aβ − 1− Eβ − Ea

~ωk

ξ2
k,aβ

)
|a〉〈a|
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−
∑

β 6=a

∑

k

~g2
k,aβ

ωk

(
2ξk,aβ − ξ2

k,aβ − 1− ξ2
k,aβ

Ea − Eβ

~ωk

)
|β〉〈β|

+Vnd . (3.63)

where Vnd contains the non-diagonal terms, |a〉〈β| (β 6= a) for the atom and b†kb
†
k′ ,

bkbk′ b†kbk′ and bkb
†
k′(k 6= k′) for the EM field. Since we are interested in the energy

and the decay rate of the single level, and the contribution of these non-diagonal

terms would be at least third order in gk and can be neglected, we drop Vnd in the

following calculation.

The summation
∑

k can be replaced by the integral:

∑

k

g2
k,aβ

ωk

h(ωk) =
2αp2

aβ

3π(mc)2

∫ ∞

0

dωkh(ωk), (3.64)

where h(ωk) is any function of ωk and α is the fine structure constant. Summarizing

over k, we have

H ′′
2 − Ese =

2α

3π(mc)2

[ ∑
Eβ<Ea

2p2
aβ~ωaβ +

∑

β 6=a

p2
aβ(Eβ − Ea) ln

ωc + ωaβ

ωaβ

]
|a〉〈a|

+
2α

3π(mc)2

∑
Eβ>Ea

[
2p2

aβ~ωaβ + p2
aβ(Ea − Eβ) ln

ωc + ωaβ

ωaβ

]
|β〉〈β|

+
2α

3π(mc)2

∑
Eβ<Ea

p2
aβ(Ea − Eβ) ln

ωc + ωaβ

ωaβ

|β〉〈β|, (3.65)

where ωaβ = |Eβ − Ea|/~ > 0 is the transition frequency between levels |a〉 and

|β〉. The transformed Hamiltonian can be written as HT = H ′′
0 + H ′′

1 , where H ′′
0 =

H ′
0 + H ′′

2 − Ese is the unperturbed part, and H ′′
1 in equation(13) represents the

perturbation.

The second-order perturbed energy of level a due to the transformed interaction
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Hamiltonian H ′′
1 is

∆E(a)
a =

∑

β

∑

k

|〈β, 1k|H ′′
1 |a, vac〉|2

Ea − Eβ − ~ωk

=
∑

Eβ<Ea

∑

k

4~g2
k,aβξ2

k,aβω2
aβ

ω2
k(ωaβ − ωk)

' − 2α

3π(mc)2

∑
Eβ<Ea

2p2
aβ~ωaβ , (3.66)

where |a, vac〉 corresponds to the atom in level a and no photon, and the intermediate

state |β, 1k〉 corresponds to the atom in level β and one photon in mode k. When

summing over k, we simplify the result using the fact that the UV cutoff ωc ≈ mc2

is much larger than the atomic level energy and get the second line.

Now the Lamb shift of level a is given by

ELamb
a = E ′′

a − Ea + ∆E(2)
a =

2α

3π(mc)2

∑

β 6=a

p2
aβ(Eβ − Ea) ln

ωc + ωaβ

ωaβ

' 2α

3π(mc)2

∑

β 6=a

p2
aβ(Eβ − Ea) ln

ωc

ωaβ

. (3.67)

In the last step, we utilize the fact that ωc ¿ ωaβ.

It is clear from comparison of equation (3.67) with the Lamb shift without the

driving field that the only difference between the two cases is that bases b and c are

shifted to the dressed bases b′ and c′ when adding the driving laser. The Lamb shift

is therefore changed accordingly, and the resulting change in the Lamb shift of level

a due to the addition of the driving field is therefore given by

∆ELamb
a =

2α

3π(mc)2

[
p2

ab′ (E
′
b − Ea) ln

ωc

|E ′
b − Ea| + p2

ac′ (E
′
c − Ea) ln

ωc

|E ′
c − Ea|

]

− 2α

3π(mc)2
p2

ab (Eb − Ea) ln
ωc

|Eb − Ea|

= χ

{
cos2 θ~

[
ωab − 1

2

(
∆−

√
∆2 + 4Ω2

)]
ln

ωab − 1
2

(
∆−√∆2 + 4Ω2

)

ωab
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+ sin2 θ~
[
ωab − 1

2

(
∆ +

√
∆2 + 4Ω2

)]
ln

ωab − 1
2

(
∆ +

√
∆2 + 4Ω2

)

ωab

}
,

(3.68)

where χ = 2αp2
ab/(3πm2c2). In the first line, the contribution proportional to p2

ac

is missing, as the coupling between level a and level c is dipole forbidden, p2
ac = 0.

This is the main result of this paper. Since this change of the Lamb shift depends on

the Rabi frequency and the detuning of the driving filed (mainly the Rabi frequency,

see figure 3.12), we can coherently control the Lamb shift by changing the laser field.

In particular, for those levels which initially have a zero Lamb shift (for example the

2P state for hydrogen atom), we can produce a tunable Lamb shift. In the case of

resonant driving field, ∆ = 0, we obtain cos2 θ = 1/2. The additional Lamb shift by

the driving field is then

∆ELamb
a =

1

2
χ~ωab

[(
1 +

Ω

ωab

)
ln

(
1 +

Ω

ωab

)
+

(
1− Ω

ωab

)
ln

(
1− Ω

ωab

)]
.

(3.69)

We note that in the above discussion, we do not make any assumption about the

energy relation between Ea and Eb(Ec), since the Lamb shift is due to the processes

of emission and reabsorption of the virtual vacuum photons between level |a〉 and

any other possible levels as long as the dipole moment is nonzero.

Next we suppose that level |b〉 is the ground state of the atom and Ea > E ′
c > E ′

b.

We study the influence on the decay rate of the level |a〉 of the driving filed. The

total Hamiltonian is HT = H ′′
0 +H ′′

1 and it is in the form of the RWA. There are two

decay channels for the electron in level |a〉, i.e., a → b′ and a → c′. The effective
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Figure 3.12: Additional Lamb shift by the driving field.

decay rate of the energy level |a〉 for a short time is [46]

γ(τ) = 2π

∫
dω

[
G′

ab′(ω)F (ω − ωab′ , τ) + G′
ac′(ω)F (ω − ωac′ , τ)

]
, (3.70)

where

G′
ai′(ω) =

2α

3π(mc)2

4ω2
ai′

(ω + ωai′)2
p2

ai′ω, (3.71)

F (ω − ωai′ , τ) = 2
sin2[

ω−ωai′
2

τ ]

πτ(ω − ωai′)2
, (3.72)

with i′ = b′, c′. If there is no driving field, Ω = 0, we have cos θ = 1. We then have

G′
ac′ = 0 and ωab′ = ωab, and the decay rate goes back to the same form as in [46].

In the long time limit, F (ω − ωai′ , τ) → δ(ω − ωai′), the decay rate is given by

γ(∆, Ω) = 2π
2α

3π(mc)2
p2

ab(cos2 θωab′ + sin2 θωac′). (3.73)
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If the driving field is at resonance, cos2 θ = 1/2, ωab′ = ωab − Ω, ωac′ = ωab + Ω, and

we obtain

γ(Ω) = 2π
2α

3π(mc)2
p2

abωab. (3.74)

In this case, the driving field has no effect on the decay rate. This coincides with the

result in [117], where the RWA of the coupling between the atom and vacuum field

is made at the beginning. This result can be understood from the observation that,

in the long time limit, the counter-rotating terms have no influence on the decay.

As we mentioned in the introduction, this problem is motivated by Feynman’s

derivation of the Lamb shift. In this interpretation, a dilute gas with N atoms per

unit volume in a box of volume V is considered [111]. Since the dimension of the box

determines the allowed wavelengths in the box, the frequencies would be effected

by the refractive index associated with the atomic gas, see figure 3.13. Thus the

presence of the atomic gas changes the zero-point field energy by

∆E =
∑

k

1

2

~ωk

n(ωk)
−

∑

k

1

2
~ωk

∼= −
∑

k

[
n(ωk)− 1

]1

2
~ωk, (3.75)

for n(ωk) ∼= 1, where n(ωk) is the refraction index of the atomic gas at ωk. For a

dilute gas of atoms in level |a〉,

n ∼= 1 +
4πN

3~
∑

l

ωal|dal|2
ω2

al − ω2
k

, (3.76)

where dal is a ↔ l transition dipole moment. Then by subtracting from this expres-

sion the change of the zero-point energy due to free electrons with the same density,

we can get an observable energy shift for the atomic level |a〉.
For the case of atom gas with the driving field considered above, we notice that
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Figure 3.13: Schematic of Feynman’s interpretation of the Lamb shift.

the refractive index of the gas with the atom in level |a〉 changes into

n′ ∼= n +
4πN

3~

( ∑

β=b′,c′

ωaβ|daβ|2
ω2

aβ − ω2
k

− ωab|dab|2
ω2

ab − ω2
k

)
. (3.77)

Thus the change of the zero-point energy due to the presence of the driving field is

given by

∆Ea = −
∑

k

~ωk

2

4πN

3~

( ∑

β=b′,c′

ωaβ|daβ|2
ω2

aβ − ω2
k

− ωab|dab|2
ω2

ab − ω2
k

)
. (3.78)

As the box contains only one atom, we have NV = 1. After summing over k and

recalling that |pal|2 = m2ω2
al|xal|2 = (m2ω2

al/e
2)|dal|2, we get the same Lamb shift as

derived above.

3.5.3 Summary

We studied the effect of the driving laser on the Lamb shift. First we change

the picture of the system from the bare atom and laser field to a dressed state.

Then a unitary transformation is made on the original Hamiltonian which is then

transformed into the form of RWA. We can directly show that the Lamb shift depends

on the Rabi frequency and the detunning of the driving field. This relation provides

a way to control the Lamb shift coherently.

88



4. SINGLE ATOM LOCALIZATION VIA RESONANCE FLUORESCENCE

PHOTON STATISTICS ∗

4.1 Introduction

The recent interest in mesoscopic and nanoscopic physics asks for an accurate

control of the position of the interacting components [118]. In particular, the meth-

ods to achieve high spatial resolution in position measurement via optical techniques

draw great attention [119]. Many schemes have been proposed to overcome the

well-known Rayleigh diffraction limit and achieve subwavelength localization of mi-

croscopic objects. One class of schemes is proposed to make use of the properties

of the far-field light emitted or scattered by the particles driven by a standing-

wave laser field. In these schemes, the position information of the atom is encoded

into the atomic dynamics via the position dependent standing-wave field intensity.

The observable for decoding the position information can be quadrature phases of

light fields [120, 121, 122], long-lived atomic states [123, 124], spontaneously emit-

ted light [125, 126, 127], absorption of probe light [128] or a combination of these

ideas [129]. It is also suggested to measure the distance between two adjacent two-

level atoms via the resonance fluorescence spectrum [130] and the intensity-intensity

correlation function [131].

We propose a scheme to localize a single atom fixed in a standing wave based on

the photon statistics in resonance fluorescence [52, 53, 54]. This scheme is different

from similar schemes where an atom with an extended wavefunction in the transverse

direction passes through a standing wave and is localized. Possible realizations of

∗Reprinted with permission from “Single-atom localization via resonance-fluorescence photon
statistics,” by Shuai Yang, M. Al-Amri, and M. Suhail Zubairy, 2012, Phys. Rev. A, vol. 85, p.
023831, copyright [2012] by American Physical Society.
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our present scheme include small clusters and atom impurities, etc. In such systems,

the atom can be viewed as a “point-like” particle and the atomic spread is not a

problem. The photon number statistics depends on the atom position through the

position related Rabi oscillations introduced by the standing wave field. So the

recorded photon number will provide us information of the position of the atom.

Furthermore, as the standing wave is a sinusoid function, the change of the Rabi

frequency at the nodes is sharp which means a tiny change of the position will cause

a dramatic response of the statistics. The accuracy of the localization would be high

close to the nodes. Motivated from this idea, we study the position distribution of a

two-level atom driven by a standing-wave field conditioned on the photon statistics

measurement of the resonance fluorescence. We note that the best localization occurs

when the atom is at the nodes of the standing-wave field which is complementary to

our previous scheme [125, 126, 127].

The section is organized as follows. In 4.2, we briefly introduce our scheme of

localizing a two-level atom. In 4.3, we present the photon statistics of the resonance

fluorescence from the driven two-level atom. In 4.4, we present the strategy and

accuracy of our localization scheme. Finally we present some concluding remarks in

4.5.

4.2 Localization scheme

We consider a two-level atom placed at some unknown position inside a standing-

wave field with wavelength λ. The field is along the x direction and interacts with

the atomic transition resonantly. The atom undergoes Rabi oscillations introduced

by the standing-wage driving field. The Rabi frequency is given by

Ω(x) = Ω0 sin kx , (4.1)
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where k = 2π/λ and Ω0 are the wave vector and maximal intensity of the standing-

wave driving field, respectively. The spontaneously emitted photons via resonance

fluorescence are recorded by a 4π detector. The photon statistics of the detected

photons depends on the position of the atom via the position-dependent Rabi fre-

quency. Thus the probability of measuring n photons with the atom being located

at position x fulfills a joint probability distribution p(x, n).

Our aim is to estimate the position of the atom based on the detection of the

emitted photons, i.e., we determine the conditional position distribution p(x|n) of

finding the atom at position x in the standing-wave, given that we have recorded n

number of photons from the resonance fluorescence.

To find this conditional position probability distribution we make use of the

Bayes’ theorem and obtain

p(x|n) =
p(x)p(n|x)

p(n)
=

p(x)p(n|x)∫
dxp(n|x)

. (4.2)

Here p(x) is the position distribution of the atom within a wavelength which reveals

our initial information of the atom’s position. Also p(n|x) is the conditional spon-

taneously emitted photon number distribution when the atom is located at position

x. It is viewed as the prior information since it can be calculated from theory and

then be tested in experiment. Here p(n) =
∫

dxp(n|x) denotes the marginal photon

statistics. It can also be viewed as the normalization probability.

After the measurement, we obtain the photon number and then the information of

the atom’s position is extracted from the conditional probability distribution p(x|n).

The position of the atom can be estimated with the average value

x̄ =

∫
dxxp(x|n) . (4.3)
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The accuracy of this estimation is quantified by the standard deviation

∆(x) =

∫
dx(x− x̄)2p(x|n) . (4.4)

4.3 Photon statistics in resonance fluorescence

The photon number statistics p(n|x) in resonance fluorescence of our target atom

located at the position x in the standing-wave is given by [53]

p(n|x) =
βnΩ2n−2e−βt

(n!)2Ω̃3n+2

n∑

k=0

k∑
L=0

Ω̃ttk−L

(k − L)!L!

(
cnkaL + Dnk

{
b+
L cos

[
Ω̃t + π(n− k)/2

]

−b−L sin
[
Ω̃t + π(n− k)/2

]})
, (4.5)

where t is the recording time of the detector, β is the spontaneous emission rate,

Ω̃ = [Ω(x)2 − β2]1/2, and

Cnk = (−1)
n−k

2

n−k∑
m=0

(−1)m(n + m)!(2n− k −m)!

m!(n− k −m)!
(4.6)

Dnk = (−1)n+1

n−k∑
m=0

(n + m)!(2n− k −m)!

2n+mm!(n− k −m)!
, (4.7)

are numerical coefficients with n− k being even(Cnk = 0 for n− k odd). And

aL =
dLg(−β)

dsL
, (4.8)

b+
L =

1

2

[
dLg(s+)

dsL
+

dLg(s−)

dsL

]
, (4.9)

b−L = − i

2

[
dLg(s+)

dsL
− dLg(s−)

dsL

]
, (4.10)
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with s± = −β ± iΩ̃ and

g(s) =
[
(s + 2β)(s + β) + Ω2

][
s(s + β)(1 + w0)− Ωv0s + Ω2

]
. (4.11)

Here v0 and w0 are the coefficients that depend on the initial state of the atom. For

the atom initially in the steady state, we have

v0 =
2βΩ2

2β2 + Ω2
, w0 = − 2β2

2β2 + Ω2
. (4.12)

We note that equation (4.5) describes the photon statistics only for non-zero

photon number case. The probability that no photon has been measured is given by

p(0|x) =
e−βt

α2 + γ2

{ [
Ω(Ω + βv0) + α2

]
cosh αt− [

Ω(Ω + βv0)− γ2
]
cos γt

−βαw0 sinh αt− βγw0 sin γt
}

, (4.13)

where

α =

√
1

2
[β2 − Ω2 + (β2 − Ω2)1/2] , (4.14)

γ =

√
1

2
[β2 + Ω2 + (β2 − Ω2)1/2] . (4.15)

The photon statistics in resonance fluorescence as given in equations (4.5) and

(4.13) now depends on the position of the atom through the position-dependent Rabi

frequency Ω. Further, as the standing-wave is a sinusoid function, the change of the

Rabi frequency at the nodes would be abrupt for large Ω0. This means that a tiny

change of the atom’s position can cause a sharp change of the Rabi frequency and

thus a dramatic difference in the photon statistics.

93



Figure 4.1: The photon statistics p(n|x) for fixed atom positions (a) kx = 0, (b)
kx = π/20, (c) kx = π/8, and (d) kx = π/2. The other parameters are Ω0 = 10β
and βt = 10.

4.4 Results and discussion

4.4.1 Position-dependent resonance fluorescence photon statistics

As discussed before, the photon statistics of the spontaneously emitted photons

depends on the position of the atom inside the standing-wave field. To show this

dependence explicitly, we plot the conditional probability distribution p(n|x) for four

different positions of the atom inside the standing-wave field; kx = (a) 0, (b) π/20,

(c) π/8, and (d) π/2, see figure 4.1. Here we consider a strong driving field intensity

Ω0 = 10β and a long measuring time βt = 10.

As shown in figure 4.1(a), when the atom is placed at x = 0, the photon number

distribution is unity at n = 0 and zero at n > 0. This position corresponds to the

node of the standing-wave field where the Rabi frequency is zero and therefore no

spontaneous emission takes place. When the position of the atom is moved from

kx = 0 to π/20, the atom experiences a weak Rabi frequency. Due to this weak
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Rabi oscillation there is a probability that a small number of photons are emitted

and then recorded by the detector. As a result the photon statistics exhibits a non-

zero structure with a very small average number of photons, see figure 4.1(b). As

the position of the atom shifts toward the anti-node to kx = π/8 and then π/2,

the strength of the Rabi frequency increases. Therefore, a relatively large average

number of photons would be measured, see figure 4.1(c) and (d). It is now clear that

the average number of photons recorded by the detector depends on the position of

the atom. It is small when the atom is at or very close to the nodes and large when

the atom is far from the nodes.

4.4.2 Conditional position probability distribution

We next study the behavior of the conditional position probability distribution

p(x|n) following equation (4.2). Since we have no past information about the position

of the atom before the measurement, it would be reasonable to assume a uniform

distribution of p(x) within the unit wavelength [−π, π] as

p(x) =
1

2π
. (4.16)

It follows, on substituting equations (4.5), (4.13), and (4.16) into equation (4.2),

that the conditional position probability p(x|n) provides the information about the

atom’s position. In figure 4.2, we plot p(x|n) for six different cases of photon numbers

n recorded during the measuring time t. It is observed that if the detector does not

record any photon ((a) n = 0), a sharp probability distribution centered at the nodes

is expected. This steep peak arises due to the following considerations. First, the

Rabi frequency is zero at the nodes and thus the distribution peaks at x = 0. Second,

as the maximal intensity of the sinusoidal standing-wave is large, the Rabi frequency

changes abruptly when close to the node. Third, the measuring time is long. So even
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Figure 4.2: The conditional position probability distribution p(x|n) versus normal-
ized position of the atom inside the standing-wave field (kx = −π to π) for (a) n = 0,
(b) n = 1, (c) n = 5, (d) n = 7, (e) n = 10, and (f) n = 15. The other parameters
are the same as in figure 4.1.

a slight deviation from the node will bring enough Rabi oscillations and therefore

emitted photons.

However, the probability of the atom located at the node reduces to zero when

the detector records n = 1 number of photons, see figure 4.2(b). This is because

there is no chance for the atom to emit a photon if it is located at the node where

the Rabi frequecy is zero, see figure 4.1(a). The peaks are still very close to the nodes

and very sharp. In figures 4.2(c) and (d), we plot the conditional position proba-

bility distribution when the detector records n = 5 and n = 7 number of photons,

respectively. The localization peaks are moved away from the nodes. Meanwhile the

probability of the atom located at other positions beyond the peak increases. Thus

the localization accuracy degrades.

As shown in figures 4.2 (e) and (f), the probability of finding the atom at the anti-
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Figure 4.3: The conditional position probability distribution for different number of
measurements when the atom is located at (a) kx = π/20, (b) kx = π/10 and (c)
kx = π/4. The red dashed lines correspond to the case when one measurement is
made. The blue solid lines correspond to the case when 10 measurements are made
in (a) and (b) and the case when 100 measurements are made in (c). The other
parameters are the same as in figure 4.1.

nodes kx = ±π/2 of the standing-wave field increases significantly if more photons

are detected. This is in accordance with the figures 4.1(c) and (d) where we observe

large average number of photons when the atom locates near the anti-node. When

the recorded photon number is n = 15, there are two broad localization peaks in

figure 4.2(f) centered at the anti-nodes of the standing-wave field. The peaks are

quite broad because the Rabi frequency decreases slowly as the atom moves away

from the anti-nodes.

From these observations we conclude that the spatial resolution of single atom

localization is bad if the photon numbers are large and the accuracy is good if the

number of photons being recorded is small.
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Note that here we suppose that we have no prior information about the position

of the atom and therefore we assume a uniform distribution of p(x) as shown in

equation (4.16). If some position information is acquired before the measurement,

a better resolution can be expected. With this in mind, instead of making only

one measurement, we make a series of measurements and record the photon number

each time, we can update the probability distribution p(x) in equation (4.2) with

the conditional probability distribution p(x|n) from previous measurements. After

using equation (4.2) iteratively, we can achieve a narrower conditional probability

distribution of the atom position.

In figure 4.3, we draw the conditional probability distribution for different number

of measurements when the atom is fixed at different positions. Note that as the

number of emitted photon is random, the measured photon numbers may be different

for different experiments, the results shown in this figure have been averaged over

100 experiments. Figure 4.3 (a) corresponds to the case when the atom is actually

located at kx = π/20. The red dashed line shows the conditional position distribution

when only one measurement is made while the blue solid line shows the result when

ten measurements are made. By comparing the two lines, we can conclude that

making more measurements improves the resolution of the localization. This is also

demonstrated in figure 4.3 (b) kx = π/10 and (c) kx = π/4. However, when the

atom is located at kx = π/4, the resolution is still bad even if 100 measurements are

made. This is because the change of the driving field with the position of the atom

gets slow when the atom is close to anti-nodes and the difference between the photon

statistics for different positions will accordingly become tiny, as shown in figures 4.1

(c) and (d).
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Figure 4.4: (a) The estimated position of the atom within unit wavelength domain of
the standing-wave field and (b) deviation from the estimated position versus number
of photons measured. The other parameters are the same as in figure 4.1.

4.4.3 Strategy

In figure 4.4, following the definition of equations (4.3) and (4.4), we plot (a)

the estimated position and (b) the accuracy of the localization predicted from the

conditional position probability distribution p(x|n). It shows clearly that when there

is no photon being recorded, the atom is localized precisely at the nodes of the

standing-wave field. If the signal of the detector is strong which means that large

number of photons are detected, it is hard to give an accurate description of the

position of the atom.

In the light of our analysis above we address the localization strategy. For an

atom located in a standing-wave driving field, we first measure the emitted photons

in a relatively long time. If a weak signal is reported, we would conclude that the

atom is localized at a position close to the nodes of the standing-wave field, i.e., at
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kx = nπ (n = 0,±1). On the other hand, if the detector records large number of

photons, the atom is located close to the anti-nodes. However, the accuracy is bad

for this case. In order to localize the atom precisely, we tune the relative phase of

the two counter-propagating fields forming the standing-wave and thus the position

of the node along the x−axis is scanned. When the signal becomes almost negligible,

the atom is located to the nodes of the standing-wave with good accuracy. Current

technology provides us high accuracy controlled by piezoelectric ceramics and we

can ignore the error brought by tuning the position of the nodes. So we adjust the

phase of the standing-wave until there is no signal when we localize the atom. Note

that the characteristic of this scheme is in contrast with the previous localization

scheme [125, 126, 127] based on the spectrum of the emitted photon where the best

localization happens at the anti-nodes. In addition, in the previous scheme, the

precision in localization depends on the manipulation of the vacuum-field detuning

which is rather difficult to control experimentally. The present scheme for the single

atom localization is based on zero photon counting and therefore much easier for

implementation.

One may propose another localization scheme by recording the fluorescence pho-

tons for many times following the analysis of the conditional probability with many

measurements as shown in figure 4.3. With the recorded photon numbers, equa-

tion (4.2) is iteratively utilized. Then we are able to localize the atom from the

conditional probability distribution. However, as a photon number discrimination

detector is required, this scheme is not realistic with current technology. In our

strategy a photon number discrimination detector is unnecessary. We only need a 4π

detector to record the photons. If it happens that no photon is recorded, the atom

is then localized at the node of the field.
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Figure 4.5: The deviation from the estimated position of the atom versus detector
measuring time when no photon is recorded. The other parameters are the same as
in figure 4.1.

4.4.4 Effect of the detector efficiency

The accuracy of our localization scheme can be improved by increasing the

strength of the standing-wave driving field and prolonging the measuring time of

the detector. When the atom is near the nodes, the change of the Rabi frequency

brought by the deviation of atom position is proportional to the maximal intensity of

the standing-wave field. Therefore, increase of the strength of the field will result in

a more sensitive response of the photon statistics and thus better discrimination of

the atom localization. Strong driving field also increases the number of Rabi cycles

leading to a higher probability of spontaneous emission unless the atom is located at

the node. Long measuring time means more Rabi cycles during the recording and

therefore increasing the possibility to record more photons unless the atom is at the

node. We show in figure 4.5 how the accuracy of the atom localization is improved

with prolonged detector recording time.

This property can also be used to overcome the impair of the accuracy from bad
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detector efficiency. In the above discussion we assume a perfect detector efficiency

which is unrealistic in experiments. First, the detector has blind response, i.e., the

photon hits the detector but the detector gets no response. Also it is impossible to

build up the idealized 4π detector which enclose the whole cavity and atom. Since the

direction distribution of the spontaneous emission is uniform and we are interested in

the photon number only, we can include the missing records in the open angles to the

whole detector efficiency. With bad detector efficiency, even if the atom is located

close to the anti-node we will still have considerable probability to detect quite weak

signal. According to our scheme, this misleading reading locates the atom at the

nodes. This situation definitely reduces the localization accuracy. We next explain

how to overcome this difficulty.

We assume that the detector has an efficiency η for single photon detection. If m

photons are emitted by the atom then due to efficiency of the detector the probability

for detecting n photons is C(m, k)ηn(1 − η)m−n. So the conditional probability for

the detector to record n photons at a given time t when the atom is at some position

x is given by

pe(n|x) =
∑
m≥n

p(m|x)

(
m

n

)
ηn(1− η)m−n . (4.17)

On substituting equation (4.17) into equation (4.2), the conditional position proba-

bility distribution with n number of photons being detected becomes

pe(x|n) =

p(x)
∑

m≥n p(m|x)

(
m

n

)
ηn(1− η)m−n

∑
x

∑
m≥n p(m|x)

(
m

n

)
ηn(1− η)m−n

. (4.18)
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Figure 4.6: The position probability distribution for no counting p(x|0) versus kx
for (a) different detector efficiencies (i) η = 0.2 (ii) and η = 1.0. The driving field
strength Ω0 = 3β and the measuring time βt = 3. (b) different combinations of the
driving field strength and the measuring time (i) Ω0 = 3β, βt = 3 and (ii) Ω0 = 10β,
βt = 10. Here η = 0.2.

The effect of the detector efficiency on single atom position measurement is pre-

sented in figure 4.6(a). Here, we plot the conditional position probability distribution

when no photon is emitted for two different detector efficiencies, i.e., η = 0.2 (red

dashed line) and η = 1.0 (blue solid line). This clearly shows that bad detector

efficiency degrades the precision in the atom localization.

In figure 4.6(b), we compare the conditional probability distribution pe(x|0) for

different dimensionless measuring time βt and different strengths of the driving field

intensity Ω0. It shows that by increasing the measuring time and the strength of the

driving field, the peak of the conditional probability of the atom position is narrowed
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and thus the localization accuracy is improved.

4.5 Summary

In this section, we present a subwavelength atom localization scheme for an atom

located in a standing-wave field. The strategy is based on the observation that

the photon statistics of resonance fluorescence depends on the position-dependent

Rabi frequency. Therefore the photon statistics changes dramatically across the

standing-wave driving field when we choose an intense driving field and long recording

time. The precise localization of the atom takes place at positions close the nodes

of the standing-wave field. We also show that the losing accuracy caused by bad

detector efficiency can be retrieved by increasing either the driving field strength or

the measuring time or both.
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5. CONCLUSION

In this dissertation, we studied the applications of quantum interference and

coherence in the following aspects.

In section 2, we studied the optical properties of the combined cavity-cold atoms

system. The atom-photon interaction provides the optical lattice to the atoms and

affects the mechanical motion of the atoms. In turn, atoms induce a position depen-

dent phase shift on the cavity field. This highly intrinsic nonlinearity leads bistability

for both the intra-cavity photon number and atomic state. We first showed that the

bistability of the intra-cavity photon number with respect to the input intensity

along the cavity axis can be controlled by a second laser field added perpendicular

to the cavity axis [45]. For low transverse pumping, the intra-cavity photon number

shows clear bistability for a particular range of the input pump along the cavity axis.

When increasing the transverse pumping field, the range of the bistable behavior

is diminished. In particular, above a critical value of the transverse pumping, the

bistable behavior disappears. This is because the scattered photons from the trans-

verse pumping excluded the existence of the lower branch. This result provides the

possibility of realizing a controllable optical switch. For this, the two stable branches

of the output photon number conditioned on the parallel input field act as the optical

switch. The transverse pump can then be used to enable or disable this switch. If

the switch is disabled, only one of the two possible switch states can be realized,

independent of the input field. We verify the operation of the switch using numerical

solutions of the underlying GP equation, and additionally we interpret the results

based on the DMA method.

Next, we explored the dynamic behavior of the optical bistability induced by the
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pumping field along the cavity axis. We investigated the switching behavior of the

intra-cavity photon number from one branch to the other. We found that the way

of adding the field is crucial to the switching close to the critical transition point.

If the pump field is added adiabatically, the jumping happens exactly at the critical

point [59]. If the pump field is added abruptly, the system may jump to the upper

branch even if the pump field intensity is less than the critical transition point. This

behavior is similar to the anomalous switching of the dispersive optical bistability

[44]. It was shown that the condensate can be mapped to a nonlinear spring and

the potential energy of the spring is determined by the intensity of the pumping

field. The anomalous switching can then be understood in a ball-bowl picture. In

this picture, the condensate is like a small ball sliding in a frictionless bowl whose

shape is determined by the functional of the potential. When the potential has only

minimum, there no bistability, while bistability emerges if there are two minimums

in the potential. Suppose there is no pumping field, the shape of the ball is parabolic

and the ball is staying at the bottom of the bowl. If the field is added adiabatically,

the shape of the bowl changes gradually and the ball will stay at the bottom of the

bowl. Then at some intensity, a second but lower well appears and the ball keeps

on staying at the bottom of the initial well which is higher. If the field is increased

further, the lower well gets deeper and the upper well is raised. At the critical point,

the minimum of the upper well coincides with the unstable peak of the barrier in the

middle. Therefore the upper well disappears. The ball falls down to the deeper well

which corresponds to the higher branch. When the field is added abruptly to some

certain value from zero, the situation is much different. The ball lies at the bottom

of the bottom of the parabolic bowl. Then shape of bowl changed immediately. The

ball then starts to oscillate in the bowl. If the intensity of the field lies in the bistable

region but far from the critical point, the ball will be confined in the upper basin
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of the double well as the barrier in the middle is higher than the initial position.

However, for some values of the bistable region close to the critical point, the the

barrier in the middle of the double well is lower than the initial position. Therefore,

the ball can pass the barrier and slide to the deeper basin. With this picture in

mind, we also showed that different initial conditions and damping rates may affect

this anomalous switching behavior.

In the end of section 2, we proposed an interesting scheme which realizes an ef-

fective Dicke Hamiltonian with a quantum-degenerate Fermi gas in an optical cavity.

We showed that, as the same as a BEC in an optical cavity, the self-organization

phase transition of a 1-D Fermi gas can also be mapped to the Dicke-phase tran-

sition. However, in the Boson case, the atom-atom interaction affects the critical

value of the transition. In our Fermi gas case, the atom-atom interaction due to the

s-wave scattering is excluded directly by the Pauli exclusion principle. Therefore,

our proposal makes it possible to directly compare the theoretical and experimental

critical values of the Dicke quantum phase transition.

In section 3, we utilized a unitary transformation method to study the effect

of counter-rotating terms on the controlling of spontaneous emission. This unitary

transformation method transforms the Hamiltonian to the RWA form while including

the effect of counter-rotating terms and and subtracting the free electron self-energy

from the Hamiltonian. In traditional studies of spontaneous emission modification

via quantum interference, the imaginary parts in the dynamic equations which result

in energy shifts were discarded in the long time limit and the Markov approximation.

However, if two decay channels are correlated, this energy shifts and decay processes

are correlated. We showed this effect in a four-level atom system [48]. In different

from the three-level atom case studied in [98], this effect will be revealed in our

scheme even if the two dipole transitions from the upper levels to the ground level

107



are orthogonal.

We then showed the effect of the counter-rotating terms of the spontaneous emis-

sion from an atom embedded in a three-dimensional anisotropic photonic crystal.

The properties of the radiation field, in such a photonic crystal, depend on the rel-

ative position of the atomic transition frequency and the band edge of the photonic

crystal. It is shown that there exist two characteristic atomic transition frequencies.

Here one can see three different and distinct regions; (a) above these two frequencies,

the emission is purely a propagating wave, (b) a localized field below them, (c) while

it is a purely diffusion field between the two frequencies. And there is no coexistence

of localized and propagating fields. It is shown that a localized field exists even if

the atomic frequency is higher than the band edge of the photonic crystal. This is

because the strong interaction between the atom and electromagnetic radiation shifts

the atomic energy level. However, previous studies neglected the counter-rotating

terms which results in an incomplete calculation in the energy shifts. With the uni-

tary transformation method, we studies the properties of the emitted field. We found

that the behavior of the emission is similar to the RWA case, i.e., the localized and

propagating fields are also separated by two characteristic atomic transition frequen-

cies. However, this two characteristic frequencies are shifted due to the full Lamb

shift which is obtained without making RWA [49].

At the end of this section, we explored the unitary transformation method to show

how the Lamb shift can be controlled by a driving field. In Feynman’s interpretation,

it is argued that the presence of an atom inside a box leads to a change of the

resonant frequencies from ωk to ωk/n(ωk) where n(ωk) is the refractive index at ωk.

This leads to a change of the zero point energy due to the presence of the atom and

the calculated change of the energy corresponds to the Lamb shift. We control the

refractive index n(ωk) can be controlled by an external driving field which is added to
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other two levels of the atom [50]. Therefore the Lamb shift is coherently controlled.

In section 4, we proposed a scheme to localize a single atom fixed in a standing

wave to subwavelength level based on the photon statistics in resonance fluorescence

[48]. Possible realizations of our present scheme include small clusters and atom

impurities, etc. In such systems, the atom can be viewed as a “point-like” particle

and the atomic spread is not a problem. In history, experimental verification of

the antibunching property of resonance fluorescence light provided the first nonclas-

sical effect of light. The sub-Poissonian statistics of the emitted light depends on

the intensity of the pumping field. Therefore, the photon number statistics of the

resonance fluorescence light in our scheme depends on the atom position through

the position related Rabi oscillations introduced by the standing wave field. The

recorded photon number provides us information of the position of the atom. We

showed that the atom’s conditional position distribution on the measured photon

number is sharpest when the photon number is zero. This is because standing wave

is a sinusoid function and the change of the Rabi frequency at the nodes is sharpest.

So a tiny change of the position will cause a dramatic response of the statistics.

Thus the accuracy of the localization is high close to the nodes. We also show that

the losing accuracy caused by bad detector efficiency can be retrieved by increasing

either the driving field strength or the measuring time or both.
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[77] K. Rza̧żewski and K. Wódkiewicz, “Comment on “instability and entanglement

of the ground state of the dicke model”,” Phys. Rev. Lett., vol. 96, p. 089301,

Feb 2006.
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APPENDIX A

DERIVATION OF THE DISCRETE MODE HAMILTONIAN

The derivation of the discrete mode Hamiltonian equation. (2.20) follows from

equations. (2.13) and (2.19) as

Ĥ =

∫
dx
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†â
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â†âĉ†2ĉ0 +

η⊥√
2
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1ĉ1 + 4ωrĉ
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The atom-atom interaction contains terms such as ĉ†1ĉ1ĉ
†
0ĉ0, which mixes the discrete

modes we retain and other modes we discard and impairs the DMP method. The

energy scale of the atom atom interactions on the order of the chemical potential

µ = (3gω/4)2/3(in units of ωr), we can neglect it on the time scale of 1/ωr when

µ ¿ 1. This condition is fulfilled in current experiment [43].
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APPENDIX B

DERIVATION OF THE FERMION HAMILTONIAN

B.1 Commutation relation [d̂q, d̂
†
q]

We prove the commutation relations [d̂q, d̂
†
q] = 1, where d̂q and d̂†q are defined in

equation(2.46).
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†
q] =β2
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B.2 Effective Hamiltonian

Next we prove that
∑

k ε(k)f̂ †k f̂k →
∑

q>0 ~vF q(d̂†qd̂q + d̂†−qd̂−q).

First, following the definition in equation (2.46), we have
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In the above summation, the prime means that terms with k′ = k−q are omitted. In
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the last line of the equation above, the first term corresponds to the diagonal parts

and the second term corresponds to the off-diagonal parts. For the diagonal term

D+, we have

D+ =
∑
q>0
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k>q

f̂ †k f̂k−qf̂
†
k−qf̂k =

∑
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We now notice that
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and
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so,

D+ =
∑

k>0
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2
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For the off-diagonal term,

C+ =
∑
q>0
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Notice that

C+ = −1

2

∑
q
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k>0

∑

k′>0
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f̂ †k′ f̂k−qf̂
†
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Then if we define k − q = k′ − s, we have
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s
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Therefore we have

C+ = −C+ = 0 . (B.10)

In the same way, we have, for
∑

q ρ−q ρ−−q,
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2
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Therefore, we have
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q>0
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The second term corresponds to the energy of the ground state, which is a constant.

So
∑

q>0 ~vF q(d̂†qd̂q + d̂†−qd̂−q) describes the kinetic energy of the excitation.
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APPENDIX C

TRAPPING CONDITION WITHOUT THE RWA

First, let us note that, if we have ωa1b, ωa2b À |ωa1b − ωa2b|, then

γa1

γa2

' |~pa1b|2
|~pa2b|2 . (C.1)

If we include the counter-rotating terms, κ0 = 1
2
γ0 + i∆E
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dyn and κ0± = 1

2
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dyn + iη0±. And we have that
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η0± =
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So when the condition as shown in Eq. (3.33) holds, γ0 = γ0± = 0, and ∆E
(0)
dyn =

∆E
(0±)
dyn = η0± = 0. Therefore detM = 0 and the trapping condition remains the

same as when we use the RWA.
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APPENDIX D

LAPLACE TRANSFORM AND ENERGY SHIFTS

D.1 Calculation of Γ

It follows from Eq. (10) that

Γ =
∑

k

V 2
k

p + i(ωk − ω′1)

=
(ω1d1)

2

16π3ε0~
∑

j

∫

j

dk
( 2ω1

ω1 + ωk

)2 1

ωk

[
1− (k · ud)

2

k2

]
1

p− i(ω′1 − ωk)
. (D.1)

If the density of the state is broadband, such as in vacuum, the Weisskopf-Wigner

approximation is valid and one can use the first order pole contribution of p to cal-

culate the above integration. However, the density of the electromagnetic modes of

the photonic crystal changes rapidly in the vicinity of the band edge, the Weisskopf-

Wigner perturbation theory is inadequate. We have to perform an exact integra-

tion in Eq. (D.1). Therefore we substitute the dispersion relation as described in

Eq. (3.41) in Eq. (D.1)

Γ =
(ω1d1)

2

16π3ε0~
∑

j

(sin θj)
2

∫

j

dk
( 2ω1

ω1 + ωc + A|k− ki
0|2

)2 1

ωc + A|k− ki
0|2

1

p + iA|k− ki
0|2 + i(ωc − ω′1)

=
(ω1d1)

2

16π3ε0~
∑

j

(sin θj)
2

∫

j

dq
( 2ω1

ω1 + ωc + Aq2

)2 1

ωc + Aq2

1

p + i(ωc − ω′1) + iAq2

=
(ω1d1)

2

4π2ε0~
∑

j

(sin θj)
2

∫

j

dq
( 2ω1

ω1 + ωc + Aq2

)2 q2

ωc + Aq2

1

p + i(ωc − ω′1) + iAq2
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= −2iβ3/2

∫

j

dx
( 2ω1

ω1 + ωc + x2

)2 x2

ωc + x2

1

−i(p + iωc − iω′1) + x2

= −2iβ3/2ω2
1

[√
ωc + 2

√
ω1 + ωc +

√
−ip− (ω′1 − ωc)

]
/
{

(
√

ωc +
√

ω1 + ωc)
2

[√
ω1 + ωc

√
ωc +

√
−ip− (ω′1 − ωc)

] [√
ω1 + ωc +

√
−ip− (ω′1 − ωc)

]2 }−1

.

(D.2)

D.2 The inverse Laplace transform

According to Eq. (3.47), we proceed the inverse Laplace transform as follows.

Since
√
−ix− (ω′1 − ωc) is not single valued, we cut the complex plane along (ω′1ci,−∞i).

We then choose the integration contour as shown in figure D.1(a). According to the

residue theorem,

A(t) =
∑

j

ex
(1)
j t

F ′(x(1)
j )

− 1

2πi

[ ∫ ω′1ci+0

ω′1ci−∞
+

∫ −∞i+0

ω′1ci+0

]
ext

x + Γ
dx, (D.3)

where

F (x) ≡ x−
[
iβ3/2 · 2ω2

1(
√

ωc + 2
√

ω1 + ωc +
√
−ix− (ω′1 − ωc))

]{√
ω1 + ωc

· (√ωc +
√

ω1 + ωc

)2
[√

ωc +
√
−ix− (ω′1 − ωc)

] [√
ω1 + ωc

+
√
−ix− (ω′1 − ωc)

]2 }−1

,

F ′(x) =
dF

dx
, (D.4)

and x
(1)
j is the root of the equation F (x) = 0 in the region as the contour shown in

figure D.1(a). The last term of Eq. (D.3) can be calculated as follows

∫ −∞i+0

ω′1ci+0

ext

x + Γ
dx
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=

∫ −∞i+0

ω′1ci+0

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc+
√
−ix−(ω′1−ωc))

√
ω1+ωc(

√
ωc+

√
ω1+ωc)2·(√ωc+

√
−ix−(ω′1−ωc))(

√
ω1+ωc+

√
−ix−(ω′1−ωc))2

dx

=

∫ −∞i

ω′1ci

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc−i
√

ix+(ω′1−ωc))
√

ω1+ωc(
√

ωc+
√

ω1+ωc)2·(√ωc−i
√

ix+(ω′1−ωc))(
√

ω1+ωc−i
√

ix+(ω′1−ωc))2

dx

= −
∫ −∞i

ω′1ci−∞

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc−i
√

x+(ω′1−ωc))
√

ω1+ωc(
√

ωc+
√

ω1+ωc)2·(√ωc−i
√

ix+(ω′1−ωc))(
√

ω1+ωc−i
√

ix+(ω′1−ωc))2

dx

−
∑

j

ex
(2)
j t

G′(x(2)
j )

, (D.5)

where

G(x) ≡ x−
[
iβ3/2 · 2ω2

1(
√

ωc + 2
√

ω1 + ωc − i
√

ix + (ω′1 − ωc))
]{√

ω1 + ωc

· (√ωc +
√

ω1 + ωc

)2
[√

ωc − i
√

ix + (ω′1 − ωc)
] [√

ω1 + ωc

−i
√

ix + (ω′1 − ωc)
]2 }−1

,

G′(x) =
dG

dx
, (D.6)

and x
(2)
j is the root of the equation G(x) = 0 in the region as the contour shown in

figure D.1(b). Note that in Eq. (D.5), we integrate along the left edge of (ω′1ci,−∞i)

instead of the right edge. Thus,
√
−ix− (ω′1 − ωc) turns to −i

√
ix + (ω′1 − ωc).

From equations (D.3) and (D.5), we then have

A(t) =
∑

j

ex
(1)
j t

F ′(x(1)
j )

+
∑

j

ex
(2)
j t

G′(x(2)
j )

+
1

2πi

ω′1ci+0∫

ω′1ci−∞

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc−i
√

x+(ω′1−ωc))
√

ω1+ωc(
√

ωc+
√

ω1+ωc)2·(√ωc−i
√

ix+(ω′1−ωc))(
√

ω1+ωc−i
√

ix+(ω′1−ωc))2

dx
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Figure D.1: (a) The integration contour of Eq. (D.3). (b) The integration contour
of Eq. (D.5)

− 1

2πi

ω′1ci+0∫

ω′1ci−∞

ext

x− iβ3/2·2ω2
1(
√

ωc+2
√

ω1+ωc+
√
−ix−(ω′1−ωc))

√
ω1+ωc(

√
ωc+

√
ω1+ωc)2·(√ωc+

√
−ix−(ω′1−ωc))(

√
ω1+ωc+

√
−ix−(ω′1−ωc))2

dx .

(D.7)

D.3 Energy shifts

The total Lamb shift for a level i, composed of the non-dynamic energy shift and

the dynamic energy shift, is given by [47]

∆Ei
Lamb = ∆Ei

ndy + ∆Ei
dyn

=
∑

k

∑

j 6=i

~g2
k

ωk

ωji(ωji + ωk)

(ωk + |ωji|)2
+

∑

k

∑
j<i

4ω2
ij

(ωij + ωk)2

~g2
k

ωij − ωk

=
∑

k

∑

j 6=i

~g2
k

ωk

ωij

ωij − ωk

. (D.8)
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As for the two level atom in the photonic crystal, ωk = ωc + A|k − ki
0|2. When

ω1 = ωc = 200β, the non-dynamic energy shift is given by

∆Endy = ~(∆ω
(1)
ndy −∆ω

(0)
ndy) =

∑

k

~g2
k

ωk

[−ω1(−ω1 + ωk)

(ωk + ω1)2
− ω1(ω1 + ωk)

(ωk + ω1)2

]

= −
∑

k

2~g2
kω1

(ωk + ω1)2
= −~(ω1d1)

2

16π3ε0~

∫
dk

[
1− (k · ud)

2

k2

] 2ω1

ωk(ω1 + ωk)2

= −~(ω1d1)
2

4π2ε0~
∑

j

sin2 θj

∫
dq

2ω1q
2

(ωc + Aq2)(ω1 + ωc + Aq2)2

= −~β
3/2

π

∫
dx

4ω1x
2

(ωc + x2)(ω1 + ωc + x2)2

= −0.0085~β . (D.9)

Here x =
√

Aq.

The dynamic shift is given by

∆Edyn =
∑

k

4ω2
1

(ω1 + ωk)2

~g2
k

ω1 − ωk

=
~β3/2

π

∫
dx

8ω2
1x

2

(ωc + x2)(ω1 + ωc + x2)2(ω1 − ωc − x2)

= −0.0328~β . (D.10)

Similarly, the total Lamb shift is

∆ELamb =
∑

k

~g2
k

ωk

(
ω1

ω1 − ωk

− −ω1

−ω1 − ωk

)
=

∑

k

2g2
kω1

ω2
1 − ω2

k

=
~β3/2

π

∫
dx

4ω1x
2

(ωc + x2)(ω1 + ωc + x2)(ω1 − ωc − x2)

= −0.0414~β . (D.11)

If the RWA is made, one can not get the full Lamb shift. Specifically, there is no
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non-dynamic shift, and the dynamic shift is

∆ERWA =
∑

k

~g2
k

ω1 − ωk

=
β3/2

π

∫
dx

2x2

(ωc + x2)(ω1 − ωc − x2)
. (D.12)
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