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ABSTRACT

Team coordination is vital to the success of team missions. On the battlefield
and in other hazardous environments, mission outcomes are often very unpredictable
because of unforeseen circumstances and complications encountered that adversely
affect team coordination. In addition, the battlefield is constantly evolving as new
technology, such as context-aware systems and unmanned drones, becomes available
to assist teams in coordinating team efforts. As a result, we must re-evaluate the
dynamics of teams that operate in high-stress, hazardous environments in order to
learn how to use technology to enhance team coordination within this new context.
In dangerous environments where multi-tasking is critical for the safety and success
of the team operation, it is important to know what forms of interaction are most
conducive to team tasks.

We have explored interaction methods, including various types of user input and
data feedback mediums that can assist teams in performing unified tasks on the
battlefield. We’ve conducted an ethnographic analysis of Soldiers and researched
technologies such as sketch recognition, physiological data classification, augmented
reality, and haptics to come up with a set of core principles to be used when de-
signing technological tools for these teams. This dissertation provides support for
these principles and addresses outstanding problems of team connectivity, mobility,
cognitive load, team awareness, and hands-free interaction in mobile military appli-
cations. This research has resulted in the development of a multimodal solution that
enhances team coordination by allowing users to synchronize their tasks while keep-
ing an overall awareness of team status and their environment. The set of solutions

we’ve developed utilizes optimal interaction techniques implemented and evaluated

i



in related projects; the ultimate goal of this research is to learn how to use technology
to provide total situational awareness and team connectivity on the battlefield. This
information can be used to aid the research and development of technological solu-
tions for teams that operate in hazardous environments as more advanced resources

become available.

iii



DEDICATION

To Willie Joe Cummings and Hallie B. Johnson...you left too soon.

v



ACKNOWLEDGEMENTS

First, I would like to thank my advisor Dr. Tracy Hammond who welcomed
and supported me and helped me realize my academic goals. I'd like to thank
my committee members Dr. Ann McNamara, who inspired me to pursue creative
solutions in my research, Dr. Dylan Shell, for providing guidance and constructive
feedback when I needed it, and Dr. Nancy Amato, for helping me keep my priorities
straight and supporting me during tough times. I'd also like to thank Dr. Ricardo
Gutierrez for putting me through hell in CSCE 666 and for pushing me to always
strive for better results. I'd like to thank Dr. Mark Billinghurst, my advisor overseas,
for helping me pursue so many rewarding research opportunities. I'd like to thank
Dr. Ann Morey for fueling my passion for learning through film and for devoting
countless hours toward making me a better writer, without which I may have had far
fewer publications, and for helping me to obtain my certificate in film studies which
resulted in the work presented in Appendix B.

I’d especially like to thank Dr. Tiffani Williams and her protege Dr. Suzanne
Matthews who kept me on the path to graduation when so many obstacles threatened
to derail me.

Thanks to the wonderful staff in the Computer Science department including
Kathy, Bruce, Jeremy, Tony, Kay, Theresa, Marilyn, Valerie, Tina and many others.
Thanks to all my academic siblings in the Sketch Recognition Lab, Stephanie, Paul,
Drew, Francisco, Ayden and Sashi. And I’d especially like to thank my brothers on
the R.C.D.V.S., Manoj, George, Chris and Jimmy Ho, as well as LTG Frank Helmick
and members of the XVIII Airborne Corps without whom this research wouldn’t have

been possible.



I’d like to thank my adopted Texas families, the Ukanwas, the Owens, the Beattys,
the Fritzs, the Simontons and all the members of Katy Community Church, for their
love and support. Most of all I'd like to thank my own family: all my uncles and
aunts, especially Alice Johnson, Jackie Johnson and Dorothy (Pep) Mack, for their
support, my grandma, Lois Cummings, who is my personal cheerleader and antidote
for my impostor syndrome, my little sister, Dominique Cummings, the artistic genius
and the only one that really gets me, my dad, Larry Cummings, who taught me the
power of perseverance and a positive attitude, and my mom, Beverly Cummings,
whose limitless patience and love is my model of perfection.

And most importantly, none of this would be possible without the strength and

through the will of God (1 John 4:4, Philippians 4:13).

vi



TABLE OF CONTENTS

Page

ABSTRACT . . . . e i

DEDICATION . . . . . . e iv

ACKNOWLEDGEMENTS . . . . . . .. . . .. v

TABLE OF CONTENTS . . . . . . . . . .. vii

LIST OF FIGURES . . . . . . . . . .. X

LIST OF TABLES . . . . . . . . e xiv

1. INTRODUCTION . . . . . . . e 1

1.1 Importance of Team Coordination for the Soldier . . . . .. .. . .. 2

1.2 Research Question . . . . ... .. ... ... ... ... ... 4
1.2.1 Detailed Implementation and Evaluation of the Team Coordi-

nation Solution . . . . . ... ... .. 6

1.2.2  Analysis of Soldier Needs . . . . . . .. ... ... ... .... 7

1.2.3  Design Principles for Multimodal Interface . . . . . . .. . .. 8

1.3 Dissertation Organization . . . . . . .. ... ... ... .. ..... 9

2. MOTIVATION . . . . . . e 11

2.1 Team Interaction . . . . . . . . . . . .. ... ... ... 11

2.2 Challenges to Team Coordination . . . . . ... ... ... ... ... 12

3. RELATED WORK . . . . . . . . .. 16

3.1 Augmented Reality (AR) . . . . . ... ... 18

3.2 Physiological Signal Analysis . . . . . .. ... ... ... .. ... .. 20

3.3 Affective Haptics . . . . . . . . .. ... 25

3.4 Unmanned Aerial Systems . . . . . . .. ... ... .. ... ... .. 26

4. ETHNOGRAPHIC ANALYSIS OF SOLDIERS . . . . ... ... ... .. 29

4.1 Paratrooper Drop Practices . . . . . .. ... ... ... ... ... 29

4.1.1 Containerized Delivery System Specifications . . . . . . . . .. 33

4.1.2 Soldier Habits . . . . . . . ... ... ... ... ... .. ... 34

4.2 Field Request Processes . . . . . . . . . .. ... .. 37

5. IMPROVING TEAM ASSEMBLY . . ... ... ... ... ........ 40

vil



5.1 Design Considerations . . . . . . . .. .. .. ... ... ... 40

5.2 Solution Design . . . . . . . . ... 42
5.2.1 User Interface . . . . . . . . . . .. ... . 43

5.2.2  Communication & Security . . . . . . . . ... ... ... ... 48

5.3 Evaluation . . . . . . ... 53
5.3.1 Overview . . . . . . 53

5.3.2  Evaluation #1 (August 2010) . . . . .. .. .. ... ... .. 54

5.3.3 Evaluation #2 (September 2010) . . . . ... ... ... ... 55

5.3.4 Evaluation #3 (September 2010) . . . . . .. ... ... ... 56

5.3.5  Evaluation #4 (October 2010) . . . . . . . .. ... ... ... 58

5.3.6  Evaluation #5 (November 2010) . . . . . . ... ... ... .. 59

5.3.7  Evaluation #6 (December 2010) . . . . . . .. ... ... ... 61

54 Results . . . . . . . 63
5.4.1 System Usability & Effectiveness . . . . . .. ... ... ... 63

5.4.2 Broadcasting Capabilities . . . . . . ... ... .. ... ... 67

5.5 Other Application Domains . . . . . . ... ... .. ... ...... 67
5.6 Contributions of this Phase . . . . . . .. .. ... ... ... .... 69
5.6.1 Broader Impacts . . . . ... ... ... 0. 70

. INCREASING SITUATIONAL AWARENESS . . . . ... ... ... ... 73
6.1 Design Inspiration. . . . . . . ... ..o Lo 74
6.2 GeoTrooper 2.0 . . . . . . . .. 75
6.2.1 Prototype . . . . . . ... 76

6.2.2 Visualization . . . . . . . . . ... ... 78

6.3 Evaluation . . . . . . . . . ... 79
6.4 Results. . . . . . . . . 81

. IDENTIFYING TEAMMATE EVENTS . . . .. ... ... ... ..... 85
7.1 Implementing Android Beacons . . . . . ... .. ... ... ..... 86
7.2 User Status . . . . . . . . ... &9
721 Events . . . . . . . 90

7.3 Evaluation . . . . . . .. 98
7.4 Results . . . . . . s 100

. CONTINUOUS TEAMMATE AWARENESS . . . .. ... ... ..... 104
8.1 Implementation . . . . . . ... . ... ... 106
82 Evaluation . . . . . . . .. 107
83 Results. . . . . . . e 109
8.4 Discussion . . . . . . . . ... 110

. INVESTIGATING AFFECTIVE AWARENESS . . . . ... ... .. ... 113
9.1 User State Classification . . . . . . . . ... ... ... ... ..... 115
9.1.1 Results. . . . . . . . . ... 120

9.2 Contributions of this Phase . . . . . . . ... ... ... ....... 122

viii



9.2.1 Additional Contributions . . . . . . . . . . . . ... ... ... 122

10. ENABLING HUMAN-DRONE TEAM COORDINATION . . . . .. ... 125
10.1 Implementation . . . . . . . . . ... ... 126
10.1.1 Symbol Recognition. . . . . . . . . ... ... ... ... ... 133

10.2 Evaluation . . . . . . . ., 134
11. SUMMARY . . . 141
11.1 Ethnographic Analysis of Soldiers . . . . . . . . . .. ... ... ... 141
11.2 Improving Team Assembly . . . . . . . . .. ... .. ... ... ... 142
11.3 Increasing Situational Awareness . . . . . . . .. .. ... ... ... 142
11.4 Identifying Teammate Events . . . . . . . . .. ... ... ... ... 143
11.5 Continuous Teammate Awareness . . . . . . . . . . . . . . . .. ... 143
11.6 Investigating Affective Awareness . . . . . . . . . .. ... ... ... 143
11.7 Enabling Human-Drone Team Coordination . . . . . .. .. ... .. 144
11.8 Conclusion . . . . . . . . . 144
12. FUTURE WORK . . . . . . . . 145
12.1 Battlefield Testing . . . . . . . . . . . . ... ... 145
12.1.1 UAV Interaction . . . . . . . . . . . . 146

12.2 Affective Visualization . . . . . . . . . . . . .. . 147
12.3 Haptic Interaction . . . . . . . . . . . ... .. 147
12.4 Solutions for Firefighters . . . . . . . .. ... ... ... ... .. 147
REFERENCES . . . . . 149
APPENDIX A. OTHER RELATED WORK . . . . ... . ... ... .... 170
A.1 AR and Mixed Reality Interfaces . . . . .. ... ... ... .. ... 170
A.1.1 MathModelAR . . . . . . . . . . . . . 170

A.1.2 GroupGraffiti . . . . . ... ... 175

A.2 Sketch-based Interfaces . . . . . . . . . . ... 176
A.2.1 Implementation . . . . . . ... ... ... ... ... 184

A.2.2 EBEvaluation . . . . . . . . .. 192

A23 Results. . . . . . 193

A.2.4 DiIscussion . . . . . . .o 198

APPENDIX B. TECH-NOIR: SOCIETAL VIEW OF HUMAN-COMPUTER
INTERACTION AND ANALYSIS OF THE MAN-MACHINE RELATION-

SHIP IN APOCALYPTIC FILM . . . . . ... .. ... ... ... .... 201
B.1 Change in Parental Roles . . . . . . .. .. ... .. ... .. ..... 203
B.2 Change in Origin of Life . . . . . . .. .. ... ... .. ... ... 207
B.3 Change From Human to Robot . . . . . . ... .. ... ... .... 214

X



LIST OF FIGURES

FIGURE

1.1
3.1

4.1
4.2
4.3
4.4

4.5
4.6
5.1

5.2

5.3

5.4
5.5
5.6

5.7
5.8
5.9

Stiner Aids as viewed through Night Vision Goggles (NVG). . . . . .

a) Top left, Metro Paris Subway: AR App for iPhone [102] b) Bottom
left, AR advertisement for MINI Cooper [84] c)Right, The Monocle:
AR view for Yelp’s mobile application [66] . . . . .. ... ... ...

Heavy Drop (HD) . . . . . .. . ... .
Alpha Echelon 68 C-17 aircraft [55] . . . . . .. ... ... ... ...
Paratroopers cannot delay jumps over the Drop Zone (DZ) [109]. . . .

(a) Large groups of paratroopers jump from the planes in a small time
interval [47]. (b) Rough landings can disorient paratroopers [48]. . . .

Example Air Support Request (ASR) form . . . . .. ... ... ...
Menu-based Unmanned Air System (UAS) interface . . . . . . .. ..

Assembly point broadcast hardware with external Wi-Fi antenna and
GPS receiver. . . . . . ...

(a) Distance view, (b) Arrow view, and (c) Compass view on the
mobile navigation interface. . . . . . . ... ...

(a) GeoTrooper running in Night Mode (NM). (b) GeoTrooper inter-
face through NVG. . . . .. .. ... oo

Military Grid Reference System (MGRS) View . . . . .. ... .. ..
SSID as used by Geotrooper. . . . . . . . .. ...

An illustration to show how the signal repeating works. The assembly
point location gets propagated through out the network. . . . . . ..

Previous experience with the technology used in GeoTrooper. . . . . .
Rated usability of GeoTrooper’s various interface components. . . . .

GeoTrooper’s rated effectiveness in relevant categories. . . . . . . ..

65



5.10 ModLive monocular HUD [105]. . . . . . ... ... ... ... ....
5.11 Delivery navigation tool on the MOD Live device. . . . . . . . .. ..

6.1 Halo Heads Up Display (HUD): 1. weapon information 2. shield bar
3. grenades 4. motion tracker 5. scoreboard and voice chat mode 6.
aiming reticule 7. ally location indicators 8. objective indicators 9.
other, minor indicators [1] . . . . . . . . ... ... .. ... ...

6.2 Beacon shown through Wikitude AR. . . . . . .. ... ... .. ...

6.3 (a) Simple beacon representation in AR View for Android phone. (b)
AR Virtualization of Stiner Aid for HMD. . . ... ... .. ... ..

6.4 Previous experience with the technology used in GeoTrooper.. . . . .
6.5 Rated usability of GeoTrooper’s various interface components.

6.6 GeoTrooper’s rated effectiveness in relevant categories. . . . . . . ..
7.1 Android phones function as beacon in an alert event. . . . . . . . ..
7.2 Red alert signifying teammate in danger. . . . . . . .. ... ... ..

7.3 (a) Zephyr BT Bioharness (b) Harness can be worn comfortably across
the chest and underneath clothing . . . . . . . . ... ... ... ...

7.4 Rest interval comparison for fatigue study: HRR is signified by the
ability of the HR to return to near its original value during rest periods
(shown as valleys on the graph). The top graph shows consistent HRR
when the participant is allowed two minutes of recovery time. The
bottom graph shows a decline in HR recovery when the participant is
allowed only one minute of recovery time. . . . . . . .. ... ... ..

7.5 HHR from extended intense running activity to fatigue. The first
graph in shows the changes in HR during each interval and rest period.
The peaks represent the maximum HRs during activity and the valleys
represent the lowest HR achieved by the participant after one minute
of recovery time. The high peak in recovery in the second graph
indicates an additional 20 seconds of rest needed by the participant
after an interval. . . . . . ... ...

7.6 HHR from extended intense climbing activity to fatigue. The top
graph shows changes in HR during each activity interval (peaks) and
rest period (valleys). The bottom graph shows the overall decline in
HRR over the course of the entire exercise. . . . . . . . . . ... ...

x1



7.7
8.1
8.2

8.3

9.1

9.2

9.3

10.1
10.2
10.3
10.4
10.5
10.6
10.7
10.8
10.9

Al

Mindwave mobile EEG sensor [88]. . . . . ... ... .. ... ... 97
Haptic vest . . . . . . . . o 106

(a) Interview to invoke response in participant A wearing BioHarness
(Sender). (b) Observation by participant B wearing haptic vest and
HR monitor (Receiver). . . . . . ... ... Lo 108

Possible arousal syncing occurrences in participants just after start
of conversation. (a) This graph shows an increase in heart rates of
participants A and B from group one just after the 150s mark (b) This
graph shows a decrease and then a subsequent increase in participants

A and B from group two just before the 300s mark . . . . . .. ... 112
Media stimuli for EEG classification . . . . . .. ... ... ... ... 117
Physioligcal data collection system with Likert scale ratings . . . . . 118
Image-based scale for study at HCM Lab . . . . . ... ... ... .. 123
Sample ASR form . . . . . ... 128
New support request . . . . . . . . ... 129
LZ area identified . . . . . . .. ..o 130
LZ surface area properties . . . . . . . . . .. ... ... ... 130
LZ size and location properties . . . . . . . . .. ... ... ... 131
LZ weather properties . . . . . . . . . ... Lo 131
Sketched forces and flight path recognized . . . . . .. .. ... ... 132
Original sketch-input for mission planning . . . . . .. .. ... ... 135
Questions 3-10 ask the participants to assess their level of experience

with technology and comfort with the software (a level 5 rating signi-
fies the most experience with the technology mentioned or a high level
of agreement with the statement presented). Questions 11-20 ask the
participants to assess the simplicity of completing the various scenario
tasks using the sketch-based solution (a level 5 rating signifies “very
€aSY” ). . . 137

MathModelAR problems . . . . . .. ... .. ... ... ....... 173

xii



A2

Eye portraits encased in small jewelry, such as pins and rings, were
popular in the 18th century, often used to mourn loved ones. Cosway,
The Eye of Mrs. Fitzherbert, ca. 1786. (Photographic Survey, Cour-

tauld Institue of Art). . . . .. ..o 177
A.3 EyeSeeYou interface . . . . . ... ... .. 179
A.4 Sample eye drawn with the EyeSeeYou system. . . . . . . . ... ... 180
A.5 Two very different, but correctly shaded eyes in EyeSeeYou . . . . . . 181
A.6 Wacom monitor with pen input . . . .. ... ... ... ... ..., 182
A7 G-stepstodraw aneye . . . . . . . . ... ... 183
A.8 Larger width strokes should be used for coloring in various parts of
theeye. . . . . . 186
A.9 EyeSeeYou showing corrective feedback . . . . . . . . ... ... ... 188
A.10 Comparison of pupil and iris . . . . . . . . . ... ... .. ... ... 189
A.11 Usability measure in the system . . . . . . .. ... ... ... .... 194
A.12 User-defined skill level compared to performance . . . . . . . .. ... 195
A.13 User results, before (left) and after (right) . . . ... ... ... ... 197
A.14 Nose and lips drawings with reference lines [128] . . . . . . . . . . .. 200
B.1 Cyborg David and his human mother. A.I. Artificial Intelligence
(Steven Spielberg 2001) . . . . . . . ... 204
B.2 Synthetic wombs in the matrix. The Matriz (Andy and Lana Wa-
chowski 1999) . . . . . 207
B.3 Assembly of Motoko’s body prior to activation. Ghost in the Shell
(Mamoru Oshii 1995) . . . . . . . . . . . 210
B.4 Wright learns that he is not human. Terminator Salvation (McG 2009)216

xiii



LIST OF TABLES

TABLE Page
8.1 Changes in average HR before and after conversation exercise . . . . 110
A.1 Average attempts perstep . . . . . . ... 196

X1v



1. INTRODUCTION

Team coordination, communication and awareness are key factors in the suc-
cessful completion of a team activity [37]. A team can be defined as two or more
interdependent agents that are invested in a common goal [114]. Our target team
consists of humans and possibly drones that must coordinate their tasks to achieve
a goal. In the context of this research, team coordination is the ability to engage in
synchronized activities without the need for direct contact either by physical or vi-
sual means or through verbal communication. Team awareness is the ability to have
continuous knowledge about the status of teammates and the environment without
direct contact or communication. The goal of this research is to learn how to use
technology to enhance team coordination on the battlefield and therefore, we fo-
cus on a very specific set of users: teams that operate in high-stress and hazardous
environments.

Soldiers on the battlefield, rescue-aid workers (police, medical personnel, etc.) in
disaster areas, and firefighters in fire-engulfed structures are all examples of teams
that operate in hazardous environments. As a result, they all share common chal-
lenges to team coordination. On the battlefield, Soldiers must guard themselves
from enemy assault and navigate unfamiliar terrain while avoiding disastrous ele-
ments (i.e. fire) and completing their missions. In these types of environments
where multi-tasking is critical for the safety of the team member and the success
of the team operation, it is important to know what forms of interaction are most
conducive to team tasks. This dissertation explores how technology can be used to
enhance team coordination in these scenarios. To answer this question we’ve con-

ducted an ethnographic analysis of Soldiers and come up with a set of core principles



Figure 1.1: Stiner Aids as viewed through Night Vision Goggles (NVG).

to be used when designing technological tools for these teams.
1.1 Importance of Team Coordination for the Soldier

Teams that work in hazardous environments must effectively mitigate the follow-
ing challenges to team coordination: disconnection from team members, navigation
of unfamiliar terrain, danger from surroundings, ineffective task/resource allocation,
time pressure and the additional stress and cognitive load that these factors may
cause [36, 78, 90]. Team coordination is vital to U.S. Military operations. When
team coordination is compromised by uncertainty, danger, and time constraints, it
may lead to mistakes that can adversely affect the mission [114, 36]. In many battle-
field scenarios the environment and the operating constraints of the mission do not
allow for direct contact until the team‘s task is complete. Therefore the success of
the mission is directly dependent on Soldiers operating autonomously but working to
complete a unified task. Current research suggests that technological solutions can
assist with this task and enhance team coordination on the battlefield [77, 75, 49, 87].

To give a compelling example on the importance of team coordination, we ex-



amine the current operations of paratroopers. Paratroopers are Soldiers specially
trained to conduct airborne operations [18]. After being dropped into unfamiliar ter-
rain at night, units of paratroopers must quickly assemble in locations pre-assigned
during mission planning. The current assembly system is based on the use of Stiner
Aids. Stiner Aids, introduced by General Carl Stiner in the 1980s, are panels of
infrared (IR) chemical lights that are invisible to the naked eye and attached to the
end of large (15 foot) telescopic poles (Figure 1.1). The lights are positioned to form
different symbols that correspond to pre-designated assembly points. When Stiner
Aids were first introduced, they provided a reasonably safe and effective system for
marking assembly points. The Night Vision Goggles (NVGs) required in order to be
able to see the chemical lights were only available to the U.S. Military at the time.
Therefore, there was little concern about enemy forces being able to detect Stiner
Aids.

Unfortunately the Stiner Aid has many flaws in today’s battlefield scenario. The
visibility of Stiner Aids can be limited by ambient light conditions from airfield
lighting, surrounding areas, and fire. The line of sight visibility is also affected by
the distance and intermittent terrain between the Soldier and the Stiner Aid. These
visibility challenges can cause significant difficulties for Soldiers landing outside of
the line of site of their designated assembly areas. As a result, Soldiers will often
wander from one distant light to another to find their assigned Stiner Aid. This
impedes team coordination by compromising the integrity and safety of the team;
when team members are scattered, they are more vulnerable to enemy attacks. In
addition, valuable time that could be devoted to completing the mission is wasted.

The weight and bulk of the Stiner Aid is also a significant burden on the para-
trooper. The device takes up as much space as a secondary weapon. A secondary

weapon could assist team coordination by providing more protection for Soldiers



and their teammates if necessary. Also, since Stiner Aids are mounted on a 15 foot
telescoping pole, they make an unwieldy addition to the Soldier who must drop with
one (typically two Stiner Aids are used per assembly point). Once on the ground,
the weight of the pole requires two paratroopers to hold it up, restricting them from
other operations, such as defending themselves. This also affects team coordination
because valuable human resources are allocated to menial labor rather than to criti-
cal tasks. Finally, NVGs are now widely available to non-military entities, meaning
that assembly points would be extremely visible and thus exposed to any adversary.
Being exposed to enemy forces makes the entire team vulnerable and compromises
the success of the mission. Because of these detriments to team coordination, the
U.S. Army is eagerly seeking a new solution to the navigation and assembly problem.

Today’s battlefield scenario has changed drastically in the following ways: 1)
legacy technology is more accessible by adversaries 2) teams now consist of more
than just humans (i.e. drones) 3) new technological advances are available to use in
the development of tools to aid team coordination. As a result, we need to reevaluate
the factors that affect team coordination, as well as ways to address them, in this

new context.
1.2 Research Question

This dissertation seeks to answer the question, how can one best use current
technology to address challenges to team coordination such as disconnection from
team members, navigation of unfamiliar terrain, danger from surroundings, ineffec-
tive task/resource allocation, time pressure and the additional stress and cognitive
load that these factors may cause.

The Sketch Recognition Lab (SRL) at Texas A&M University explores the devel-

opment of human-centered systems that use mediums of interaction that go beyond



traditional mouse and keyboard interaction. We utilize various input/output meth-
ods (i.e. sketch-based input, augmented reality, haptics and physiological sensors)
and technologies to create effective interaction experiences. Over the past 3 years
we have explored interaction methods through the implementation of applications
in multiple domains which are outlined in later chapters. Through this research, we
have discovered the most optimal mediums for navigation, interaction with maps,
ah-hoc networks and unmanned air vehicles in support of battlefield missions. Ulti-
mately we have combined these technologies into a solution developed to meet the
needs of users who work in high stress environments.

This dissertation contains an ethnographic assessment of the Soldier and exist-
ing supporting technologies targeted for military use and other similar domains, as
well as an investigation and evaluation of interaction design principles for support-
ing multiple tasks on the battlefield. The resulting findings, although focused on the
battlefield scenario, are theoretically applicable to other teams that operate in haz-
ardous environments such as rescue-aid workers and firefighters for whom navigation
and team member coordination are also important factors [78, 90].

This dissertation presents the following contributions:

1. A multimodal solution for the Soldier performing a variety of team coordination
tasks, such as the navigation and assembly, including detailed implementation
and evaluation by Soldiers of all interaction methods and data inputs applied

to the problem
2. An ethnographic analysis of Soldier needs and challenges

3. A set of design principles for creating a multimodal interface for promoting
situational awareness and coordination of teams that operate in hazardous

environments



1.2.1 Detailed Implementation and FEvaluation of the Team Coordination Solution

To address challenges to paratrooper team assembly and coordination, we have
developed a multi-modal mobile navigation solution, which uses GPS-enabled com-
puters to function as beacons to mark assembly points, and Android phones to
function as receivers and aid Soldiers in navigating to these assembly points. The
resulting solution addresses the immediate challenges to paratrooper navigation and
assembly. The load of the paratrooper is decreased significantly and mobility is in-
creased; the Stiner Aid is replaced by a much lighter Android device carried by the
Soldier. In addition to mobility, the manpower of the team is also increased; the
tablet computer is attached to equipment freeing at least 2 Soldiers in each company
from the task of holding the Stiner Aid. Light and noise pollution is mitigated;
the GeoTrooper application does not emit sound and, when running in night mode,
cannot be seen at night outside a 3m range. We provide a secure broadcast solution
with a range that covers a standard drop zone assembly area. Most importantly, the
solution significantly decreases the paratrooper team assembly time.

This dissertation describes our investigation of various interaction mediums tar-
geted toward increasing Soldier and team awareness and provides a detailed descrip-
tion of the solution system and research conducted to evaluate the interaction modes
used. To address the challenges presented in the problem domain, we explored mul-
tiple technologies including Global Positioning System (GPS), sketch-based input,
haptics, AR, and data input from physiological sensors. The data gathered from the
evaluation of these technologies and the resulting solution provided valuable insight
that allowed us to effectively match certain tasks and functions to an input/output
mode that is most conducive to the task being performed. In addition, we were

able to enhance the effectiveness of the solution to support team coordination by



facilitating mixed team communication between Soldiers and drones. The use of an
agile development approach to interaction design has allowed us to identify a set
of interaction design principles, which are discussed in the following chapters, and
resulted in a solution that successfully meets the needs of our target users: Soldiers
on the battlefield.

This research has also had a broader impact in the areas of AR visualization
and physiological classification research. The continual effort to improve and re-
evaluate these technologies has led to collaborations with other labs including the
Human Interface Technology Lab (HITLabNZ) of the University of Canterbury, New
Zealand, which is one of the world’s 3 leading labs in AR research and the Human
Centered Multimedia (HCM) Lab at the University of Augsburg which specializes
in physiological data research. This collaborative effort has lead to research on the
AR visualization of user states, an area in HCI that has received very little focus,
and a unique approach to the classification and application of physiological data

signals [22, 143].
1.2.2  Analysis of Soldier Needs

This dissertation presents a human-centered analysis of the needs of the Soldier in
an effort to improve team coordination, with a focus on the challenges of this unique
user group. Our analysis was conducted over approximately seven months, with the
majority of our efforts taking place at Ft. Bragg, with the XVIII Airborne Corps [23].
During this time we interviewed thirteen Subject Matter Experts (SMEs) in tactical
military operations from the U.S. Army, U.S. Naval Office and from private industry
defense contractors such as Boeing and Lockheed Martin [24]. We held focus group
discussions with approximately twenty-three Soldiers to gain insight on challenges

to the Paratrooper mission. During development, we conducted six equipment field



tests and demonstrations at the practice drop zones. We also performed four military-
personnel tests with a total of fifty Soldiers, and six in-house user studies at Texas
A&M University with forty-one cadets from the local Reserve Officers’ Training Corps
(ROTC) that had field training experience.

Because this analysis was performed in full cooperation with the U.S. Army and
the U.S. Navy, the findings are tailored to and can be integrated with current military
operations research. The analysis provides a detailed list of independent situational
conditions that correspond directly to the solution design elements. As a result, these
design elements can serve as specific technological guidelines that can be applied to
the same situational conditions as they appear in other military operations and/or

other field scenarios.
1.2.3 Design Principles for Multimodal Interface

Through continuous development of a solution, we have explored, implemented,
and tested alternative interaction methods to increase Soldier awareness and team
coordination. Our research into haptic feedback, data visualization via AR, and
interfaces for human-drone interaction have expanded the modality of the solution
and has also allowed us to steadily increase the amount of data delivered to the Soldier
without increasing the cognitive load. In addition, we’ve explored technologies and
applied research that may be used to address the emotional and psychological side
effects of exposure to high stress environments.

Continuous interaction with our solution technologies and evaluation by active

Soldiers lead to the discovery and validation of the following principles:

1. Sketch serves as an easily-learned interaction method for complex mission plan-
ning. A sketch-based interface capitalizes on the affordance of annotating paper

maps and offers a simple spatial reference that’s very conducive for communi-



cating tactical instructions to both humans and drones thereby assisting team

coordination.

. When cognitive load is moderate, color rather than text is the best way to alert

the user of an event that may require attention.

. Haptic pulses are the best way to deliver navigation information when cognitive
load is at its maximum and/or when line of sight must be unobstructed and

hands must remain free.

. Rather than forcing a predefined amount of data on team members based
on roles, allowing each user to control the amount of data received through
a multimodal interface can create a better user experience and increase user

acceptance of the technology.

. Significant changes in physiological data can be used effectively to assist in the

automatic reallocation of tasks in the event a teammate needs assistance.

The work discussed in the following chapters provides support for these principles

and addresses outstanding problems of mobility, information overload, information

filtering, and hands-free interaction in mobile military applications. This information

can be used to support the human-centered development of better technological

solutions as more advanced resources become available.

1.3 Dissertation Organization

Chapter 2 provides details related to the interaction of teams as well as common

challenges to team coordination and the motivation for a timely solution. Chapter

3 gives an overview of related work conducted in both HCI and interaction design

in the research areas of military support applications, augmented reality, physio-

logical sensors, affective haptics, and unmanned aerial systems. Chapter 4 includes
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information gathered about the problem domain as results from our ethnographic
study of Soldiers. Chapter 5 includes a detailed description of the first implemen-
tation of a solution to improve team assembly and lessons learn through evaluation
by paratroopers. Chapter 6 describes the implementation and evaluation of hands-
free solutions created to increase situational awareness. Chapter 7 discusses efforts
to increase team awareness by providing teammate events. Chapter 8 includes the
use of subliminal haptic feedback for exchanging physiological data and providing
continuous teammate status. Chapter 9 discusses our investigation into affective
classification as a means of further enhancing team awareness. Chapter 10 discusses
lessons learned through the development of a component that allows interaction with
non-human team members (i.e. autonomous drones and aerial vehicles). Chapter 10

summarizes the overall contributions and lessons learned from these endeavors.
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2. MOTIVATION

Teams that operate in hazardous, high-stress environments must battle common
challenges to team coordination. The overall unpredictability of most scenarios that
they encounter can have an adverse affect on team coordination and, by extension,
the success of the team mission. The outcomes of their efforts are highly uncertain
due to rapidly changing environments and situational constraints. Failures in opera-
tion that result from these challenges can possibly be prevented with the right tools.
However, before we can determine what technological solutions will be advantageous,
we must first take a look the way in which teams interact to complete a task as well

as the common problems that affect team coordination.
2.1 Team Interaction

As stated in the Introduction, a team can be defined as two or more interdepen-
dent agents that are invested in a common goal [114]. To achieve this goal, agents
must perform individual activities (or subactions) as part of a collaborative effort.
What makes this collaboration more than just a coordination of separate tasks is
the fact that the completion or non-completion of theses activities imposes some
constraint on the team accomplishing the overall activity [52]. So how does the team
accomplish its goal? The nature of joint action by a group of agents is characterized
by having a shared set of beliefs or intentions constructed by collaborating agents
with the goal of performing a group action [74]. Agents must form individual plans
for their activities based on the mutual beliefs of the group, but they also need to
know the status of the entire group effort to be successful. In addition, each agent
must believe the the unified goal is attainable. Having this information allows the

agent to create a mental model of the situation and commit to performing his/her
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individual actions. In the case of agents interacting as a team, a shared mental model
is also required to effectively coordinate individual tasks so that the team can act as
a single agent.

Team coordination is vital to the success of U.S. Military operations; lack of
team coordination can result in failed mission objectives and errors with devastating
consequences [36]. Because plans may change with time and given the nature of the
situation, a technological tool must also account for incomplete plans and provide
information to allow agents to change their individual plans (and set of beliefs) [51].
For example, if a team member is unable to perform his/her assigned action, then
the team may need to revise its plan in order to complete the group action.

Soldiers must constantly adapt to the ever-advancing nature of warfare. Technol-
ogy is more accessible to adversaries today and the military must constantly search
for new technological solutions that will provide an advantage to its forces and ef-
forts. Fortunately, recent advances in mobile computing and context aware systems,
as well as the pervasiveness of drone technology have provided the resources needed
to create solutions to aid the Soldier on the battlefield. As a result, we need to ex-
plore these options to find ways to alleviate the challenges to team coordination. To
learn how to better use technology to assist team coordination we looked at the the
difficulties encountered by teams with a particular focus on how paratrooper team

coordination is affected.
2.2 Challenges to Team Coordination

A lack of communication is probably one of the most severe detriments to team
coordination. When team mates share their understanding of the team’s mission, it
helps to create a common mental model of the goal and how to best execute it [119].

However, when unforeseen circumstances occur, the mental model may change and
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without communication, team members cannot guarantee that alternative actions
will be coordinated. Therefore it is vital that team members have a access to the
same information and can communicate the status of their individual tasks to their
teammates. In the paratrooper scenario, Soldiers must maintain radio silence and
cannot communicate face-to-face. Therefore team members are largely unaware of
the status of their teammates’ actions and cannot make informed decisions should
the situation call for it.

Another significant challenge to team coordination is the unfamiliarity of the
environments which can result in disorientation. In many cases, the disaster and
combat environments are located in areas completely unfamiliar to the team, making
it difficult to train very specific operations or predict their outcomes. For example,
paratroopers are specially trained to conduct airborne operations at test drop zones.
Airborne operations involve the strategic movement of ground forces to conduct
forcible entry via parachute assault to capture key objectives for follow-on military
operations. Careful planning maximizes the chance that paratroopers will land on
the drop zone in the vicinity of their intended assembly areas. However, even under
ideal conditions, paratroopers still land roughly 75 feet away from one another in
unfamiliar terrain, typically at night, and intermixed with many other units with
their own assembly areas. The most highly trained unit can take up to 20 minutes
before the first few Soldiers begin to arrive at the assembly area. Unforeseen circum-
stances can degrade these conditions significantly, leaving paratroopers vulnerable
for much longer periods of time; it is very likely that the entire company may not
be present at an assembly point for up to two hours. These factors are anticipated
and addressed to the maximum extent possible through navigation training, NVGs,
and physical conditioning, but other factors that are beyond control, such as missed

or changed drop zones, can threaten reassembly and reorganization.
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In addition, we must also address the challenge of time pressure as it applies to
this scenario; time constraints can induce stress and compromise team coordination.
In the case of the paratrooper, time constraints are directly related to the safety
of the individual Soldier; the longer the Soldier engages in the assembly task, the
more susceptible he/she is to an enemy attack. However, studies have shown that
an increase in time-induced stress does not necessarily affect team performance if
the information readily available represents a common mental model shared among
team members [43]. Without this information, or the ability to share it via direct
communication, team actions can become highly unpredictable.

Many of the teams discussed must work under time constrains that can result in
casualties if not met. This scenario is further complicated by the threat of danger
from situational hazards. Rescue aid workers must work in situations where there
are hazardous weather or environmental conditions; this may include operating near
volatile equipment and/or in unstable structures. Combat scenarios probably repre-
sent the most hostile conditions as it can be more difficult to determine from which
direction danger may emanate. Situationalhazards can make the organized comple-
tion of a team task very difficult and even impossible in some cases.

These challenges to team coordination also serve as both physical and mental
stressors for the individual team member. Paratroopers in particular are under a
huge cognitive load during missions due to dangerous combat scenarios. In addi-
tion, recalling pre-mission intelligence, processing real-time information, and trying
to remain aware of danger signals within the environment can quickly lead to in-
formation overload. Extended heightened stress can have adverse affects on both
physical and mental performance, the result of which may be temporary diminished
cognitive capabilities or long-term conditions such as Post Traumatic Stress Disorder

(PTSD) [63]. Stress can impair a person’s judgment and result in rushed decisions
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without careful consideration of all information available, which in turn leads to
erratic behavior and a total breakdown of team coordination [119].

In addition to mental stress, many of these teams must engage in strenuous phys-
ical activity for extended periods of time. A combat-loaded paratrooper weighs over
400 pounds and carries over 200 pounds of equipment when exiting the aircraft.
Adrenaline will assist the paratrooper in navigating to his/her assembly point when
accurate information is available, but extensive searching while carrying this unbear-
able load quickly leads fatigue which also impedes team coordination by slowing
down the reorganization process.

In the new battlefield, the pervasiveness of technological aids is now becoming a
common way to address these challenges to team coordination. While in many cases,
the use of technology has assisted in efforts to improve team coordination, proper use
and integration of new tools into existing processes can also be a challenge. Tech-
nological aids, if limited in usability and relevance to the individual team member,
may result in a lack of team acceptance and hurt team coordination more than no
solution at all [75]. Therefore it is very important to not only carefully consider the
challenges to team coordination, but also to address them with a focus on how best

to serve the needs of the individual team member.
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3. RELATED WORK

There is a large body of work and research devoted to finding technological solu-
tions for enhancing team coordination. A majority of the work is focused on assisting
teams that work in office-like environments. This is not surprising given the vast mar-
ket of office support products targeted at increasing work flow and productivity [46].
However, with the pervasiveness of mobile devices and technological advances in mo-
bile computing, recent research efforts are now equally focused on providing tools to
assist the mobile user and fortunately our target teams fall into this category.

The tools developed to assist in team processes can vary greatly depending on the
target use, however, most team collaboration efforts center around training, schedul-
ing, planning, tracking and sharing information in an effort to maximize situational
awareness [12]. Early versions of location-aware systems used for mobile gaming
showed an increased potential for team coordination and situational awareness ca-
pabilities. By using Cell phone ID, GPS,; or assisted GPS technologies, applica-
tions can be used to locate members of a team and allow for direct communication.
Songs of North is an example of a Cell ID location-based role playing scavenger hunt
game [104]. Decay watch is also a scavenger hunt game that uses GPS and allows
mobile blogging and chat [17].

In many hazardous situations, the mode of information presentation must be
adapted to provide mobility and hands-free interaction for the user. In addition the
format of the information presented has to take into account a reduced capacity for
information processing by the user. For example, tracking tasks are fairly simple
when the situation allows time for focused attention of a navigational map. How-

ever, this is a luxury our target teams do not have and therefore existing research
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has been focusing on ways to essentially repackage this type information. Studies
conducted at the Army Research Laboratory have shown that standard methods of
static map display are mentally demanding and that moving map displays reduce
navigation time [26]. Rohs et al. used human studies to compare the performance
of three different modes of map interaction with a handheld device: joystick navi-
gation (scrolling and panning), the dynamic peephole method (map is fixed, device
is moved; overall context is not visible), and the magic lens paradigm (map is fixed,
device is moved; overall context is visible) [113]. Their results showed that the two
methods of navigating maps through physical movement of the device produce the
best results in terms of task performance and error minimization. Furthermore, a
study conducted by Seager et al. evaluated a dynamic interface with embedded GPS
technology in comparison to a static map [116]. The study noted that users found
positioning systems that give directions more useful in situations where the maps are
not well defined.

In the rescue aid area, technological solutions are being provided to not only assist
in team coordination, but also to enhance team coordination training. Toups and
Kerne developed a location-aware system with the purpose of delivering emergency
response education to firefighters [124]. Their system provides a visual context of the
user’s location in a virtual environment for the purpose of conducting team building
exercises. In terms of navigation, Thomas et al. explored the use of AR in an outdoor
environment as a means of providing visual cues during orienteering and navigation
tasks [123]. Applications such as these give us insight into methods for creating a
multimodal display for our location-aware system that could be applicable to a wide

range of teams that work in high stress environments.
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3.1 Augmented Reality (AR)

Augmented Reality is another technology that has emerged as an optimal in-
formation visualization method for mobile location-aware systems. Reitmayr and
Schmalstieg created a mobile navigation system that provided an AR-based inter-
face for information browsing and navigation functions [108]. This system was used
as a virtual tourist guide and contained a detailed 3D model map of Vienna. The nav-
igation system contained data pre-loaded and specific to one location. In addition,
the complete system‘s data handling model would require a server-based database
and an established network [107]. Similar concepts applied in the military domain
resulted in systems like the Super Cockpit which used AR to assist in piloting tasks
such as low altitude navigation and targeting, and the Battlefield Augmented Reality
System (BARS) which assisted the dismounted warfighter by providing information
about urban environments via a Head-mounted Display (HMD) [75]. Interactive Dirt
is another AR-based military system that uses a wearable projector-camera system
that was designed to bring HCI to extreme teamwork situations, such as military
stability and support operations [82]. The designers focused on maintaining situa-
tional awareness while providing a mobile system that is highly adaptable and brings
new information (projected images of maps or orders) into new domains.

Augmented Reality has been used to enhanced environments for various outdoor
location-aware games such as GunSlingers, UnderCover, and BotFighters which use
the underlying cell phone network to transmit location information to different play-
ers [5, 143, 106, 100]. Similarly treasure hunt inspired games use cell phone ID (Songs
of the North), GPS (Decay Watch), or Assisted GPS (SwordFish) to locate the users
and direct them to treasures using clues [17]. These systems utilize information

readily available from mobile devices to determine the location of the user.
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Figure 3.1: a) Top left, Metro Paris Subway: AR App for iPhone [102] b) Bottom
left, AR advertisement for MINI Cooper [84] c)Right, The Monocle: AR view for
Yelp’s mobile application [66]

AR has also been used for countless consumer-related products such as mobile
applications for locating restaurants and merchants, and even educational products
for children. Mansley et al. showed how richness in feedback in a game environment,
in terms of adding a more meaningful representation and different modalities of
information representation, can make up for the latency in a positioning system [79].
While these systems can provide useful information that can influence how the user
interacts with her surroundings, they do not provide in-depth information about
other users of the system; information that can enhance how they communicate and
interact with potential teammates.

In areas of education, Doswell explores the use of a mixed reality-based instruc-
tional system is to assess the level of comprehension of students studying robotics
and programming concepts [31]. Virtual instructors and programmable robots were
used to enhance problem-solving skills through project-based learning in science and

technology. In the project, lab reports and questionnaires were used to measure the
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students level of comprehension.

These type of augmented reality applications have utilized various tracking tech-
niques including sensor based, vision-based, or a hybrid of both. Sensor-based track-
ing methods make use of sensor inputs such as GPS, gyroscope, etc. to determine
the proper location of a generated virtual image. Vision-based tracking methods
use the size, orientation and location of fiducial markers to calculate changes to the

generated image (Figure 3.1).
3.2 Physiological Signal Analysis

Much of physiological signal analysis research has been focused on identifying
unconscious emotional responses such as facial expressions [34]. Some studies show a
possible correlation between heart rate, body temperature and emotion [35]. However
in recent years the focus has shifted to identifying overall user state and emotion
recognition.

Pavlidis presents a novel approach to physiological signal analysis. Using a ther-
mal camera directed at the user with face tracking methods, the authors were able to
compute superficial blood flow, cardiac pulse, and breathing rate, and thus were able
perform the physiological monitoring without the use of contact equipment and with-
out hindering freedom of motion [99]. The physiological data was used to identify
the onset of stress, irregularities in heartbeat and sleep apnea.

In a study conducted by Honig et al. physiological recordings of participants
were collected in a simulated driving context using the Mind Media NeXus-10 device
which included the following sensors: electrocardiogram (ECG), electromyogram at
the neck (EMG), skin conductivity between index and middle finger (SC), skin tem-
perature, pulse and respiration [58]. Honig was able to recognize relaxed and stressed

user states with close to 90% accuracy.
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While stress recognition is an important area of physiological signal analysis,
emotion recognition has emerged as the more challenging problem. There has been
extensive research on various feature extraction and classification methods for emo-
tion recognition. Chanel conducted an evaluation of 2 linear classifiers (Nave Bayes
and a classifier based on Fisher Discriminant Analysis (FDA)) on electroencephalo-
graphic (EEG) signals and other peripheral signals (ECG, SC, etc.) combined to
assess the arousal component of emotions [15]. Their findings showed that classi-
fication methods in which there is a lesser sensitivity to correlated features (FDA)
worked better on the combined signals. Although more recent research has been fo-
cused on identifying emotion with a small context of physiological data, their results
may be an indicator that the addition of EEG data as a signal input may prove to
be beneficial to recognition accuracy with the use of non-linear classifiers.

Kim et al. used skin temperature variation, electrodermal activity and heart rate
derived from electrocardiogram (ECG) signals as input to calculate time-domain
features such as heart rate variability (HRV), mean and standard deviation [65].
Their goal was to identify the best set of features for short segments of a signal.
Using pattern classification, they were able to create an off-line user-independent
recognizer that had an accuracy rate of 78.43% and 61.76%, for the recognition of
three and four emotion categories, respectively.

A very important study conducted at the University of Augsburg focused on
identifying user emotion state through music stimuli [136]. During the study 3
participants were asked to select four of their favorite songs reminiscent of specific
emotional experiences and corresponding to four emotion categories: Joy/Happiness
(enjoyable, harmonic, dynamic, moving), Anger (noisy, loud, irritating, discord), Sad
(melancholic, reminding of sad memory), and Pleasure/Bliss (slow beat, pleasurable,

slumberous). Three participants were made to listen to these songs everyday for
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25 days while connected to the following sensors: Electrocardiogram (ECG) - mea-
sures activity of the heart, Electromyogram (EMG) - measures muscle activity, Skin
conductivity (SC) - measures sweat levels, Respiration (Resp), Skin Temperature
(Temp), and Blood Volume Pulse (BVP). Data from this study was used to create
a corpus of physiological signal data that could be used for other feature extraction
experiments. In a later study, Honig used these data signals and derived four addi-
tional signals: 2 to measure instantaneous heart rate, 1 for respiration rate and 1 for
pulse transit time (PTT). The Augsburg Toolbox was used to calculate statistical
features for each of the signals [135]. Honig added additional features, calculated
using a sliding method, in order to separate the signals into classes representing the
four emotional states. Given the length of the analysis window in samples (let’s call
it w), each feature was calculated on w previous samples and computed recursively
to make it efficient and suitable for on-line classification. To counteract the affect of
rounding errors, the recursive result is thrown out every w steps and the feature is
computed using the original equation.

Classification of physiological signals is difficult because the duration of emotions
are not predictable. Reliable classification requires a relatively large context and
real-time processing of large amounts of data is problematic for commonly used
feature extraction approaches. As a result, most classification is performed offline
(on prerecorded data). Honig claims that his method of classifying physiological
signals can be performed on live data. However, at the time this dissertation was
written, this method has yet to be tested.

In addition to the study of emotions, physiological sensor data has been explored
on a more basic level in an effort to identify correlations with the human state. For
example, existing research efforts in the psychological fields have suggested there is a

relationship between acute physiological responses and post-traumatic stress disorder

22



(PTSD) [53]. PTSD is an anxiety disorder that usually results from exposure to
terrifying events (i.e. violent personal assaults, environmental disasters, accidents,
military combat, etc.); it is characterized by difficulty sleeping, feeling emotionally
numb and/or detached, and being easily startled.

A current study being conducted at the West Point Military Academy aims to find
a correlation between PTSD and unconscious facial expressions. Subjects are made
to watch videos that become progressively gruesome while their facial expressions are
monitored; at the same time sensors are used to monitor changes in skin conductance,
heart rate, and blood pressure in an effort to validate the facial expression of emotion.
The authors referenced Ekmans work on clues to deceit and faking emotions in order
to emphasize how hard it is to fake a physical response when the emotion or facial
expression is not genuine. This study was based on a similar experiment conducted
by Dr. Paul Ekman in which a group of participants were made to watch a film
depicting bloody surgical scenes and asked to lie and say they were watching a
movie about flowers [34]. The purpose of this experiment was to determine if people
could successfully hide facial expression of their true emotion while a lie was taking
place. Another study conducted at the National Center for PTSD collected heart
rate and skin conductance data in an effort to predict PTSD in women who had been
physically attacked. They found that a physiological reaction to monologues related
to trauma, in particular a sustained increase in heart rate resulting from numbing
symptoms, occurred in most cases after completing the study.

A Brain-computer interface (BCI) is a direct path of communication between an
external electronic device and the brain. BCI-based communication research was
first conducted in the early 1970s by Jaques Vidal at the University of California,
Los Angeles [134]. In his work, Vidal focused on the observation of electroencephalo-

graphic (EEG) signals. EEG signals are fluctuations of electrical potential along the
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scalp created by neurons in the brain. EEG signals can thus be measured outside
the brain itself in a non-invasive way via wearable headsets. Vidal proposed a set
of experimental strategies for BCI-based communication that are mirrored after tra-
ditional human-computer communication. His strategies included matching objects,
binary acceptance and rejections, and choosing between visual alternatives. Vidal
also stressed the importance of operant conditioning, and thus encouraged game
playing experiments in order to provide opportunities for rewarding and reinforcing
participants [134].

Much EEG-based communication research has been focused on restoring com-
munication and movement to paralyzed individuals via the extraction of different
signals [140]. Visual evoked potentials have been used to gage a wearers focus on
different presented symbols or graphics [83] [121] [134]. Sutters work resulted in
participants being able to type 10-12 words per minute [121]. Birbaumer et al. used
slow cortical potentials (SCPs) to allow patients with amyotrophic lateral sclerosis
to spell out words by selecting letters from an electronic list [10]. This process re-
quired many training sessions and resulted in a speed of roughly 2 characters per
minute, but did not require any muscle control. The P300 wave, which is elicited
by infrequent auditory or visual stimuli, has also been used to make selections by
BCI wearers [117, 38] . Participants focused on a desired character in a grid of op-
tions; the difference between the P300 wave for a grid containing a desired character
and one without the character is used to make the selection. This method does not
require any training.

While there has been extensive research on classifying the user state using EEG
data, real-time user state classification has seldom been explored for EEG in con-
junction with other physiological data. This is most likely due to the fact that EEG

datasets can be extremely large (some BCI headsets can obtain up to 64+ channels
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of data). EEG data can also vary greatly depending on the user and the type of

equipment used.
3.3 Affective Haptics

The use of arousal synchronization as a form of communication has been explored
in systems like imPulse. This system focuses on the need for intimacy and the
potential for heartbeat synchronization as a means of communication [76]. This
system uses lap-sized stations that transmit heart rhythms from one user to another
in the form of vibrations and blinking lights. Users interact with these stations
by placing their hands on the device. The lack of mobility and the occupation of
the users hands are limitations we sought to overcome in implementing a similar
interaction method for our system.

A substantial amount of research has been conducted regarding Second Life,
especially in the field of Computer-Human Interaction. Most notable in comparison
to our research is iFeel_IM a system that recognizes 9 distinct emotions by analyzing
conversation in Second Life. These emotions are used to simulate similar emotions
responses in the user using a suite of haptic devices and portrays the user‘s emotions
on his/her avatar using EmoHeart. The haptic devices each serve to simulate a
specific sensation, such as tickling, warmth, and a hug [89]. One such device is
HaptiHeart, which is worn on the chest and uses a speaker to simulate a heartbeat
at a rhythm determined by the system. Unlike Emotivibe, which simulates the actual
heart rate of another person, HaptiHeart simulates a heart rate designed to influence
a specific emotional state in the wearer.

Hug Over a Distance uses an inflatable vest to simulate a hug when remotely trig-
gered by another user via stuffed koala [85]. This system sought to recreate physical

interaction however the implementation was only marginally successful (users found
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the simulated hug unrealistic, the vest ”"weird”, and the overall system lacking in
applications). Lemmens et. al. explored the use of a body-conforming vest equipped
with 64 tactile stimulators as a means of enhancing the viewing and entertainment
experience when watching movies [73, 126, 127]. This immersive experience also had
limited success; it failed to engage the user‘s sense of enjoyment or emotional attach-
ment. PillowTalk explores the notion of social intimacy with a system of networked
pillows outfitted with sensors and designed for public spaces [115]. PillowTalk is most
notable for its mapping of a wide variety of bio-inputs to actions carried out by the
system. Pillows uses bluetooth and wifi to aggregate inputs collected by the system
and direct output to the optimal location. We developed our interface with successes
and failures of these projects in mind: the use of a haptic vest as a means of output
is very feasible as long as it isn’t cumbersome, and utilizing emotionally-relevant

output such as a heartbeat should resonate with the user.
3.4 Unmanned Aerial Systems

In the areas of UAS interface design, various UAS control and communication
methods have been explored. Some of these methods include voice recognition, joy-
stick control and even screen icon interaction to name a few [103]. A sketch-based
UAS interface is a logical extension in this realm. The use of quick sketches to show
or clarify concepts is a natural and effective form of communication. Sketch recogni-
tion is the interpretation of hand-drawn sketches by a computer. It presents a unique
problem because no two free-hand drawn sketches are alike. As a result, identifying
important shapes and/or text and determining their meaning can be quite a difficult
AT problem.

In applications involving geographic information systems (GIS), even minute

changes and inputs are often complex and tedious as a result of the non-spatial
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input methods used by most programs [11]. Geospatial analysis involves the eval-
uation and processing of geographic datasets from many applicable areas including
flight planning, military mission planning, land development, etc. Many of the edit-
ing tools in popular GIS applications are based on mouse and keyboard input, which
is not similar to the common practice of marking up hardcopies of maps. For this rea-
son, many applications have been created to try and capture sketches and translate
them into meaningful data for programs.

For example sketch-based programs such as nuSketch Battlespace and COAS-
ketch have been developed to simplify the creation of military course of action
diagrams [41, 54]. NuSketch Battlespace uses glyphs and spacial reasoning while
COASketch uses a free-hand sketch recognition approach. GeoSketch is a geospatial
application that uses free-hand sketches to alter or augment geographic datasets in
various map formats [21]. The user’s frechand sketches can be understood by trained
gesture recognition algorithms and translated into basic editing functions. In areas
of defense, GeoSketch can interpret shapes on a map similar to those used in course
of action diagrams. The location data and meanings of these shapes can then be
used to deliver important mission planning information to location-aware systems.
GeoSketch provides sketch-based interaction as a visual bridge between the graphical
representation of geospatial maps and the user and therefore has been used as a basis
for interactions methods to navigate or control unmanned aerial vehicles.

These works provide justification for continued research into technological so-
lutions to aid team coordination. Some of the solutions are outdated, but they
show how technology can be used to assist with the performance of certain team-
coordinated tasks. As of yet, none of these applications provide an overall model
to mitigate the challenges to team coordination encountered in hazardous environ-

ments. This thesis presents a solution to these problems through a set of design
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principles for technological tools within this domain.
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4. ETHNOGRAPHIC ANALYSIS OF SOLDIERS

A team of 5 research members from the Sketch Recognition Lab (Danielle Cum-
mings, George Lucchese, Chris Aikens, Manoj Prasad, and Jimmy Ho lead by Dr.
Tracy Hammond) conducted an ethnographic study at Ft. Bragg, North Carolina.
During a series of monthly visits we shadowed Soldiers of the XVIII Airborne Corps
as they conducted their training to gain detailed information about their job and the
challenges they face and to experience first hand the paratroopers’ daily performance.
We held discussions with focus groups and whenever possible, we participated in the

paratrooper training exercises and documented our reactions.
4.1 Paratrooper Drop Practices

As stated in the previous chapter, the paratrooper’s job is to strategically con-
duct forcible entry via parachute assault to capture key objectives for military op-
erations. The airborne assaults usually consist of 2 types of drops: an equipment
drop also known as a heavy drop (HD) and a personnel drop. The HDs can include
approximately 33 platforms containing vehicles, supplies and artillery packaged in
containerized delivery system (CDS) bundles (Figure 4.1). The personnel drops can
include placement of approximately 2,000 soldiers or more.

Prior to the jump, soldiers study a map of the landing zone and are briefed on
where they are expected to land within the drop zone (DZ) and where they are to
navigate in relation to the drop location. They then can compute the direction and
approximate number of paces to the assembly location relative to the determined
flight path so that they know what to do when they land. The equipment and
personnel are loaded onto Alpha Echelon 68 C-17 aircrafts (Figure 4.2). Soldiers

are organized on the plane near their designated assembly teams and/or near their
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Figure 4.1: Heavy Drop (HD)

equipment. The units are seated in an order that corresponds to the relative location
of their target areas on the ground. For example, if team A needs to assemble near
the ”top” of the DZ, then their members will be seated closest to the door on each
aircraft and they will be the first ones to jump. This is to increase the likelihood
that soldiers from the same units will land near the same location in the drop zone.
Significant leaders and equipment that is of great importance to the mission are
distributed among the aircrafts in order to minimize the affect of a single aircraft
failure on the success of an entire mission. There are usually two Stiner Aids assigned
to each unit, and 2 Soldiers are tasked with erecting one Stiner Aid. These pair of
Soldiers are intentionally placed on different aircrafts to maximize the chance that
one of the two Stiner Aids will make it to the ground. If for any reason, the drop
zone is compromised, the aircrafts must continue on and either make a second pass
of the area at a later time or switch the location of the DZ. Delaying the drop and/or
relocating the DZ will affect the placement of forces on the ground. Even a slight
change in drop timing can significantly alter the drop location (Figure 4.3). A one
second delay can displace a Soldier hundreds of feet from his/her intended target on

the ground; if a Soldier hesitates when jumping out of a plane, he/she will often be
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Figure 4.2: Alpha Echelon 68 C-17 aircraft [55]

forced out to minimize the impact of further delay, which only serves to disorient the
Soldier even further. A single pass and drop in a DZ is considered a success, but it
is common for planes to have to do a double pass or drop because of incidents such
has Soldier hesitation, equipment failure, enemy fire, etc.

The main strategy of a paratrooper airborne operation is surprise. The drop
process occurs very rapidly with the aircrafts flying over the DZ in a very tight
formation and dropping cargo and personnel in as short an interval as is possible
without risking collision (Figure 4.4a). The HDs are dropped from the plane first to
avoid crushing Soldiers on the ground. When the paratroopers have jumped out of
the plane, they are trained to look toward the location of the planes as they fall to
help orient themselves. They descend to the ground and, depending on environmental
conditions, have a moderate to severely turbulent landing (Figure 4.4b). This landing
often causes immediate disorientation, so the paratroopers must look up at the sky

again to determine the last known flight direction of the aircrafts. This practice of
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Figure 4.4: (a) Large groups of paratroopers jump from the planes in a small time
interval [47]. (b) Rough landings can disorient paratroopers [48].

watching the aircraft provides some indication as to the possible location of their
assigned HD (which should be behind them in the flight path trajectory) or their
assembly location. However, one significant problem mentioned by paratroopers is
that if the landing recovery takes too long, the planes may already be out of visible
range by the time the Soldier is able to look up. This is especially true if the Soldier

is jumping from the last plane in the line of aircrafts. After being dropped into

32



unfamiliar terrain at night, units of paratroopers must quickly assemble in their
assigned units with their equipment; to do this they head in the supposed direction
of their assembly location and then scan the horizon for the Stiner Aid with the
chemical light code for their unit.

Soldiers stated that assembly can be a very confusing and chaotic task. Unfor-
tunately since the Stiner Aid is so heavy, the team members that are tasked with
erecting it are not always the first ones to arrive at the assembly point which only
adds to the confusion as Soldiers are sometimes searching for a Stiner Aid that may
not even be there. Ambient light from the moon or other sources makes the Stiner
Aid difficult to locate. In addition, noise discipline is required, meaning that they
are not allowed to openly communicate with their teammates to assist with this pro-
cess. Once the entire unit has assembled into a coordinated fighting force, they may
proceed with the mission.

Trainers and team leaders informed us that the entire process may take 20 minutes
for a highly experienced and efficient team of paratroopers. However, if the team is
inexperienced and/or if there are complications, the assembly task may take up to
two hours or more. In some instances; members of the unit never find their assigned
assembly location and unit resulting in casualties (this has happened in training
exercises where, even without the threat of an enemy encounter, lost Soldiers died

of hypothermia).
4.1.1  Containerized Delivery System Specifications

MAJ Thomas and LTC Mertsock arranged an meeting with airbase operational
test bed team. The operational test bed team is a team of experts who configure
the HDs with drop analysis tools which include a data collection tool, accelerometer

and GPS to analyze the rate of decent, time of parachute release, time of impact and
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various other data collected to analyze the drop. The team noted that if a dropping
package experiences more than 28.5G for extended period of time, the package is
sure to be damaged after landing. The force experienced by the package at the time
of impact is about 70 - 90G for span of few milliseconds. When securing additional
equipment to the HD, the team stated that finding a secure place on the HD and
packaging the equipment to dampen the forces during impact are the two main
factors for successful equipment operation upon landing. As with any drop, there is
always a chance of the parachute release mechanism falling causing damage to the
HD or any other external equipment; to mitigate this, extremities are secured within
the package as much as possible. They showed us different types of packing material
used to secure dropped loads. The team stated that there is no standard process to
package all the heavy drops; the packaging structure differs with each heavy drop

and so does finding a secure spot in the heavy drop to place sensitive material.
4.1.2  Soldier Habits

During our study we interviewed paratroopers with varying levels of experience.
We found that younger Soldiers tended to rely more heavily on technological devices
than older, more experienced Soldiers. However, many of the more experienced
Soldiers were both familiar and comfortable with using mobile computing devices
and owned smartphones. They stated that years of training had given them the
confidence to rely on what they know and what they were trained to do in situations
where their devices would prove useless.

On the contrary, more inexperienced Soldiers secretly admitted to frequently us-
ing location-aware applications such as Google maps on smartphones or a Garmin
GPS device to assist them in their navigation tasks during training exercises. This

practice is technically not allowed and highly discouraged as it allows Soldier to
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rely on technology that will be either unavailable or useless in the field. In addi-
tion through further discussion with the Soldiers, we discovered that many of them
routinely jumped with their smartphones unprotected and stored in one of the out-
side cargo pockets of their uniforms. They also revealed that their phones, although
unprotected with special ruggedized cases, did not break upon landing.

During focus group discussions the Soldiers talked about how disorienting the
entire drop experience is. Soldiers commented that the Stiner Aids were often very
difficult to identify unless you were in a fairly close proximity (ambient light from
the moon or other sources interferes), meaning that it was hard to identify the
unit designations until they had traveled a majority of the distance toward possibly
the wrong Stiner Aid. And because there are so many Stiner Aids, a Soldier can
easily get fatigued running from one glowing light to another. They stated that a
navigation aid (possibly in the form of a wristwatch or some other device that could
be secured to their person) would greatly benefit the assembly process. As expected,
the group members were somewhat divided on how much navigation information
should be delivered by the device. Some Soldiers only wanted a directional indicator,
similar to a compass, that they could reference while performing their normal trained
navigation exercises, while some Soldiers wanted to be able to see an entire map
that showed the location of not only the assembly points, but the location of their
teammates as well. However, after some debate amongst themselves, they determined
that the later level of awareness may be justified for team leaders only.

Soldiers also stated that if they encounter adversaries during the mission, they are
required to destroy any and all materials that can provide intelligence to the enemy.
In a specific case, they stated that if the sensitive information was located on some
handheld device, protocol dictates that they were to destroy the device completely

(usually by shooting it) to prevent the enemy from acquiring it.
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Figure 4.5: Example Air Support Request (ASR) form
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4.2 Field Request Processes

During the process of completing their mission, Soldiers may encounter circum-
stances in which additional supplies or even a medevac is required. When this occurs,
Soldiers in the U.S. Army and the U.S. Navy will initiate an Air Support Request
(ASR) (Figure 4.5). We interviewed four Navy personnel (pilots and Marines) and
two Army officers from ground based units, who all had involvement in cargo supply
and/or medical evacuation procedures through field operations, to determine how
an ASR is conducted. We sought to understand current practices for ground-based
Soldiers interacting with manned helicopters when requesting cargo re-supply.

We asked the interviewees to assist us in creating an extensive list of Soldier
support scenarios which we consolidated into 13 examples, two of which are listed

below:

1. A Soldier needs a resupply of bullets and food. His team is in hiding, waiting
for an assault planned for a day from now. The team is located outside, in the
mountains, and are without tents. He makes the request at night, so as not to
gwe away his position with bright lights or loud noises. He’s probably wearing
gloves that are big and clumsy. He’s tired and may not be thinking as clearly

as normal.

2. A wehicle convoy is traveling on a humanitarian mission to a city. At some
point the vehicle can no longer progress through city streets. The Soldiers park
the vehicle, leave a small security detail to guard the caravan and proceed on
foot. Upon arrival at their destination, a Soldier requests Humanitarian assis-

tance packages (10 bags wheat, 10 bags of rice, 10 bags of oil, etc.).

In scenarios like these, Soldiers on the ground would use a ruggedized Combat Net
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Figure 4.6: Menu-based Unmanned Air System (UAS) interface

Radio (CNR or equivalent) to communicate using the Single Channel Ground and
Airborne Radio System (SINCGARS). These communications have a limited range
and therefore, the Soldiers don’t always know who they’re contacting; if they reach
a nearby unit, then the message is passed on until it reaches its recipient. All radio
communications are kept as short as possible. There is a standard 9-line message
that ensures that the minimum amount of information needed to complete an ASR
is received. The information in the 9-line varies slightly depending on the military
affiliation but they all include the type or request and location of the requester, as
well as the call frequency. The 9-line is meant to guide communication, however,
in tense or critical situations, communication standards may fail and the receiver
and/or pilot must find a way to get the information he/she needs to complete the
requests efficiently. For example, a few of the pilots we interviewed stated that when
multiple requests need to be filled it was often challenging (and difficult emotionally)
to determine which requests required priority. Soldiers on the ground may offer
exaggerated information (i.e. ”Get my buddy out now, he’s dying”) with the noblest

intentions of convincing a pilot to respond to them first.
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If the pilot that responds to the ASR has to go into hostile area, he/she will
proceed with an armed escort for protection.When the pilot is within range of the
specified cargo drop location, he/she will contact the requester on their frequency
and notify them of the estimated time of arrival (ETA) so the Soldier can mark
the landing zone (LZ). LZ markers can range from mirrors to flares to VS-17 marker
panels that contain bright colors and fold out to draw attention to the LZ. In addition,
every squad or team leader carries an IR strobe light that can be attached to a
Soldier’s helmet or other article of clothing or equipment to reveal the Soldier’s
position to friendly aircrafts at night. When the cargo drop is complete, Soldiers load
the supplies onto convoy trucks or helicopters, and then navigate to their destination
while avoiding threats and obstacles along the way. Traditionally these requests are
completed by human pilots, but in order to minimize the number of casualties, these
requests are starting to be performed by unmanned aerial vehicles (UAVs) controlled
by human pilots from a safe location. However, the technology used to interact
with UAVSs relies on dedicated hardware, counter-intuitive user interfaces, and user
proficiency (Figure 4.6). As such, there is a need for improved interaction methods
that will allow Soldiers to easily communicate with and/or control unmanned air

vehicles.
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5. IMPROVING TEAM ASSEMBLY

Previously we described the Stiner Aid system currently used to assist with the
assembly task of paratroopers conducting night missions in the field. Unfortunately
this process uses an antiquated system and does not address the needs of today’s
battlefield scenarios. In addition, the Stiner Aid system does not effectively assist
with challenges to team coordination, but rather, as our study revealed, adds to
them by causing confusion and uncertainty during assembly. Therefore a solution
is needed that uses the information obtained during the ethnographic analysis to
better understand and establish principles regarding how technology can best be used
to contribute to team coordination on the battlefield. In this chapter we describe
the system design that resulted in a technological solution to replace the Stiner
Aid. We also discuss how the iterative development and evaluation of this solution
lead to the formulation and validation of the following design principle mentioned
on page 8: Allowing each user to control the amount of data received through a
multimodal interface can create a better user experience and increase user acceptance

of the technology.
5.1 Design Considerations

Prior to developing a solution, there are various environmental and operational
factors that must be considered. For example, cellular services will not be available
in the battlefield, however GPS is a receive-only broadcast, available worldwide; it is
an especially good solution for drop zones since selected areas, in order to be suitable
for a drop, must be free of trees and other obstructions which normally may interfere
with GPS signals.

Each assembly point has a Stiner Aid with a unique visual marker. Paratroopers
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use night vision to locate the chemlight or IR marker. When the Stiner Aid was
invented in the 1980s, the US Army was the only institution in the world with night
vision capabilities. However, night vision equipment is now ubiquitous and the US
military no longer commands a strategic advantage. As LTG Helmick, Commanding
Officer of the XVIII Airborne Corps, often states, ”We don’t own the night, we share
it”. For this reason, it is vital that any solution developed minimizes light pollution,
even in the IR spectrum; this prevents the Soldiers from becoming a target to enemy
forces during night missions. Also, because of the covert nature of most operations,
it is critical that Soldiers maintain radio silence and minimize noise. Therefore
the solution system must not require audible input or emit noises that would draw
unwanted attention to Soldiers.

Military and airborne training exposes paratroopers to standardized equipment
and methods of navigation. For example, paratroopers are trained to use a compass
and map to quickly identify cardinal directions and bearings in order to track the
potential location of assembly points. The military uses the Military Grid Reference
System (MGRS) for locating points of interest in drop zones. Stiner Aids also afford
certain forms of interaction; Soldiers are trained to visually identify assembly points.
Stiner Aids keep a Soldier’s eyes up and scanning the horizon, and as a result, they
maintain a higher level of situational awareness. Mobile solutions to their coordi-
nation tasks must be based on these established precedents so that the technology
can be more easily integrated into field operations. Specifically, any solution must
support current training methods, enabling Soldiers to complete their mission even
when technology fails. Additionally, mobile solutions should capitalize on the exist-
ing knowledge domain to increase ease of use and understanding. For example, many
of the Soldiers we interviewed either owned or had experience using smartphones,

and therefore were very comfortable using them.
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However, we knew that requiring paratroopers to look down at a small display on
a phone draws their attention away from their surroundings. Any proposed solution
must provide the Soldier with near constant situational awareness at a low cognitive
cost. Simplified interfaces that mimic tools currently in use within the commercial
sector can greatly decrease Soldiers’ cognitive overhead and allow them to dedicate
their attention to their current tasks.

As mentioned in the previous chapter, the combat-loaded paratrooper weighs
over 400 pounds. Any added weight increases the burden of an already unbearable
load. The Soldier is already carrying a large amount of materials in terms of size
and unwieldiness. Therefore minimizing the size and weight of the equipment a
paratrooper must carry is critical for maintaining their safety and increasing their

mobility.
5.2 Solution Design

To address the navigation problem, we have developed a multi-modal mobile
navigation system, called GeoTrooper, which uses Global Positioning System (GPS)
enabled ruggedized computers to mark assembly points, and Android handsets to
aid Soldiers in navigating to these assembly points. The GeoTrooper system was
implemented using light-weight commercial off-the-shelf devices, some of which are
already included in the equipment carried by paratroopers. With the previously
mentioned considerations in mind, we developed a two-part mobile navigation sys-
tem using SIM-card—free Android-based smartphones and GPS and Wi-Fi equipped
Panasonic ToughBooks (ruggedized tablet computers) (Figure 5.1). The physical
locations of the ToughBooks are used by unit commanders to mark the position of
individual assembly points; the ToughBooks broadcast their GPS coordinates to the

Android devices using an ad-hoc Wi-Fi network. The Android smartphones, run-
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Figure 5.1: Assembly point broadcast hardware with external Wi-Fi antenna and
GPS receiver.

ning our GeoTrooper application, act as personal navigation devices for individual
Soldiers, and constantly search for assembly points’ broadcast signals to help the
Soldiers navigate to the assembly points.

We chose to use Android smartphones without SIM cards for our system pro-
totype due to the fact that phone service may not be available in combat environ-
ments, and because they're relatively lightweight, low cost, have GPS capabilities
and include a fairly easy development platform. For testing and evaluation, we used
Motorola Milestone smartphones running Android 2.2. For the assembly points, we
chose to use ToughBooks because they are ruggedized, fairly inexpensive and can
be fitted with external antennas to achieve maximum wireless range. While Tough-
Books are not as portable as smartphones, they are lighter and less bulky than the

Stiner Aid they would be replacing.
5.2.1 User Interface

The GeoTrooper navigation application has two main functions: locating and
identifying assembly point broadcasts with a backend process, and helping Soldiers
to navigate to the assembly points with the main interface. The interface is split

into two parts. The top bar displays which assembly points have been located by
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Figure 5.2: (a) Distance view, (b) Arrow view, and (c¢) Compass view on the mobile
navigation interface.

Wi-Fi, allowing the Soldier to choose which one of these he needs to navigate to.
As new assembly points are discovered, the menu grows horizontally; the Soldier
is able to scroll through this list by swiping the screen, and selecting an assigned
assembly point by clicking the button. Once the assembly point has been selected,
the rest of the interface is used to present one of several navigation interfaces tai-
lored after commonly used military navigation tools (Figure 5.2). The Soldier can
switch between these views using a horizontal swipe. All of these interfaces provide
a user-toggled Night Mode. Night Mode cuts down on light emission by dimming
the screen’s backlight and changing the interface’s color scheme (Figure 5.3). This
configuration renders the Uls virtually invisible outside of a 3m range in nighttime
conditions.

The simplest navigation view is the Distance View which shows the distance in
meters to the selected beacon (Figure 5.2a). This view was developed for the experi-

enced paratrooper who prefers to rely on his/her own skill and navigate with minimal
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(a)

Figure 5.3: (a) GeoTrooper running in Night Mode (NM). (b) GeoTrooper interface
through NVG.

technological assistance. The Arrow View provides slightly more information; it con-
sists of an arrow pointing towards the currently selected assembly point as well as
the distance and azimuth to that assembly point (Figure 5.2b). The purpose of this
view is to give the Soldier basic navigation directions without requiring significant
cognitive processing. This view was specifically requested by multiple Soldiers during
initial evaluations.

An alternative to the basic Arrow View is the Compass View (Figure 5.2¢). This
view is intended to present the relative location of all nearby assembly points, in
an interface that is conceptually familiar to Soldiers. The Compass View consists
of the same elements as the Arrow View, but overlaid on a compass face. A ring
around the outside of the compass contains arc-indicators that point in the general
direction of all located assembly points. A single blue indicator points toward the
currently selected assembly point, and smaller, yellow indicators point toward other,

unselected assembly points. The Compass View reinforces traditional navigation
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Figure 5.4: Military Grid Reference System (MGRS) View

techniques.
5.2.1.1 MGRS display

Another navigation tool that Soldiers are familiar with is a map with an MGRS
grid overlay. Prior to any mission each Soldier must become familiar with a map
of the battlefield and memorize the MGRS coordinates of backup assembly points.
We leverage this visual memory and pre-mission training in the Map View, a view
that displays icons representing the position of the phone in relation to the position
of detected beacons in the surrounding area on an MGRS map. In this view we
display each assembly point and the Soldier’s position as markers on a top-down

map with MGRS coordinates overlaid on top (Figure 5.4). This interface provides
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navigation information in the context of coordinates that the Soldier must already
be familiar with, as well as providing positions of other important locations over the
entire battlefield. Similar to the Compass View, a blue marker is used to designate
the currently selected assembly point and yellow markers are placed over all other
assembly points. The map is always centered on the Soldier’s position, which is
marked with a special icon denoting the Soldier’s heading relative to north.

At the time, this technology was not available for Android in the military sector,
or in the commercial domain. Because the GeoTrooper system utilizes GPS compo-
nents, we then had to find a method of converting GPS coordinates to MGRS coor-
dinates. We accomplished this by adopting the Open System’s Mapping Technology
(OpenMap) open source programmer’s toolkit provided by BBN Technologies [7].
By using this toolkit, we were able to take advantage of the embedded coordinate
conversion algorithms without having to create an entirely separate application for
processing.

We created the map to change the view and direction based on the position of
the phone. This allows the user to see the direction and location of the beacons
around him/her in relation to the current direction that the phone is pointed at all
times. This makes the data much easier to view in comparison to most interactive
maps where the map is static and the small user icon indicates direction, or, in worse
cases, direction can only be determined when the icon/device is in motion. The
grid is rendered to scale based on the distance to the furthest beacon in the beacon
array. For example if the furthest beacon is 700m away, then the map is created
showing beacons within a radius of slightly more than 700 meters. The threshold
distance (and zoomed view) is set to about 1.5 km since this distance is more than
.bkm outside the recommended distance that should exist between a paratrooper

and his/her assembly point. Any assembly point outside of this radius would not
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represent a feasible target during a mission. This view requires no interaction from
the user, but instead responds to the direction that the phone faces and updates the
data accordingly. Because this system is meant to impose a minimum cognitive load
on the user, pinch and zoom interaction was not implemented; these features would
require that the user interrupt his/her task to interact with the map, and therefore

was not a useful feature in a field scenario.
5.2.2  Communication € Security

The paratrooper missions are frequently carried out by a large number of units
(hundreds to thousands of Soldiers). Therefore the most critical factor to the success
of airborne operations is not the covertness of the drop, but rather the rapid assembly
of paratroopers on the ground. Assembly must be performed without engaging enemy
troops, as the airborne force is most vulnerable during this assembly time. As a
result, our system communicates the location of assembly points, but also utilizes
encryption to prevent immediate danger even if detected. The main goal is to ensure
that the paratroopers have landed, assembled and that the mission is underway long
before there is any significant threat to the assembly points. Because an established
communication network is usually absent in the DZ, we needed to create an adaptable
system for information dissemination that can be used in the absence of large scale
communication infrastructures.

Although this solution is rooted in the military domain, our system can be
adapted for other scenarios where information needs to be propagated to a large,
disconnected group of people (i.e. crowds at public gatherings or events). While a
persistent wireless data connection may be an ideal way to handle communication,
any wireless connection that relies on a large scale infrastructure is unfeasible when

large numbers of users attempt to connect all at once. This may be the case in
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public gatherings in which crowds of thousands may assemble. Persistent wireless
data connection is also not feasible when such infrastructures cannot be consistently
maintained. In many instances, users are attempting to access the same information
(i.e. during emergency broadcasts). Alternatively the desired data can be effec-
tively encoded into small enough segments so that a persistent connection is not
required. In general, ad hoc networks with established protocols allow for commu-
nication between devices in a variety of situations and domains without relying on
infrastructure. The flexibility of such networks has been thoroughly explored, along
with the different technologies used to create them [16]. Wi-Fi is the most ubiquitous
of these technologies and provides a large broadcasting range. Wi-Fi enabled phones
and laptops are now more commonplace than standard radios or walkie-talkies. As
a result, Wi-Fi is beginning to emerge as a necessary transmission method for large
broadcasts. While theoretically some Wi-Fi access points can support over 100 con-
nected devices, large networks may become unusable due to dropped connections and
performance will suffer as many users attempt to connect simultaneously to access
points and access large sets of data [133, 72, 19]. Not requiring a connection in order
to send and receive information circumvents this problem.

Key elements in the implementation of our system are independence from an ex-
isting communication infrastructure and the communication protocol that we use to
pass information between assembly points and from assembly points to the smart-
phones. We create an ad-hoc network as a medium of communication and opted to
use a novel, simple, yet robust method that uses Wi-Fi service set identifier (SSID)

strings to pass information.
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Figure 5.5: SSID as used by Geotrooper.

5.2.2.1 Nowel Broadcasting Algorithm

Each assembly point creates its own Wi-Fi access point with relevant information
encoded in the 32 ASCII characters that make up its SSID. Any beacon or receiver
within range is then able to receive the broadcast information by simply performing
a scan and decoding the SSIDs that are found. This allows information to move
between devices (nodes) without having to establish a connection, thereby allowing
nodes to communicate even if they are near the practical limit of their transmission
range. Thus, messages can be broadcast over a distance farther than the maximum
distance allowable to establish a Wi-Fi connection.

In order to allow an unlimited number of receivers and minimal broadcast noise,
the Wi-Fi access points are broadcast only and no actual connection occurs. As
such, the Wi-Fi access points can be set up for a brief interval, further minimizing
broadcast noise, and allowing multiple messages to be broadcast in a series, all the
while providing little interruption to other existing Wi-Fi transmissions. A broadcast
interval as short as 10 seconds has been successfully tested. We discovered that
broadcast intervals occurring for less than 5 seconds may not provide enough time

for the Wi-Fi access point to establish itself. Receiving an established broadcast
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takes a fraction of a second, and there is no limit to the number of simultaneous
systems that can receive an established broadcast.

We encrypt the encoded message before broadcasting it via the SSID using the
RSA algorithm [111]. Each SSID is composed of up to three beacon messages (Fig-
ure 5.5). Each beacon message is 9 bytes long, and consists of a beacon ID, a
timestamp for the last minute of a GPS update, the latitude, and the longitude. We
encode the concatenated message due to practical requirements of SSIDs. In theory,
32 T7-bit ASCII characters provide up to 224 bits of space to place data. In practice
this is lessened due to inconsistencies in the way devices read SSID strings. Three
characters in particular, NUL (0x000), TAB (0x011) and LF (0x012), have to be
avoided when using Android devices due to weaknesses in the SSID parsing code.
This means that any data fit into a 7-bit character must be base 125 instead of base
128. In total this leaves 27 bytes of space for information to be stored. Because stan-
dard PGP/RSA encryption can allow for any characters, the encoding step involves

converting from base 128 to base 125, and then back again on the receiver end.
5.2.2.2  Receiving

Both the smartphones and the assembly points receive data broadcasts using the
same scanning and decoding process. The first step of this process is performing a
scan for Wi-Fi access points. This returns a list of SSIDs corresponding to access
points within range. Each SSID string is decoded and the relevant data is extracted.
If the decoded SSID does not comply with our format then the application determines
that the SSID was not generated by a node in the system and it is thrown out as

not being a viable broadcast.
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Figure 5.6: An illustration to show how the signal repeating works. The assembly
point location gets propagated through out the network.

5.2.2.3 Repeating

In order to maximize the broadcast range of an individual node’s message, mes-
sages are repeated by other nearby nodes. Assembly points, upon receiving location
information about other nodes, take the most recent location information based on
its timestamp. Assembly points then choose two nodes in a round robin fashion
and encode the data into their own SSID. In practice this repeating behavior allows
a receiver to find an assembly point even if the receiver is not within range of that
assembly point’s Wi-Fi signal, so long as there is a path of intermediary points which
connect them. This provides a clear advantage over the line of sight requirements
placed on Soldiers through the use of Stiner Aids, and effectively allows for chains of
assembly points to cover entire drop zones as needed.

Repeating broadcasts increases transmission delay. However, because our mes-
sages are short, multiple messages can be broadcast simultaneously. If a network
of three assembly points is placed in a line of maximum broadcast range, where

each node needs 9 bytes for its information, then full propagation is achieved after
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3 broadcast cycles. This process is outlined in Figure 5.6. In general, the speed of
propagation is dependent on the number of bytes that each node uses and how often
a new network is created. If the length of information to be transmitted is less than
13 bytes (27/2), nodes can append discovered messages to their own for compound
repeating. If only a single node’s information can be stored within an SSID at once,

then each discovered node’s message is repeated in a newly created network SSID.
5.3 Evaluation

The majority of our development and evaluation activities were performed in
the 4 months leading up to the final proof of concept demonstration in December
of 2010. During this time, we utilized an iterative design method that consisted
of frequent system modifications (agile development cycles) based on stakeholder
feedback; this gave stakeholders (i.e. target users, project managers, subject-matter
experts, etc.) a sense of ownership over the system. The evaluation conducted over
these months allowed us to create effective interfaces that align to the established
conceptual models of paratroopers and Soldiers in general. During this time, we
performed a series of seven iterative testing scenarios with active military personnel;
these tests lead to the discovery of a design principle regarding the multimodal
interface that was later evaluated. The details of this and other evaluations are

described in the following sections.
5.3.1 OQverview

Four military-personnel tests were conducted with 50 Soldiers of the U.S. Army
XVIIT Airborne Corps in Fort Bragg, North Carolina. The remaining three user
studies were conducted with 23 local cadets of the ROTC, who receive similar military
training and can provide a basic model for how Soldiers operate. There were two

main objectives for each user study: to test the overall functionality and design of
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the GeoTrooper system (i.e. how well did the Soldiers perform assembly tasks while
using the system?), and to evaluate the usability of the system (i.e. was any feature
on the system difficult to use, lacking or superfluous?). We also used this time to
immerse ourselves in the field training environment and converse with the Soldiers
in order to gain a better understanding of the experiences of our target user base.

The ROTC tests were performed at a local park on open terrain that is similar to
training drop zones at Ft. Bragg. The first two tests took place during the day and
contained three assembly points, while the final test took place at night and used
four assembly points. We conducted this night test in order to evaluate the night
modes of the receiver interfaces.

The Fort Bragg tests were performed on practice drop zones with 10 to 15 male
Soldiers from a variety of Airborne units. All Soldiers who participated were actively
serving paratroopers, and thus possessed background knowledge of the required tasks
and the purpose of our solution system. Prior to each test, we conducted group
interviews with the Soldiers to discuss the current training methods, and to get
feedback on their effectiveness; these interviews also gave Soldiers the opportunity

to share some of the outstanding needs and challenges of paratroopers.
5.3.2  FEvaluation #1 (August 2010)

The XVIII Airborne Corps trains on a various open field drop zones at Ft. Bragg,
one of these being the Siciliy drop zone (DZ). During the August visit, the Sicily
drop zone was tested for the presence of any Wi-Fi or radio signals that might
interfere with the ad-hoc network created by the GeoTrooper system. This was
accomplished by testing for signal interference every 15 seconds while navigating
through the center line of the DZ during the Joint Forcible Entry Exercise (JEFX),

as well as additional testing along the outskirts of the DZ. No conflicting frequencies
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were found anywhere on the DZ. We also conducted a preliminary test to verify
the beacon signal distance at four different locations on base. At each location the
beacon signal maximum distance was approximately 600m. The range of the Wi-Fi
signal was less than preferred; this is partly due to the reduced signal strength of the
transmitter equipment, which is far less than the advertised power. We believe this

is partly due to the FCC regulations on signal transmission strength.
5.3.8  Fuvaluation #2 (September 2010)

In September, we performed demos of the system with three different groups of
Soldiers. The first of these was a demo to 5 soldiers from the Airborne Buddys group
at the JFEX on September 13th, 2010. The demo consisted of turning the system on
and showing the group the various optional user interfaces available with the beacon
and receiver.

A second demonstration of the system was performed with members of the per-
sonnel security detachment for XVIII Airborne Corps; these soldiers had varying
levels of experience. The Soldiers were allowed to handle and test the receiver and
beacon devices and voice their concerns. This informal evaluation provided vital in-
formation on the user interfaces for both the beacon and receiver that allowed us to
begin making significant improvements to the system. The original prototype con-
tained one view: an Arrow View with additional bearing and distance information
similar to the compass. Soldiers from this group stated that they liked the arrow
and compass information, but that they preferred that the compass be modified to
resemble a military compass that they currently used. Some Soldiers also stated that
having a Military Grid Reference System (MGRS) that identified their location and
the relative location of the beacons would increase the usability of the system.

We had learned during our ethnographic study that Soldiers were pre-assigned
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to a specific assembly point prior to the mission. For this reason, we designed the
original prototype to display information for one beacon only, the beacon representing
the assembly point to which the Soldier was assigned. However during this evaluation
Soldiers stated that it is important for them to be able to switch between beacon
locations in the event that their assembly point was compromised. This feedback
provided the first justification for a design principle: we discovered that the (1)
Soldiers felt that access to all situational data available was critical. We made the

suggested modifications to the system before returning for a third demonstration.
5.3.4  FEvaluation #3 (September 2010)

The third demonstration involved twelve total Soldiers of the XVIII Airborne
Corps and was followed by the first hands-on field test of the GeoTrooper system.
The field test allowed us to identify functional bugs inherent in the system. Following
the test, we conducted group discussions and distributed user questionnaires to gain
feedback on the user interfaces and the system’s functionality.

This test revealed a few minor bugs in the system. We discovered that because we
had not implemented a method to store beacon signal timestamp information, the
beacon repeating function occasionally incorrectly repeated old beacon locations,
requiring the devices to be restarted once or twice to repeat the correct updated
information once out of range. We also discovered that when two beacons were
accidentally started with the same beacon name (due to user error), the system
would alternate back and forth between them due to conflicting data. In spite of
these glitches, all participating Soldiers were able to navigate to each of the beacons
which were completely hidden within the tree-line (light canopy).

During the group discussions we received many suggestions on how to improve the

receiver Ul, which at this time contained only the Compass view, the MGRS view,
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and a drop-down list of active beacons. Some Soldiers, primarily those who had
less experience with smart phones, had difficulty using and locating the drop-down
beacon list and suggested an alternate interaction technique: being able to directly
tap on the yellow icon of the neighboring beacon. It was also noted that the compass
view emitted the most light pollution and that a low light version would need to
be implemented. Soldiers did not automatically know that blue indicators signified
the direction of their beacon and that yellow indicators signified the location of the
neighboring beacons. To address this issue, we later opted for placing the name of
the beacon next to the beacon icon on the map and at the top of the interface screen
to make that more obvious.

The participating Soldiers liked both the MGRS view and the Compass view and
were able to effectively navigate using either interface. Some Soldiers requested a
third receiver view without the compass, but simply an arrow pointing to the beacon.
Although this was provided in the original interface and modified on request, the
Soldiers saw value in the simplicity of the arrow view during the field studies, and
therefore the view was re-added. They also requested a fourth view that contained
only the grid textual coordinate location and distance.

During our ethnographic study and through meetings with stakeholders, we had
determined that the Soldier’s role determined the level of detailed information that
should be available to him/her. However, at this point we began to observe a pro-
gression in the amount of information requested by the Soldiers (from least to most
rich: Distance, Arrow, Compass, Map). These observations, in conjunction with the
feedback we received, lead us to the second justification of our design principle: we
discovered that (2) Soldiers wanted to control the amount of data received in order
to accommodate their level of experience rather than their role. With stakeholder

approval, we again made the suggested modifications and later sought to validate
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whether this design would create a better user experience and increase user accep-

tance of the solution.
5.3.5  Fvaluation #4 (October 2010)

During our October visit, we conducted a focus group discussion at the Ad-
vanced Airborne School to gain additional feedback on the overall modifications to
the system. Leaders, Major Thomas, Major Farmer, First Sergeant Buffaloe, and
two other Non-Commissioned Officers (NCOs) were given hands-on time with both
the receivers and beacons. Four receivers were provided, and we gave a brief lesson
regarding their use and functionality. Two beacons were moved to various locations
to demonstrate their location updating functionality of the system. The Soldiers
asked our team members various questions and provided excellent feedback relating
to the viability and usability of the system. Questionnaires were handed out to the
Soldiers to allow for additional comments and suggestions.

Our second iteration of field tests took place at Pike Field. Three beacons were
placed at various locations on the field and in the tree-line surrounding it. Four
receivers were set up for the test. Seven Soldiers arrived at the testing site after the
beacons had already been hidden beyond direct line-of-sight. After being briefed on
the system’s functionality and the goal of the test, the Soldiers began navigating
to the beacons. Each of the three beacons successfully broadcast its location and
relayed the location of the other beacons within range. The Soldiers were able to
find each of the hidden beacons. The Soldiers provided feedback throughout the field
test on both the current interfaces and the needs of a robust system to be used in
the field. The Soldiers also filled out questionnaires to provide additional comments
and feedback.

Following the user study we returned to the test field to perform a more focused
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test on the system’s broadcasting range. Two beacons and one receiver were used for
this test. A maximum range of 565 meters was found between the receiver and the
farthest beacon being relayed. Each beacon was run for approximately 40 minutes
without system or power failure or loss of GPS signal. A second test was then
performed with all three beacons to test the repeater functionality. Each beacon was
placed at a relay distance between 250 - 300 meters; this test yielded a maximum

connection range of 899 meters.
5.3.6  FEvaluation #5 (November 2010)

Based on feedback from the previous month’s evaluations, we determined that the
UI had reached a stable state in development. Therefore, the developments leading
up to the November evaluations were mostly internal to the system and not focused
as much on the Ul as previous iterations. During the November visit, we tested
the range and repeater capabilities of the system again, this time with 5 beacons at
the Solerno DZ. This was a significant developmental accomplishment to allow for
daisy chaining and repeater capabilities of five beacons, as each additional beacon
that functions as a repeater increases the overall range of the system. We noted that
when the beacons were laid flat on the ground in the rolling hills (versus at waist
level), the range was significantly reduced from up to 600 meters to approximately
300 meters. Thus, beacons were placed approximately 250 meters from each other
to allow for effective daisy chain repeating.

We conducted another field study with Soldiers from the A319 unit; our goal for
this study was to test the near-complete prototype design before the final demonstra-
tion in December and to begin initial training for stakeholders to be able to conduct
their own field exercises using the system. When the participants arrived to the

testing location we left three of the beacons in place, and removed two beacons. At
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this time, SFC Burke gave the Soldiers a 20 minute hands-on instructional lesson to
describe how the to use and set up the beacons and receivers. Soldier instruction,
system set up, and use occurred completely without our assistance. This was an
extremely significant milestone as it was evidence that the GeoTrooper system had
reached a deployable status.

SFC Burke instructed the A319 Soldiers on how to setup the beacons and oper-
ate the receivers effectively. We were encouraged by the fact that all of the A319
Soldiers wanted to volunteer to set up a beacon, implying that the beacon set up was
sufficiently simplified to allow for easy operation. Two beacons were set up by the
Soldiers themselves at different locations near the front of the DZ. The beacons were
set up successfully with the exception of one issue that became noticeable halfway
through the testing event. The issue was that one team accidentally started up two
instances of the beacon program. One was set to start immediately, and the other
was set to start after a twenty minute delay. As such, after twenty minutes, the
second broadcast started and, as the second instance could not access the GPS be-
cause it was used by the first instance, the second instance reported default GPS
coordinates instead. These false values started to propogate throughout the system,
and the second instance caused other false values to start relaying themselves as
well. This field test provided valuable information from this system-preventable user
€error.

Pairs of paratroopers were then given receivers and instructed to navigate to the
beacons that their fellow Soldiers and our own team had set up. The A319 Soldiers
were each given unique ordering of beacons to visit using their receivers (such as
A E,B). The Soldiers were able to navigate successfully to at least 3 separate beacons
before the bug was discovered. Some Soldiers searching for other beacons did not

notice the bug and reported that everything worked well for them. After discovering
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the bug (described above) in the beacons, we reset the test and again had Soldiers
navigate to beacons placed at different locations. The paratroopers were able to

navigate to all beacons successfully in this second trial.
5.3.7 Evaluation #6 (December 2010)

The final demonstration was a repeat of the same user study conducted at the
Solerno DZ. This time thirteen Soldiers were scheduled to participate in the user
testing. We conducted a briefing session prior to the study and each Soldier was
given a consent form, a testing task list and a feedback questionnaire. We provided
the Soldiers with an overview of the system and lead a group discussion on some of
the possible applications and outstanding needs and challenges of paratroopers.

We then instructed the Soldiers on how to operate the beacon and the Android
receiver phones. We distributed the phones to the Soldiers and gave a brief demon-
stration in order to familiarize the Soldiers with the functions of both the receivers
and the beacons. During the first iteration of the field test, we set up 2 beacons in the
field without Wi-Fi amplifiers. The Wi-Fi antennas were mounted on easel stands
in order to simulate their position on a heavy drop configuration; this positioning
also provided increased wireless broadcasting range and strength. One beacon was
assigned to be set up by two Soldiers from the testing group. The eleven remaining
Soldiers were split into five teams of two and one single and given receivers. Once the
two beacons we set up began broadcasting, we instructed the Soldiers to turn on their
phones and start the receiver application. The teams were instructed to navigate to
the first beacon shown on the receiver and then proceed to all three beacons; they
were then to regroup at the starting point once all three beacons had been located.
Once the eleven Soldiers with the receivers had regrouped, all the equipment was

returned to the starting location.
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In the second iteration of the field test, we had three groups of two Soldiers set
up each of the three beacons. During this test, two of the beacons were taken out to
a range of over 600 meters and set up with amplifiers. The remaining seven Soldiers
were split into three teams of two and one single and given receivers. Once all three
beacons were broadcasting, the Soldiers were instructed to turn on their phones,
locate all three beacons and then regroup at the starting point when finished. Upon
completing the second test, the Soldiers were asked to fill out a feedback form and
the demonstration was concluded. The system functioned successfully and produced
no errors in both trials.

During the briefing and testing events, some of the Soldiers offered the following

comments:

1. The receiver should function as a beacon and allow messages to be sent to
other beacons. The Soldiers would like to be able to send messages at the push
of a button alerting their teammates if they’re hurt and need help, if they're

engaging an enemy, if the receiver has been compromised, etc.

2. Coordinates from the Military Grid Reference System are far more useful than
latitude/longitude coordinates. Each of the views in the receiver application
should show the Soldier’s current grid location as well as the grid location of

the beacon in focus.

3. The receivers should allow the Soldier to enter in a set of coordinates and show

him/her how to navigate to that location.

4. A satellite map view should be provided in order to reveal if there are any

obstacles within the target beacon’s direct path.
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5.4 Results

Overall, we conducted group interviews with a total of 73 Soldiers and ROTC
cadets during both development and testing phases in order to gather background
information on the problem domain in addition to obtaining feedback about the sys-
tem. We also compiled evaluation data from 29 participant questionnaires collected
during formal user studies of the final prototype. During this effort we discovered
that (1) Soldiers felt that access to all situational data available was critical and (2)
Soldiers wanted to control the amount of data received in order to accommodate
their level of experience rather than their role. These findings lead to the formu-
lation of the following design principle: Rather than forcing a predefined amount of
data on team members based on roles, allowing each user to control the amount of
data received through a multimodal interface can create a better user experience and
increase user acceptance of the technology. In this section we provide data to support

this principle.
5.4.1 System Usability € Effectiveness

We asked the Soldiers to rate their level of experience with the technology present
in the GeoTrooper system (Figure 5.7). A majority of the participants reported a fair
amount of experience with computers which produced an average 4 out of 5 rating
(‘very experienced’). However, there was a wide variation in terms of their exposure
to smartphones and mobile applications with ratings ranging from ‘no experience’ to
‘expert’; the average rating put the groups in a ‘some experience’ range.

More experienced Soldiers (in terms of paratrooper duty and training) appreci-
ated the Distance and Arrow views, however, the majority of the Soldiers we tested,
who were still in training, found both the Map view and Compass view visualizations

to be equally useful, with a preference for the Compass view. In addition, allowing
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Figure 5.7: Previous experience with the technology used in GeoTrooper.

them to select their target beacon gave the Solders control over the information ob-
tained which received a more favorable response than in previous evaluations where
the information displayed was fixed.

Participants evaluated the system’s usability and provided feedback on how easy
it was to access specific information with the system with a rating of 5 corresponding
to a ‘very easy’ interaction. Participant responses are shown in Figure 5.8. The
average rating on usability of the system was 4.5, indicating that participants ranked
the UI views provided between ‘easy’ and ‘very easy’ to use by all Soldiers regardless
of rank, role or experience. During group interviews, both Soldiers and ROTC
members reiterated this by reporting that they found the GeoTrooper system very
user friendly and easy to learn. One Soldier stated that GeoTrooper was “very easy to
use for me at the Joe level” (‘Joe level’ is a term used to denote a new paratrooper

«

with limited experience). Another participant said that GeoTrooper “...was easy

and reliable to use. This is exactly what Airborne Soldiers need.” Unlike previous
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Figure 5.8: Rated usability of GeoTrooper’s various interface components.

evaluations, the December demonstration produced no negative comments regarding
the UL This fact, as well as the data presented, provides support our design principle
for the multimodal interface.

The effectiveness of the system was most apparent during field tests in the 1 km
wide simulated drop zone. Every participant was able to navigate to all assembly
points in the area within 25 minutes or less (an average of about 8 minutes per as-
sembly point). This shows a significant improvement over training assembly times
(without GeoTrooper) which could take an hour or more for locating only one as-
sembly point. Participants further evaluated GeoTrooper’s effectiveness in regards
to how well it assisted them in completing their assembly task; they were asked to
rate the system’s responsiveness, accuracy, etc. and determine how much they felt
the system contributed to their success in locating assembly points. The results in
Figure 5.9 show an average rating of over 4 out of 5 in every category.

Four participants rated the system poorly for location accuracy; these partici-

pants stated that their devices showed the location of the assembly point with un-
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Figure 5.9: GeoTrooper’s rated effectiveness in relevant categories.

certainty of 10-20m off the actual position. This is a constraint posed on the system
by the GPS components and the GPS capability of the phones. The positioning
accuracy depends on the GPS hardware used; normally a good device will be accu-
rate to within 3m. We did take this into account for future tests, however, Soldiers
also remarked that the system need only lead them to a region within line-of-sight
of a target assembly point, as they would then be able to generally see where their
unit has assembled. Furthermore, ROTC members commented on the Night Modes,
saying that light pollution was very minimal on the receivers and was not visible
beyond approximately 3 meters.

One major benefit of our solution is that it can be integrated into the training
process in a way that allows the commanding general to turn the technology on and
off in order to test the soldiers ability to assemble using traditional methods when
the need arises. However, the greatest limitation faced by the GeoTrooper system
was that it required Soldiers to hold the device while navigating. Soldiers did not

want to have to lower their weapon to reference a mobile device. Even though a quick
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glance at the interface provided the needed information, the process of obtaining this
information would not be adequate in combat scenarios. Soldiers suggested providing

13

an arm strap to hold the device in place or moving to a more “watch-like device”
(i.e. WiMM One) in future designs. To address this problem, we later added an

eyes-free haptic feature to the system which is discussed in more detail in chapter 7.
5.4.2  Broadcasting Capabilities

We found that a single node’s broadcast could be picked up at a maximum range
of 565 meters using an external omni-directional antenna alone, and at over 1000
meters with the addition of an 1 Watt amplifier. It should be noted that such ampli-
fication of Wi-F1i signals goes against Federal Communications Commission (FCC)
restrictions and that we did so during tests under the supervision of military person-
nel on base. We successfully tested a maximum of six beacons in a single network,
although most tests on base featured a four-beacon network spread throughout a
1000 meter radius. Broadcast signals were found and displayed by the smartphones

and other beacons that were within range.
5.5 Other Application Domains

Although our application was developed to help paratroopers locate equipment
and teammates after a nighttime airdrop, the solution could also be useful in non-
combat scenarios. For example, U.S. Paratroopers were instrumental in the United
States’ response to the earthquake crisis in Haiti in 2010. In crisis response situations
like this one, a location-aware beacon system would allow support forces to locate
airdropped food and medical supplies, and generally provide relief quickly after drop-
ping into a disaster area. In this scenario GeoTrooper assembly point ToughBooks
could be affixed to aid packages before they are dropped out of planes, and could

then be effectively located by ground teams using the smartphones.
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The advantages of our system lie in its ability to establish an ad-hoc communica-
tion infrastructure wherever it is needed. Our system can easily be adapted to other
domains which require an established dynamic, ubiquitous and effective communica-
tion medium for large-scale coordination efforts. This is especially true in situations
where there is a high demand for information contained within small amounts of data
by a large amount of people in a contained space, and where audio communication
is not a viable option.

One domain of interest is that of emergency coordination; in essence focusing
on an ad hoc alternative to the emergency broadcast system. When a disaster oc-
curs, evacuation points in urban areas can be broadcast to citizens via an ad hoc
network using a standardized initial acronym for global emergency broadcasts that
specifies the relevant distance and hops necessary. Any computer could be set up
to project an emergency broadcast, and any computer within distance could either
listen to or repeat the broadcast as appropriate, which could be done with or with-
out security or encryption. Given the power of social networking, allowing users to
decide if they want to repeat the broadcast could be an effective means of echoing
emergency broadcasts. Areas could have their own broadcast node that would send
its location and ID to emergency applications running on mobile devices and pub-
lic displays augmented with backup power supplies and Wi-Fi scanning capabilities.
This information would point citizens to the closest evacuation point or safe area as
the situation warrants. Emergency personnel could send additional codes to citizens
and other team members identifying hazards in different areas. This would require a
database of short (a few bytes each) codes that can be encoded into an SSID. Once
a network is found c