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ABSTRACT

Turbulent dynamics at two sites (C and D) in a hypoxic zone on the Texas-

Louisiana continental shelf were studied by investigating turbulence quantities i.e.

turbulence kinetic energy (TKE), dissipation rate of TKE (ε), Reynolds stress (τ),

dissipation rate of temperature variance (χ), eddy diffusivity of temperature (ν ′t),

and eddy diffusivity of density (ν ′ρ). Numerical models were also applied to test their

capability of simulating these turbulence quantities.

At site D, TKE, ε, and τ were calculated from velocity measurements in the bot-

tom boundary layer (BBL), using the Kolmogorov’s -5/3 law in the inertial subrange

of energy spectra of vertical velocity fluctuations in each burst measurement. Four

second-moment turbulence closure models were applied for turbulence simulations,

and modeled turbulence quantities were found to be consistent with those observed.

It was found from inter-model comparisons that models with the stability functions

of Schumann and Gerz predicted higher values of turbulence quantities than those

of Cheng in the mid layer, which might be due to that the former stability functions

are not sensitive to buoyancy.

At site C, χ, ε, ν ′t, and ν ′ρ were calculated from profile measurements throughout

the water column, and showed high turbulence level in the surface boundary layer

and BBL, as well as in the mid layer where shear stress was induced by advected

non-local water above a hypoxic layer. The relatively high dissolved oxygen in the

non-local water resulted in upward and downward turbulent oxygen fluxes, and the

bottom hypoxia will deform due to turbulence in 7.11 days. Two of the four models

in the study at site D were implemented, and results showed that turbulence energy

resulting from the non-local water was not well reproduced. We attribute this to the
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lack of high-resolution velocity measurements for simulations. Model results agreed

with observations only for χ and ε simulated from the model with the stability func-

tion of Cheng in the BBL. Discrepancies between model and observational results

lead to the following conclusions: 1) the stability functions of Schumann and Gerz

are too simple to represent the turbulent dynamics in stratified mid layers; 2) de-

tailed velocity profiles measurements are required for models to accurately predict

turbulence quantities. Missing such observations would result in underestimation,

especially in the mid layer.
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NOMENCLATURE

ADCP Acoustic Doppler Current Profiler

ADV Acoustic Doppler Velocimeter

BBL Bottom Boundary Layer

CH the k − ε turbulence closure with the stability functions of
Cheng et al. (2002)

CHx the k − kL turbulence closure with the stability functions of
Cheng et al. (2002)

CTD Conductivity, Temperature, Depth sensor

DO Dissolved Oxygen

DOc critical Dissolved Oxygen

GOTM General Ocean Turbulence Model

HOBO Onset R© U22-001 water temperature logger

NCEP National Centers for Environmental Prediction/Department
of Energy Reanalysis 2

McFaddin US Forest Service weather station

MCH Mechanisms Controlling Hypoxia

NDBC 42035 National Data Buoy Center station 42035

NDBC LUML1 National Data Buoy Center station LUML1

NOAA National Oceanic and Atmospheric Administration

PIV Particle Image Velocimetry

SBL Surface Boundary Layer

SCAMP Self Contained Autonomous MicroProfiler

SG the k − kL turbulence closure with the stability functions of
Schumann and Gerz (1995)
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SGx the k − ε turbulence closure with the stability functions of
Schumann and Gerz (1995)

SST Sea Surface Temperature

TKE Turbulence Kinetic Energy

B buoyancy production

CD drag coefficient

cp heat capacity of water

cµ, c′µ stability functions

db distance from the bottom

ds distance from the sea surface

Dij anisotropic shear production

E energy spectrum

En instrumental noise spectrum

Eobs observed spectrum

f frequency

F wall function

g gravitational acceleration

h water depth

hO2 layer thickness

Hs significant wave height

I solar radiation

J0
q net surface heat flux

J lq latent heat flux

J lwq net longwave radiation

Jsq sensible heat flux

Jswq net shortwave radiation

k turbulence kinetic energy
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kB Batchelor cutoff wavenumber

kwn radian wavenumber

k̂wn cyclic wavenumber

L length scale

l0 height of the ADV’s sampling volume above the bottom

M shear frequency

N buoyancy frequency

p pressure

P shear production

Prt turbulent Prandtl number

Ri gradient Richardson number

Rc
i critical gradient Richardson number

RMAX maximal vertical range of valid ADCP measurement

S salinity

Sij mean shear

t wave period

tO2 time required to remove bottom hypoxia

T temperature

u velocity in the X direction

U mean horizontal current speed

u∞ free-stream mean velocity

Ur mean wind speed at a reference height

v velocity in the Y direction

V horizontal mean current

Vij mean vorticity

w velocity in the Z direction

W falling speed of profiler
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z vertical distance

α Kolmogorov constant

βV Ratios of σ to burst-averaged current speed

Γ sum of the viscous and turbulent transport terms

δ mean wave direction

δij Kronecker symbol

δz thickness of the BBL

ε dissipation rate of turbulence kinetic energy

εijl alternating tensor

θ potential temperature

κ von Kármán constant,

µ dynamic viscosity

ν kinematic viscosity

νS haline diffusivity

νt eddy viscosity

νT thermal diffusivity

ν ′t eddy diffusivity of temperature

ν ′ρ eddy diffusivity of density

Πij pressure-velocity correlator

ΠiT pressure-temperature correlator

ρ potential density

ρ0 mean density

ρa air density

σ surface-wave-induced orbital velocity

τ Reynold stress

τR relaxation time

τwind wind stress
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χ dissipation rate of temperature variance

φ angle between wave and current

Ω rotation rate of the earth
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1. INTRODUCTION

1.1 Background

Turbulence is a random process. It transfers kinetic energy from larger to smaller

scales, eventually dissipating this energy to heat through viscous processes. Turbu-

lent processes tend to homogenize the fluid, enhance mixing, and increase transport

rates of momentum, mass, and energy. These processes happen everywhere and are

crucial in controlling flow dynamics and exchanges of momentum and water proper-

ties. However, turbulence is a research area in classical physics that is not yet fully

understood. One of the reasons is due to its characteristics of chaos and randomness.

The non-linear instability of turbulent flows makes the prediction of turbulence only

possible in statistical ways.

Turbulence energy is supplied from different sources in different layers of the

water column. In general, the latter is divided into surface boundary layer (SBL),

mid layer, and bottom boundary layer (BBL).

In the SBL, turbulence energy is chiefly provided by surface forcing, e.g. momen-

tum flux (τwind) and heat flux (J0
q ), and mixes tracers, e.g. temperature (T ), salinity

(S), and dissolved oxygen (DO). τwind is transferred by wind from the atmospheric

surface layer to the SBL, and is commonly calculated using bulk parameterization

of air-sea fluxes (Fairall et al., 1996, 2003):

τwind = ρaCDU
2
r , (1.1)

where ρa is the air density, CD is the drag coefficient, and Ur is the mean wind speed

at a reference height (typically 10 m) above the sea level (Large and Pond , 1981).
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Figure 1.1: Net surface heat flux (J0
q ) consists of net flux of solar energy into the sea

(Jswq ), net flux of infrared radiation from the sea (J lwq ), net latent heat flux due to
evaporation or condensation (J lq), and net sensible heat flux due to conduction (Jsq ).
Gain of heat in the ocean is considered positive, and loss is negative.
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J0
q is the net surface heat flux. It changes the density of surface waters, thus the

buoyancy. The net heat flux budget can be expressed as the sum of four individual

components (Figure 1.1):

J0
q = Jswq + J lwq + J lq + Jsq , (1.2)

where Jswq is the net flux of solar energy into the sea, −J lwq is the net flux of infrared

radiation from the sea, J lq is the net latent heat flux due to evaporation or conden-

sation, and Jsq is the net sensible heat flux due to conduction. Gain of heat in the

ocean, i.e. downward heat flux, is considered positive.

In the mid layer, internal wave breaking is the major source of turbulence energy.

Internal waves are generated where stratification occurs, and although turbulence

may be damped by stable stratification, when internal waves break, vertical mixing

will take place. Another source of turbulence energy in the mid layer is the horizontal

advection of water, the inflow would lead to intensified shear stress for vertical mixing.

In the BBL, turbulence energy is provided through shear stress induced by friction

from the seabed. BBL turbulence may affect the distribution of sediments, and

transport of particles and nutrients. The BBL generally is divided into three layers,

a bed layer, a logarithmic layer and an outer layer (Figure 1.2, Kundu and Cohen,

2008). The bed layer is viscous and velocity fluctuations are minimal. The thickness

of the bed layer is a few centimeters close to the bottom, in which shear stress is

considered uniform and is equal to the stress (τ0) at the bottom. The mean velocity

(u) is linearly distributed with distance (z) to the bottom:

µ
du

dz
= τ0, (1.3)
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Figure 1.2: The BBL is divided into a viscous layer, a logarithmic layer, and an outer
layer. u∞ is the free-stream mean velocity. Heights of the three layers are sketched
for clear identification and are not drawn to scale proportionally.
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where µ is the dynamic viscosity. The logarithmic layer is a few meters thick. It has

the general velocity profile

u

u∗
=

1

κ
lnz + const, (1.4)

where κ ≈ 0.41 is the von Kármán constant, and u∗ is the friction velocity given by:

u∗ =

√
τ0
ρ
, (1.5)

where ρ is the water density. Equation (1.4) is called the law of the wall, and is valid

only in the relatively thin layer in which z is greater than about 50ν/u, but less than

about 0.2h (Trowbridge et al., 1989), where ν = 1 × 10−6 m2 s−1 is the kinematic

viscosity, and h is the water depth. For a hydrodynamically rough surface, it becomes

u

u∗
=

1

κ
ln
z

z0
, (1.6)

where z0 is the height at which u = 0 near the bottom. The outer layer is above

the logarithmic layer with u = 0.99u∞ on top, where u∞ is the free-stream mean

velocity. The velocity distribution is given by the velocity defect law:

u− u∞
u∗

= f

(
z

δz

)
, (1.7)

where δz is the thickness of the BBL. Turbulence in the outer layer mainly depends

on wall-free currents.

1.2 Objectives

Research on turbulence may help to understand dynamics in water columns under

specific circumstances e.g., in our case, hypoxia. The Texas-Louisiana continental

shelf, where our studies are located, has one of the biggest hypoxic zones around the

5



world (Dale et al., 2010). The hypoxia is mainly caused by fresh water discharge and

nutrient input from the Mississippi and Atchafalaya rivers (Rabalais et al., 2002).

Hypoxic zones usually form in the BBL (Dagg et al., 2007), and the benthic ecosys-

tem, as a result, is harmed by the depletion of DO near the bottom. Thus, it is

critical to investigate water dynamics in the hypoxic zone so that plans for hypoxia

management could be designed (Walker et al., 2005). Here we examine the dynamics

on the shelf focusing on turbulence.

Turbulence dynamics are described through turbulent fluxes, e.g. momentum

flux (u′w′ and v′w′), heat flux (T ′w′), and salinity flux (S ′w′). However, it is difficult

to observe those turbulent fluxes directly, thus studies usually are carried out using

statistical analyses of turbulence quantities, e.g. turbulence kinetic energy (TKE),

dissipation rate of TKE (ε), dissipation rate of temperature variance (χ), Reynolds

stress (τ), eddy diffusivity of temperature (ν ′t), and eddy diffusivity of density (ν ′ρ).

On one hand, high sampling rate instruments were developed for measuring currents

(Adrian, 1991; Voulgaris and Trowbridge, 1998; Nystrom et al., 2002), temperature

and salinity (MacIntyre et al., 1999; Bourgault et al., 2008), oxygen (Berg et al.,

2003) etc.; on the other hand, numerical turbulence models have been developed

using strategies such as direct numerical simulation (DNS, Moin and Mahesh, 1998),

large eddy simulation (LES, Mason, 1994; Meneveau and Katz , 2000), and statistical

turbulence closure models (Burchard et al., 2008). It is advantageous to understand

turbulence dynamics through a combination of observations of turbulence quantities

and numerical model simulations.

The present research consists of two studies. In the first study, measured high-

resolution velocities at one point in the BBL are used for observational schemes. The

other measured parameters, e.g. profiles of velocity, temperature, and salinity, and

surface heat and momentum fluxes, are used to force numerical turbulence models.
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Figure 1.3: Measurements for the two studies were conducted, respectively, at sites
C and D on the Texas - Louisiana continental shelf. Distance between the two sites
is 150 km. Downward shortwave radiation was obtained from the weather station
McFaddin. Wind speed, air temperature, relative humidity, and air pressure were
measured at NDBC stations LUML1 and 42035, and were used for calculations of
momentum flux, and sensible and latent heat fluxes for sites C and D, respectively.
Depth contours are in m.

The turbulence quantities estimated from observations and model simulations are

compared, and differences between the models are investigated. In the second study,

χ, ε, ν ′t, and ν ′ρ are estimated from high-resolution measurements of temperature

throughout the water column at a nearby site, and the same models as in the first

study are used to compare numerical simulation results to observations.

1.3 Study sites

A field campaign as part of the NOAA Mechanisms Controlling Hypoxia (MCH)

project was conducted on the continental shelf of the Gulf of Mexico in Aug., 2005

during hypoxic conditions (Rabalais et al., 2007). The MCH aimed to study hy-

poxia and its relation to physical and biogeochemical processes (for details see
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http://hypoxia.tamu.edu). Measurements for the first study were carried out at

site D (29◦5′45′′N 93◦29′44′′W, Figure 1.3) 73 km off the coast from Aug. 18 to 24,

and those for the second study were carried out at site C (28◦56′55′′N 91◦57′5′′W,

Figure 1.3) 58 km off the coast from Aug. 22 20:00 to Aug. 23 20:00. Both sites

have water depths ∼ 21 m. Time is given in UTC (CDT + 5 h).

1.4 Instrumentation

General types of instruments for turbulence measurements are introduced in Sec-

tion 1.4.1, and the instruments used in our studies and the parameters they measure

are presented in Section 1.4.2.

1.4.1 General types of instruments for turbulence measurements

The first measurements of oceanic turbulence were made by Grant et al. (1962)

using a hot film anemometer in a tidal channel. From then on, many measuring

devices were designed and implemented (Lueck et al., 2002; Burchard et al., 2008).

Hot-film anemometers and cold-film thermometers were employed in early studies,

and were later replaced by shear probes and micro-thermistors (Lueck et al., 2002).

Shear probes use piezoceramic beams which are sensitive to the cross-stream com-

ponents of the flow, and the consequent lifting force is converted to a proportional

voltage. Lueck et al. (2002) gave a review of shear probes, and Prandke et al. (2000)

detailed the processing of probe data. Application examples of shear probes are:

Lueck and Huang (1999) deployed multiple shear probes 15 m above the sea floor at

the mid depth of a channel; Rippeth et al. (2003) measured the current microstruc-

ture from ∼ 5 m beneath the surface to 0.15 m above the seabed by a Fast Light

Yo-yo (FLY) shear probe (Dewey et al., 1987); Wolk et al. (2002) assembled a shear

probe with other sensors to a profiler called TurboMAP. The TurboMAP resolved ε

values as low as 5× 10−10 m2 s−3 in an off-shelf region.
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Another type of instruments is designed to use the Doppler effect. The pulse is

reflected back from moving particles advected by the flow with different frequencies

of sound waves, and the speed of the particles is calculated from the change of

the reflected sound frequency due to the current (Voulgaris and Trowbridge, 1998).

Those instruments include acoustic Doppler current profilers (ADCPs) and acoustic

Doppler velocimeters (ADVs). The ADCP measures currents in vertical profiles with

different bin sizes. High-frequency ADCPs have been employed in many shelf and

estuarine studies for turbulence measurements (e.g., Stacey et al., 1999a,b; Rippeth

et al., 2002), assuming the homogeneity of statistics along beams and large-scale

anisotropy (Nystrom et al., 2007). Stacey et al. (1999a) and Rippeth et al. (2002)

calculated TKE and τ in tidal flows from ADCPs. Stacey et al. (1999b) estimated

ε and τ in a partially stratified estuary from an ADCP. Lu et al. (2000) deployed

an ADCP in a swift tidal channel with weak stratifications for τ estimation. The

ADV measures currents at high sampling rate in a small sampling water volume

(Kraus et al., 1994; Lane et al., 1998; Voulgaris and Trowbridge, 1998; Lopez and

Garcia, 2001). For a detailed evaluation of ADV for turbulence measurements, see

Voulgaris and Trowbridge (1998). Application examples of ADVs are : Voulgaris

and Trowbridge (1998) measured ε 3.1 cm above the bottom of a laboratory flume;

Richards et al. (2013) investigated the effect of shoaling internal wave on turbulence

in an estuary; Inoue et al. (2008) used an ADV attached to an elevation system to

measure vertical profiles of flow from 0.1 - 27 cm above the sediment surface.

Particle image velocimetry (PIV) systems have been used in oceanic turbulence

measurements (Liu et al., 1994; Bertuccioli et al., 1999; Doron et al., 2001; Smith

et al., 2002, 2005). The PIV illuminates the fluid with a laser sheet and takes snap-

shots of the microscopic tracer particles. The displacements of particles represent

the currents, thus 2-dimensional velocity distributions are captured. PIV has been
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Parameter Site C Site D
CTD SCAMP ADCP ADCP HOBO CTD ADV

velocity profile profile bottom
conductivity profile profile profile
temperature profile profile bottom surface

bottom
profile bottom

pressure profile profile profile bottom profile bottom
PAR profile profile
DO profile

Table 1.1: Types of data measured from our instruments. The CTD at site C was
ship deployed, and the CTD at site D was mounted on the WireWalker. The ADCP
at site C was ship-hull mounted, and the ADCP at site D was bottom mounted.

widely deployed for BBL turbulence studies.

Vertical turbulence structures can be examined using temperature and conductiv-

ity profiles measured from high sampling rate thermistors and conductivity sensors

(Imberger and Ivey , 1991; Kocsis et al., 1999; Sharples et al., 2001; Jurado et al.,

2012). Such sensors include e.g. the FP07 thermistor (GE Measurement & Control)

and the Micro-conductivity sensors SBE7 (Sea Bird Electronics) and 5346 (Precision

Measurement Engineering). FP07 is carried on the Self-Contained Autonomous Mi-

crostructure Profiler (SCAMP, Precision Measurement Engineering) and the Vertical

Microstructure Profiler (VMP, Rockland Scientific Instruments). SBE7 and 5346 are

equipped on VMP (Bourgault et al., 2008) and SCAMP (SCAMP manual), respec-

tively. Applications of these sensors for temperature and conductivity microstructure

measurements can be found in Ruddick et al. (2000); Anis (2006); Anis and Singhal

(2006); Beaird et al. (2012).

1.4.2 Instruments used in this research

At site D, a bottom-mount pod, 0.6 m in height, was set up on the sea floor (Figure

1.4). The instruments installed on the pod include an upward looking ADCP (1 MHz,
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Figure 1.4: The ADV with upward looking transducers, the ADCP and the HOBO
were attached on the bottom-mount pod (photograph courtesy Dr. Ayal Anis).
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Figure 1.5: The CTD attached at the center of the WireWalker was ready to be
lowered into the sea for autonomous profiling powered by surface wave energy (pho-
tograph courtesy Dr. Ayal Anis).
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Nortek Aquadopp), an ADV (1–64 Hz, Nortek Vector) and a temperature logger (up

to 1 Hz, Onset HOBO). The Conductivity, Temperature, and Depth instrument (up

to 6 Hz, RBR CTD) was mounted on a WireWalker, a surface-wave powered vehicle

(Rainville and Pinkel , 2001), and profiled along a vertical wire autonomously (Figure

1.5). Another HOBO was attached beneath the surface buoy to record sea surface

temperature (SST).

At site C, another ADCP (150 kHz, Teledyne RD Instruments) was mounted on

the hull of the research vessel Gyre. Free-falling casts of the SCAMP (profile rate

100 Hz) were conducted. The SCAMP includes two fast thermistors, a fast con-

ductivity sensor, an accurate conductivity-temperature sensor, a depth transducer,

and a photosynthetically active radiation (PAR) sensor. The CTD (24 Hz, Sea-

Bird Electronics SBE 911) on the R/V Gyre measured temperature, conductivity,

pressure, fluorescence, DO, and PAR. A summary of the instruments and measured

parameters is given in Table 1.1.

Measurements from the ADV were used for estimation of ε, TKE, and τ in the

BBL at site D, and those of the SCAMP were used for estimations of χ, ε, ν ′t, and

ν ′ρ throughout the water column at site C. Observational data (e.g. hydrographic

data and surface meteorology) were used for turbulence simulations by numerical

modeling methods.

1.5 Observational analytical methods

Next, the methods used to calculate the turbulence quantities, ε, TKE, τ , χ, ν ′t,

and ν ′ρ are introduced.

ε in isotropic turbulence can be calculated from the microstructure velocity shear

∂u
∂z

or ∂u
∂x

:

ε =
15

2
ν

(
∂u

∂z

)2

= 15ν

(
∂u

∂x

)2

, (1.8)
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∂u
∂z

can be converted from the measured temporal gradient ∂u
∂t

using Taylor’s frozen

turbulence hypothesis (Taylor , 1938; Oakey , 1982):

∂u

∂z
=

1

W

∂u

∂t
, (1.9)

where W is the free-falling speed of the profiler.

ε can also be estimated using Kolmogorov’s -5/3 hypothesis (Kolmogorov , 1941)

and the energy spectrum of velocity fluctuations. In the inertial subrange, between

the energy-containing range and the dissipation range, the energy spectrum is given

by:

E(kwn) = αε
2
3k
− 5

3
wn , (1.10)

where α is the Kolmogorov constant, and kwn is the radian wavenumber. This

equation describes that E(kwn) decays with a −5
3

slope in logarithmic scale. Since

velocities are measured in the time domain, Taylor’s frozen turbulence hypothesis can

be applied to convert the energy spectrum from frequency (f) space to wavenumber

space as follows:

E(kwn) =
E(f)U

2π
, (1.11)

where U is the mean horizotal current velocity. ε can then be estimated from

E(f) = (2π)−
2
3U−

8
3αε

2
3f−

5
3 (1.12)

by fitting a -5/3 line to the spectrum in the inertial subrange. This method has

been applied to measurements from different types of instruments, e.g. ADV (Gross

and Nowell , 1985; McPhee, 1998), PIV (Bertuccioli et al., 1999), and ADCP (Jonas

et al., 2003).
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TKE is a function of the variances of u, v, and w in an isotropic flow and is given

by

k =
1

2

(
u′2 + v′2 + w′2

)
. (1.13)

In general, τ is given by

τ = ρu′w′ or τ = ρv′w′, (1.14)

while in the bed layer where the flow is steady and homogeneous (Perlin et al., 2005;

Arneborg et al., 2007),

ε = −u′w′dU
dz
, (1.15)

where

u′w′ = u2∗, (1.16)

and

dU

dz
=
u∗
l
, (1.17)

l = κz, (1.18)

such that

ε =
u3∗
κz
, (1.19)

and according to equation (1.5), τ can be expressed by

τ = ρ(εκz)
2
3 . (1.20)

χ is calculated from the integral of the spectrum of the vertical gradient of tem-

15



perature fluctuations ∂zT
′:

χ = 6ν ′(∂zT ′)2 = 6ν ′
∫ ∞
t

(
Sobs(k̂wn)− Sn(k̂wn)

)
dk̂wn, (1.21)

where ν ′ is the thermal diffusivity , k̂wn = kwn/2π is the cyclic wavenumber, Sobs is

the observed spectrum, and Sn is the instrument’s noise spectrum.

ε can be estimated by fitting the spectrum of ∂zT
′ to the theoretical Batchelor

spectrum (Dillon and Caldwell , 1980; Oakey , 1982), and is expressed as:

ε = k4Bνν
′2, (1.22)

where kB is the Batchelor cutoff wavenumber estimated from the Batchelor spectrum:

S(k̂wn) =
(q

2

) 1
2 χ

kBν ′
g(q, k̂wn/kB), (1.23)

where q is between 3.4 and 4.1 (Dillon and Caldwell , 1980; Oakey , 1982), and

g(q, k̂wn/kB) = 2π

(
e−α

2/2 − α
∫ ∞
α

e−x
2/2dx

)
, (1.24)

where

α = (2q)
1
2

2πk̂wn
kB

. (1.25)

ν ′t and ν ′ρ are functions of χ and ε, respectively, and are given by

ν ′t =
χ

2

(
∂T

∂z

)−2
, (1.26)

and

ν ′ρ = Γ
ε

N2
, (1.27)
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where Γ is the mixing efficiency, it varies between 0.04 and 0.4 (Peters et al., 1995)

and is commonly chosen as 0.2 (Osborn, 1980; Moum, 1996; Nash et al., 2007).

1.6 Turbulence numerical models

1.6.1 Types of numerical models

The development of turbulence models has a history for decades. All models are

based on the Navier-Stokes equations with the Boussinesq approximation (Boussi-

nesq , 1903; Spiegel and Veronis , 1960):

∂tvi + vj∂jvi − ν∂jjvi + 2εijlΩjvl = −∂ip
ρ0
− gi
ρ0
ρ, (1.28)

and the continuity equation:

∂jvj = 0, (1.29)

where the subscripts i,j,l denote axes in a Cartesian coordinate system, v is the

current velocity, Ω is the rotation rate of the earth, p is the pressure, ρ0 is a constant

reference density, g is the gravitational acceleration, ρ is the potential density, and

εijl is the alternating tensor (Kundu and Cohen, 2008). The tracer equations for T

and S are required for ρ calculation, and can be derived by approaches similar to

the Navier-Stokes equations. The equation for T is

∂tT + vj∂jT − νT∂jjT =
∂zI

cpρ0
, (1.30)

where νT is the thermal diffusivity, I is the local solar radiation in the water, and cp

is the heat capacity of water. S is expressed by

∂tS + vj∂jS − νS∂jjS = 0, (1.31)
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where νS is the haline diffusivity. ρ can be calculated as a function of T , S, and p

through a state equation:

ρ = ρ(T, S, p). (1.32)

The numerical solutions for hydrodynamical processes can be found from the set of

Eq. (1.28) - (1.32), and the methods include DNS (e.g. Smyth et al., 2001), LES (e.g.

Skyllingstad et al., 1999), and one-point closure models (e.g. Umlauf and Burchard ,

2005).

DNS resolves viscous scales, thus computational limits restrict its applications

to small-scale eddies with low Reynolds number Re = vL/ν up to 104. In the

oceanic mixed layer, a typical velocity scale of v = 0.1ms−1, a length scale of L = 1

m, and ν = 10−6m2s−1 for water at 20◦C result in Re = 105; in the open ocean,

L = 106 m, Re = 1011, thus DNS is incapable of resolving large (i.e. energy-

containing) eddies. One attempt to solve the shortcoming of DNS is LES. LES

applies to convective turbulence in which the size of eddies is relatively large with

respect to the relevant mean flow scale (e.g. the mixed layer depth) processes. LES, in

constrast, is computationally costly for resolving small size energy-containing eddies.

One-point closure models use parameterizations to simulate turbulence in a statis-

tical sense. Velocity, temperature, pressure and salinity are commonly investigated

by decomposing these variables into mean and fluctuating components (Reynolds

decomposition, Reynolds , 1895; Lesieur , 2008). For instance, the velocity is given

by:

vi = vi + v′i, (1.33)

Equations (1.28) - (1.31) are then given by:

∂tvi + vj∂jvi − ∂j
(
ν∂jvi − v′jv′i

)
+ 2εijlΩjvl = −∂ip

ρ0
− gi

ρ

ρ0
, (1.34)
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∂jvj = 0, (1.35)

∂tT + vj∂jT − ∂j
(
νT∂jT − v′jT ′

)
=

∂zI

cpρ0
, (1.36)

∂tS + vj∂jS − ∂j
(
νS∂jS − v′jS ′

)
= 0. (1.37)

There are unknown second-moment turbulent fluxes in the equations, i.e. Reynolds

stress v′jv
′
i, turbulent heat flux v′jT

′, and turbulent salt flux v′jS
′, which need to be

resolved by the transport equations at the next higher order:

∂tv′iv
′
j + ∂l

(
vlv′iv

′
j + v′lv

′
iv
′
j − ν∂lv′iv′j

)
= −∂lviv′lv′j − ∂lvjv′lv′i − 2Ωl

(
εilmv′jv

′
m + εjlmv′iv

′
m

)
− 1

ρ0

(
giv′jρ

′ + gjv′iρ
′
)
− 1

ρ0
v′i∂jp

′ + v′j∂ip
′

− 2ν∂lv′j∂lv
′
i,

(1.38)

∂tv′iT
′ + ∂j

(
vjv′iT

′ + v′iv
′
jT
′ − (ν + ν ′)∂jv′iT

′
)

+ ν ′T ′∂jjv′i + νv′i∂jjT
′

= −v′iv′j∂jT − ∂jviv′jT ′ − 2εijlΩjv′lT
′

− gi
ρ0
T ′ρ′ − 1

ρ0
T ′∂ip′ + v′j∂ip

′ − 2(ν + ν ′)∂jv′i∂jT
′,

(1.39)

∂tT ′2 + ∂j

(
vjT ′2 + v′jT

′2 + ν ′∂jT ′2
)

=

− 2v′jT
′∂jT − 2ν ′(∂jT ′)2,

(1.40)
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∂tT ′S ′ + ∂j
(
vjT ′S ′ + v′jT

′S ′ + (ν ′ + ν ′′)∂jT ′S ′
)

=

− v′jS ′∂jT − v′jT ′∂jS − 2(ν ′ + ν ′′)∂jT ′∂jS ′

− ν ′T ′∂jjS ′ − ν ′′S ′∂jjT ′.

(1.41)

The undetermined third moments (v′iv
′
jk
′
k, v

′
iv
′
jT
′, v′iT

′2, v′iT
′S ′) and pressure-strain

correlators
∏

ij = 1
ρ0
v′i∂jp

′ + v′j∂ip
′ and

∏
iT = 1

ρ0
T ′∂ip′ need to be resolved by trans-

port equations at the next higher order, and so on. The infinite repetition of this

procedure prevents turbulence equations from being closed, referred to as the clo-

sure problem (Haltiner and Williams , 1980; Vallis , 2006). To close the turbulence

transport equations, the third moments in Eqs. (1.38) - (1.41) may be neglected

assuming local equilibrium, and parameterizations for
∏

ij and
∏

iT to the known

second moments and mean flow quantities can be derived in several ways (Burchard ,

2002). For example,
∏

ij and
∏

iT have the following general expressions in Kantha

and Clayson (1994), Burchard and Baumert (1995), and Canuto et al. (2001):

∏
ij

=c1
ε

k

(
v′iv
′
j −

2

3
δijk

)
+ c2

(
Pij −

2

3
δijP

)
+

c3

(
Bij −

2

3
δijB

)
+ c4

(
Dij −

2

3
δijP

)
+

c5kSij,

(1.42)

where δij is the Kronecker symbol, Pij is the shear production:

Pij = −∂lviv′lv′j − ∂lvjv′lv′i, (1.43)
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Bij is the buoyancy production:

Bij = − 1

ρ0

(
giv′jρ

′ + gjv′iρ
)
, (1.44)

Sij is the mean shear:

Sij =
1

2
(∂ivj + ∂jvi) , (1.45)

Dij is the anisotropic shear production:

Dij = −v′iv′l∂jvl − v′jv′l∂ivl, (1.46)

P is the shear production:

P = −∂ivjv′iv′j, (1.47)

and B is the buoyancy production:

B = − g

ρ0
v′3ρ
′; (1.48)

∏
iT

=c1T
ε

k
v′iT

′ + c2Tv′jT
′∂jui−

c3T
gi
ρ0
∂TρT ′2 − c4Tv′iT ′Vij,

(1.49)

where Vij is the mean vorticity:

Vij =
1

2
(∂jvi − ∂ivj) . (1.50)

Assumptions for turbulence closures are (Burchard , 2002):

• boundary layer approximation

• neglect or simplification of second-moment transports
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• neglect of rotational terms in the second-moment equations

• neglect of tracer cross-correlations

• parameterization of pressure-strain correlators

• parameterization of dissipation terms

The models applied in the present study are one-point statistical closure models,

which meet the requirements below (Umlauf and Burchard , 2005):

• comprehensive physical meaning

• computational economy

• numerical robustness

• applicability in three-dimensional models

Predicted turbulence quantities, e.g. TKE, ε, τ , and χ, from one-point statistical

closure models can be compared to those estimated from measurements. A large

number of comparative studies for these quantities have been reported in the liter-

ature (e.g. Clayson and Kantha, 1999; Burchard et al., 2002; Simpson et al., 2002;

Stips et al., 2002; Anis and Singhal , 2006).

Second-moment two-equation turbulence models, as one type of one-point statis-

tical closure models, have proven to be a good compromise between complexity and

simplification (Stips et al., 2002). Those models close equations (1.34) - (1.37) at

second moments, and use two transport equations for the second-moment turbulent

fluxes. One transport equation is of TKE (denoted as k in models) and the other is

of L or a L related quantity (e.g. ε, ω, or τ , Umlauf and Burchard , 2003).

The turbulent fluxes are functions of a turbulent diffusivity and a mean flow

gradient:
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u′w′ = −νt
∂u

∂z
, (1.51)

v′w′ = −νt
∂v

∂z
, (1.52)

T ′w′ = −ν ′t
∂T

∂z
, (1.53)

S ′w′ = −ν ′t
∂S

∂z
, (1.54)

where νt is the eddy viscosity. In the k − ε turbulence closure,

νt = (c0µ)3cµ
k2

ε
, (1.55)

ν ′t = (c0µ)3c′µ
k2

ε
, (1.56)

and in the k − kL turbulence closure,

νt = cµk
1
2L, (1.57)

ν ′t = c′µk
1
2L, (1.58)

where c0µ is a constant, and cµ and c′µ are non-dimensional stability functions that

describe the influence of shear and buoyancy on turbulent mixing. cµ and c′µ can

be constants, empirical functions, or functions of non-dimensional flow parameters

resulting from a higher-order turbulence model (Burchard , 2002).

In the k − ε turbulence closure, the transport equation for k is:

∂tk − ∂z
((

ν +
νt
σk

)
∂zk

)
= P +B − ε, (1.59)
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where σk is the turbulent Schmidt number for vertical flux of TKE; the other trans-

port equation for the L related quantity is:

∂tε− ∂z
((

ν +
νt
σε

)
∂zε

)
=
ε

k
(c1εP + c3εB − c2εε) , (1.60)

where σε is the turbulent Schmidt number for vertical flux of ε, c1ε = 1.44, c2ε = 1.92,

and c3ε = 1.

In the k − kL turbulence closure, the transport equation for k is:

∂tk − ∂z
(
Sq
√

2kL∂zk
)

= P +B − ε, (1.61)

where Sq = 0.2 (Simpson et al., 1996); the other transport equation for L related

quantity is:

∂t(kL)− ∂z
(
Sl
√

2kL∂z(kL)
)

=
L

2

(
E1P + E3B −

(
1 + E2

(
L

Lz

)2
)
ε

)
, (1.62)

where Sl ≈ 0.2, E1 = 1.8, E2 = 1.33, and E3 is a function of the gradient Richardson

number (Ri) and stability functions (Mellor and Yamada, 1982).

1.6.2 The general ocean turbulence model

The one-dimensional General Ocean Turbulence Model (GOTM; Burchard 2002)

is used for the numerical simulations in the present study. The GOTM is a program

that implements different turbulence models, e.g. empirical models, two-equation

models, algebraic stress models, K-profile parameterizations (KPP), etc. The GOTM

is widely used due to less complexity and prominent contribution in saving compu-

tational time compared to three-dimensional models. Applications of the GOTM

are made for model-observation comparisons for ε (Bolding et al., 2002), χ (Anis
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and Singhal , 2006), and depth of mixed layer (He and Chen, 2011), as well as inter-

model comparisons (Burchard and Bolding , 2001; Burchard et al., 2002). Several

processes (e.g. horizontal variability, shear instability, and internal waves) treated

prognostically in three-dimensional models have to be either prescribed or neglected,

depending on their relevance for the processes under investigation (Burchard et al.,

1999; Simpson et al., 2002; Baumert et al., 2005). Observational data can be used

as external forcing and validation. Setting of relaxation time allows for nudging

simulated hydrographic variables, e.g. temperature, salinity and current velocity, to

observed profiles, by which the horizontal gradients are provided for one-dimensional

models in the GOTM. Among the diverse second-moment two-equation turbulence

closure models, the k − kL turbulence closure models (Mellor and Yamada, 1982;

Burchard et al., 1999) and the k − ε turbulence closure models (Launder and Spald-

ing , 1972; Rodi , 1987; Burchard et al., 1998; Canuto et al., 2001) are commonly used,

and are applied in the following studies.
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2. OBSERVATIONS AND MODEL SIMULATIONS OF TURBULENCE IN

THE BOTTOM BOUNDARY LAYER OF THE TEXAS-LOUISIANA

CONTINENTAL SHELF

2.1 Introduction

The northern Gulf of Mexico has one of the largest hypoxic regions in the world

(16,500 km2 on average; Dale et al., 2010). The formation of hypoxia is believed to

be caused primarily by excess anthropogenic nitrogen inputs to the coastal sea and

seasonal vertical stratification (Bianchi et al., 2010; Liu et al., 2010). Nitrogen inputs

elevate primary production in the surface boundary layer (SBL), and the increased

organic matter sinks to the bottom boundary layer (BBL), causing high respiration

rate. Stratification is induced by fresh water discharge and surface heating, and

suppresses vertical transport of dissolved oxygen from the surface to the bottom

through the pycnocline. These two effects result in a hypoxic bottom-water zone

(Dagg et al., 2007). Thus it is important to understand the physical processes in the

BBL where turbulence is a key parameter in the micro-scale dynamics.

Turbulence is a major driving mechanism of mixing processes and fluxes of vari-

ous waterborne substances ranging from dissolved matter to sediments. In the BBL

turbulence activity is enhanced by shear stress near the bed, and contributes to de-

struction of stratification and an increase in the vertical transport of oxygen and

nutrients. Since direct measurements of turbulence fluxes in the ocean pose signif-

icant technical difficulties, studies typically examine turbulence quantities such as

turbulence kinetic energy (TKE, denoted as k in numerical models), TKE dissipa-

tion rate (ε), and Reynolds stress (τ), from which fluxes may then be estimated

(Tennekes and Lumley , 1972).
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Methods to study such turbulence quantities may include observations and model

simulations. Here, high-frequency measurements of current velocities from an acous-

tic Doppler velocimeter (ADV) in the BBL were used to estimate ε, using Kol-

mogorov’s -5/3 hypothesis for energy spectra in the inertial subrange (Kolmogorov ,

1941). In a shallow water environment, orbital motions due to surface waves may

affect turbulence in the BBL (Lumley and Terray , 1983; Grant and Madsen, 1986).

To remove the effects of surface-wave-induced orbital velocities (σ) in the BBL, we

applied a modified equation of energy spectrum in the inertial subrange introduced

by Trowbridge and Elgar (2001). TKE was estimated from the integration of the en-

ergy spectrum under the -5/3 logarithmic fitting line extended from the demarcation

of energy-containing range and inertial subrange (Pope, 2000) to a high frequency

end above the noise level. τ was calculated from ε according to the law of the wall

(Lee, 2003; Thorpe, 2005).

Numerical model simulations were carried out to evaluate their performance in

reproducing ε, TKE, and τ . Turbulence models have been developed and imple-

mented to simulate physical dynamics in the BBL, and a recent review by Burchard

et al. (2008) summarises details of models used to quantify turbulence in coastal

oceans. Among these models, second-moment two-equation statistical turbulence

closure models are most widely used, and are integrated in the general ocean tur-

bulence model (GOTM; Burchard et al., 1999; Burchard , 2002) used in the present

study. Models applied in our study consist of two turbulence closures, k − ε and

k − kL (L is the macro length scale), and the stability functions of Cheng et al.

(2002) and Schumann and Gerz (1995). The turbulence closures k − ε and k − kL

have been extensively applied and found to be successful in simulating turbulence

in aquatic surface and bottom boundary layers (e.g., Burchard and Bolding , 2001;

Warner et al., 2005; Anis and Singhal , 2006). The stability functions of Schumann
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and Gerz (1995) are empirical, and those of Cheng et al. (2002) are parameterized

for second order models. Cheng et al. (2002) improved the Mellor-Yamada model

(Mellor and Yamada, 1974, 1982) using more complete expressions for pressure-

velocity and pressure-temperature correlations. Both sets of stability functions have

been successfully applied for reproducing observations (e.g. Burchard et al., 2002;

Simpson et al., 2002; Burchard et al., 2009; Hofmeister et al., 2009; Verspecht et al.,

2009). The two types of stability functions were integrated with the k− ε and k−kL

closures, and their effects on the simulation results were compared.

The study site and instruments are described in Section 2.2. A quality control

test is applied to current data from a bottom mounted ADV, and turbulence quanti-

ties (ε, TKE, and τ) are then calculated from the data (Section 2.3). Meteorological

and hydrographic data used to force turbulence models are described in Sections

2.4.1 and 2.4.2, respectively. Four models are implemented for turbulence simula-

tions and their fundamental equations are introduced in Section 2.4.3. Two of the

models, one combining the k − ε turbulence closure and the stability functions of

Cheng et al. (2002), and the other combining the k− kL turbulence closure and the

stability functions of Schumann and Gerz (1995), are compared to estimates of ε,

TKE, τ , and gradient Richardson number (Ri) from observations in the BBL. This

is followed by statistics of the other two models with reversed combinations of tur-

bulence closures and stability functions (Section 2.5.1). Inter-model comparisons for

the four models are examined throughout the water column (Section 2.5.2), and the

influence of surface fluxes on turbulence simulations in the BBL is investigated for

these models (Section 2.5.3). Differences between the turbulence closures and the

stability functions due to their physical assumptions are discussed in Section 2.6,

and conclusions are given in Section 2.7.
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Figure 2.1: Measurements were conducted at site D on the Texas-Louisiana conti-
nental shelf. Downward shortwave radiation was observed at the weather station
McFaddin. NDBC station 42035 measured wind speed, air temperature, relative hu-
midity and air pressure, which were used for calculations of surface momentum flux,
and sensible and latent fluxes. Horizontal velocities were rotated to across (u) and
along (v) the principal axis of currents. Depth contours are in m.

2.2 Study site and instrumentation

A field campaign was conducted as part of the NOAA Mechanisms Controlling

Hypoxia (MCH) project from August 18 to 22, 2005 (for details see http://hypoxia.

tamu.edu). Time is given in UTC (CDT + 5 h) in this study. A multi-instrumented

pod was deployed on the sea floor at site D at a depth of 21.7 m (29◦5′45′′N

93◦29′44′′W, Figure 2.1). Instruments included an upward-looking Nortek 1 MHz

Aquadopp acoustic Doppler current profiler (ADCP), a Nortek Vector ADV and an

Onset R© U22-001 water temperature logger (HOBO, response time 5 minutes, sam-

pling every 30 s, Figure 2.2b). The ADCP was set to sample current profiles every

6 minutes with vertical cell size of 0.4 m starting at 1.24 m above the bottom. The

ADV measured three-dimensional velocities 0.93 m above the bottom in burst mode,
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Figure 2.2: (a) a CTD was attached to the WireWalker, and a HOBO temperature
logger was attached to the mooring wire beneath the surface buoy; (b) a bottom
mount was instrumented with an ADV, an ADCP, and a HOBO temperature logger.

with 2048 samples per burst taken every 180 s at a sampling rate of 32 Hz (thus, the

duration of each burst was 64 s). Velocity measurements were orientated to along (v)

and across (u) the principal axis of ADV measured currents (Figure 2.3; Emery and

Thomson, 2001) that was 4◦ counter-clockwise from North(Figure 2.1). Tempera-

ture measurements from the bottom HOBO were compared to those from the ADV’s

thermistor (response time 10 minutes, sampling rate 1 Hz), and were found to be in

good agreement. Temperature and salinity profiles were measured by a RBR XR-620

conductivity, temperature, and depth instrument (CTD) at 1 Hz. The CTD sensor

was mounted at the center of a surface-wave powered profiling vehicle (WireWalker;

Figure 2.2a; Rainville and Pinkel 2001).
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Figure 2.3: Scatter plot of ADV mean velocities. The linear fit was 4◦ from the
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Figure 2.4: Energy spectra of an ADV burst measurement (2048 samples) of u (dot-
ted), v (black), and w (gray) velocity components as a function of wavenumber (left
and bottom axes) and frequency (right and top axes). A -5/3 slope (dashed) is drawn
in the inertial subrange for reference. The mean horizontal current speed was 0.07
m s−1 and the measurements were taken on Aug. 21 9:18.
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Figure 2.5: The ADV velocity is measured in the direction (15 ◦ from the trans-
mitting beam) of the angular bisector between transmitting and receiving beams.
The vertical component of velocity is closer to the transmitter than the horizontal
components, so that the vertical velocity has less uncertainty (Vector Current Meter
User Manual, Nortek).
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2.3 Observational approach

High sampling rate velocity measurements from the ADV were used for estima-

tion of turbulence quantities. ε was calculated from the vertical current velocity

fluctuations, w′, after applying the Reynolds decomposition (Tennekes and Lum-

ley , 1972; Kundu and Cohen, 2008). Quality control of the ADV measurements

was performed as follows: bursts were rejected if beam velocity correlations ≤ 70%

(Vector Current Meter User Manual, Nortek); burst-averaged vertical velocities were

required to be < 0.01m s−1 such that w was close to the true vertical direction (Davis

and Monismith, 2011). Estimates of observed ε were based on Kolmogorov’s -5/3

law (Kolmogorov , 1941) and a fit to the energy spectrum of velocity fluctuations

in the inertial subrange (Jonas et al., 2003; Lorke and Wüest , 2005). In the iner-

tial subrange, the energy spectrum is expected to be a function only of ε and the

wavenumber, kwn (or frequency f), and follow a -5/3 slope in logarithmic scale:

E(kwn) = αε
2
3k
− 5

3
wn , (2.1)

where E(kwn) is the energy spectrum, and α = 1.5 is the Kolmogorov constant

(Sreenivasan, 1995; Pope, 2000). An example of an energy spectrum with mean hor-

izontal current speed 0.07 m s−1 is shown in Figure 2.4. White spectral noise is visible

at the high kwn (or f) end. Noise of the vertical component (5.23×10−8m2 s−2 Hz−1

on average) is lower than that of the horizontal components (1.44×10−6m2 s−2 Hz−1

on average). The lower noise in the vertical component is due to the geometry of

the ADV transducers (Figure 2.5), with the transmitting and receiving beam pair

being more sensitive to velocities in the direction of the angular bisector between the

beams. Thus, with the transmitter configured in the vertical direction, the vertical

velocities have a lower noise level and were used for the present work.
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In shallow coastal waters, surface waves may create σ in the near bed region, the

depth (z) in which effects of surface waves will be important is z ≤ 0.16gt2 (Baumert

et al., 2005), where t is the wave period, and g is the gravitational acceleration. Thus,

surface waves with t > 3.6 s may have an effect in the BBL at site D (water depth of 21

m). t was primarily longer than 3.6 s at site D (for details see Section 2.4.1 and Figure

2.6d), thus, the BBL at site D was affected by surface waves (Davis and Monismith,

2011), and a removal of turbulence induced by σ was carried out. The surface wave

energy can be noted between 0.1 and 0.3 Hz in the energy spectra (Figure 2.4), also

most likely elevated the spectra in the inertial subrange. To apply the Kolmogorov’s

hypothesis to the energy produced by turbulence but not by surface wave, ε was

estimated from the equation for vertical velocity components in Trowbridge and Elgar

(2001):

Eww(f) =
12

55
αε

2
3V

2
3f−

5
3 I(

σ

V
, φ) (2.2)

where Eww(f) is the energy spectrum of vertical velocity fluctuations, V is the hori-

zontal mean current, and I is the function of σ, the angle between wave and current

(φ), and V (for the expression of I see Trowbridge and Elgar 2001).

Kolmogorov (1941) hypothesized that an inertial subrange in the energy spectrum

exists only when energy is transferred by inertial forces while viscous forces are

negligible. The existence of an inertial subrange was first examined for each burst.

For instance, the energy spectra of vertical velocity fluctuations (Figure 2.4) showed

an intermediate range with a slope close to -5/3. The f range was chosen from

0.3 Hz (to exclude wave domains) to a f before noise became dominant (the range

represented by the dashed line). A robust regression algorithm (RR; Chatterjee

and Hadi , 1986; DuMouchel and O’Brien, 1991; Wager et al., 2005) was applied to
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compute the slope and the 95% confidence interval. The RR minimizes the sum

s =
N∑
i=1

Wi(yi − ŷi)2, (2.3)

where yi is the ordinate of the observed data point, ŷi is the ordinate of the corre-

sponding point on the fitting line, and Wi is the weight calculated by a bi-square

weighting function, assigning less weight to outliers. If -5/3 falls within the 95% con-

fidence interval of the fitted line’s slope (here [-1.73 -1.63]), an inertial subrange was

considered to exist, and ε was estimated by applying equation (2.2). 768 out of 2356

bursts (32.6%) were found to exhibit acceptable inertial subranges, with estimated

values of ε above 5× 10−9 m2s−3.

Observed ε values (Figure 2.7a) were significantly affected by the current speeds

in the BBL and followed their pattern consistently (Figure 2.7b). Magnitudes of the

currents were mainly a function of v, given that this velocity component (0.04 m s−1

on average) generally was larger than the u component (0.02 m s−1 on average,

Figure 2.7c). Ratios of σ to burst-averaged current speed, βV , were mostly <0.5

(Figure 2.7d), indicating that surface waves had an impact near the seabed but not as

significant as reported in other shallower water experiments (Davis and Monismith,

2011; Hackett et al., 2011). To quantitatively investigate the effect of surface waves,

ε was also estimated from equation (2.1). The regression coefficient of ε values

calculated from equations (2.2) and (2.1) was 0.44 (Figure 2.8).

TKE is defined as

k =
1

2

(
u′2 + v′2 + w′2

)
, (2.4)

where overbars denote time averages. Turbulence was assumed locally isotropic, thus
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u′2 and v′2 were replaced by w′2:

k =
3

2
w′2. (2.5)

w′2 was the spectral integral in the inertial subrange above the noise level. The low

end of the frequency range was chosen as 1/kwn = l0/10 (l0 = 0.93 m is the height

of the ADV’s sampling volume above the bottom), demarcating between anisotropic

large eddies and isotropic small eddies (Pope, 2000; Bluteau et al., 2011). The high

end of the frequency range was chosen where the spectrum decreased to the instru-

ment’s noise level.

Reynolds stress was estimated from the law of the wall which assumes uniform

stress near the seabed (Perlin, 2005; Arneborg et al., 2007):

τ = ρ(εκl0)
2
3 , (2.6)

where κ = 0.41 is the von Kármán constant. Results of estimated ε, TKE and τ

from the observations are further discussed in Section 2.5.

2.4 Numerical modeling approach

Models were forced with meteorological and hydrographic measurements. We

describe the surface meteorology and hydrography first, and then the formulation of

models is explained.

2.4.1 Surface meteorology

Meteorological data were obtained from the stations shown in Figure 2.1. Wind

conditions were recorded at the National Data Buoy Center (NDBC) station 42035

(29◦13′54′′ N 94◦24′46′′ W). South winds prevailed during most of the experiment,

diminishing during nighttime and increasing during daytime (Figure 2.6a). A single

strong wind event was recorded at NDBC 42035 around 04:00 on Aug. 22, with wind
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speeds reaching up to 14.4 m s−1. This event was registered at site D as a sharp

decrease of SST measured from the surface HOBO and a water pressure anomaly

(reverse temporal gradient) measured from the ADV (for details see Appendix A).

The momentum flux (τwind, Figure 2.6b) was calculated from wind speed and air

density collected at NDBC 42035 using bulk formulae (Large and Pond , 1981).

The net surface heat flux, J0
q , was computed as the sum of four components:

J0
q = Jswq + J lwq + J lq + Jsq , (2.7)

where Jswq is the net shortwave radiation, J lwq is the net longwave radiation, J lq is

the latent heat flux due to evaporation, and Jsq is the sensible heat flux. Jswq was

calculated from measurement of incoming solar radiation at the US Forest Service

weather station McFaddin (29◦42′0′′N 94◦7′0′′W; Figure 2.1), the nearest available

station, using the formula in Payne (1972) for albedo. J lwq was computed from

sea surface temperature (SST) and downward longwave radiation following Dickey

et al. (1994). The SST measurements were from NDBC 42035 (Figure 2.6c) and

were compared to those from a HOBO attached beneath a surface buoy at site D

(Figure 2.2a). The average difference was 1.1%. The downward longwave radiation

day night
date 19 20 21 22 19 20 21 22

τwind [Nm−2] 0.027 0.012 0.006 0.005 0.057 0.053 0.011 0.034
J0
q [Wm−2] 210.9 260.9 306.1 310.9 -306.6 -272.1 -188.8 -203.9
Hs [m] 0.70 0.58 0.46 0.53 0.56 0.66 0.45 0.75
t [s] 4.15 4.16 4.52 4.17 3.65 3.81 4.33 4.27
δ [◦] 171 158 155 132 168 155 162 106

Table 2.1: Daytime and nighttime averages of momentum flux, τwind, net heat flux,
J0
q , significant wave height, Hs, average wave period, t, and mean wave direction, δ

(from where waves are coming clockwise from North).
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was retrieved from the National Centers for Environmental Prediction/Department of

Energy Reanalysis 2 (NCEP; Sun et al., 2003; Kubota et al., 2008) database, and was

interpolated to site D using the nearest grid points. J lq and Jsq were calculated using

wind speed, air temperature, relative humidity, and air pressure from the NDBC

42035 and the SST (Fairall et al., 1996). J0
q followed a diurnal pattern (Figure 2.6b),

and daytime and nighttime averages of τwind and J0
q are given in Table 2.1.

The sea-surface elevation (Figure 2.6c) indicates a dominant semi-diurnal tide

with a range of up to 1 m during the study period. Significant wave height (Hs), t,

and mean wave direction (δ) were retrieved from NDBC 42035 wave measurements

(Figure 2.6d, Table 2.1). Hs ranged from 0.37 to 0.99 m, t from 3.36 to 4.92 s, and

δ from 77◦ to 198◦ (from where waves are coming clockwise from North), primarily

following wind directions. Daytime and nighttime averages of Hs, t, and δ are given

in Table 2.1.

2.4.2 Hydrography

Hydrographic measurements are shown in Figure 2.9. Potential temperature

(θ) profiles included data from the CTD, surface HOBO, and ADV measurements

(Figure 2.9a). The CTD measured from near the bottom (18 m) to near the surface

(1 m), but did not profile down to the seabed due to the inherent limitation of the

WireWalker (Figure 2.10). To avoid data contamination from the vehicle’s wake,

only upward profilings were considered. BBL temperatures were measured from the

bottom HOBO, ADV, and ADCP. Measurements from the bottom HOBO and ADV

were similar, while those from the ADCP were 1◦C higher on average (Figure 2.11).

ADV’s measurements were chosen because of the ADV’s higher sampling rate (1

Hz) than the HOBO’s (1/30 Hz) and its more robust temperature sensor than the

HOBO. Salinity (S, Figure 2.9b) was measured from the CTD, and values at the
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Figure 2.9: Hydrographic observations: (a) potential temperature, θ; (b) salinity, S;
(c) σθ; (d) squared buoyancy frequency, N2; (e) u and (f) v profiles measured by the
ADCP; (g) squared shear frequency, M2; (h) gradient Richardson number, Ri.
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Figure 2.10: Depths of the RBR CTD. Due to calm conditions from late Aug. 22 at
site D, the WireWalker suspended at certain depths.

44



19 20 21 22
29.6

29.8

30

30.2

30.4

30.6

30.8

31

31.2

31.4

Aug 2005

T
em

pe
ra

tu
re

 [ 
o C

 ]

 

 
ADCP
HOBO
ADV
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Figure 2.12: θ-S diagram of CTD measurements at the lower end of each profile.
The linear fit (solid line) has a slope -0.43.
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depth of the ADV were estimated according to the linear fit of the θ-S digram of

CTD measurements at each lower end of the profile (Figure 2.12):

θ = 44.79− 0.43S. (2.8)

σθ was then calculated throughout the water column (Figure 2.9c). Values of squared

buoyancy frequency, N2 = −g/ρ0∂zρ (ρ0 is the mean density, and ρ is the density),

indicated the presence of strongly stratified layers within the pycnocline at depths

about 8 and 18 m (Figure 2.9d).

Current velocities were measured from the ADCP, from the surface to 1.24 m

above the bottom, and from the ADV 0.93 m above the bottom. ADCP measure-

ments at the lowest cell were found to be consistent in trend with those from the

ADV (Figure 2.13). Near-surface measurements of the ADCP were contaminated

due to sidelobe interference near the surface (Figure 2.14, Appell et al., 1991; Muste

et al., 2004) and the upper 10% of velocity profiles were, therefore, removed from

the analysis (Figure 2.9e,f). Currents changed directions concurrent with the semi-

diurnal tidal cycles in the v component throughout the water column. Currents in

the SBL (depths above 8 m), mid layer (8 to 19 m) and BBL (19 to 21 m) are de-

scribed as follows in two periods: from late Aug. 18 to late Aug. 20 (period 1) and

from late Aug. 20 to late Aug. 22 (period 2). In the SBL, the mean values of current

speeds decreased from 0.17 m s−1 in period 1 to 0.11 m s−1 in period 2 for both u

and v components. In the mid layer between the strongly stratified layers, the mean

of u was 0.07 m s−1, and the u component dominated, and the mean current speed

increased to 0.2 m s−1. The magnitude of mean v values remained 0.1 m s−1 during

periods 1 and 2. In the BBL, both u and v components were low in magnitude with

mean values of 0.04 m s−1 over the experiment, although the u component showed
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Figure 2.13: Velocity measurements from the ADV and the lowest two cells of ADCP.
For clarity, the ADCP measurements were offset by 0.36 and 0.76 m s−1 for cells 1
and 2, respectively.
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Figure 2.14: The geometry of ADCP sidelobe interference. RMAX = Hcosα is the
maximum range of good data, α = 25◦ is the angle from the beam to vertical di-
rection, hence RMAX = 0.9H. The sidelobe acoustic energy reflected by the sur-
face contaminates the near-surface measurements. The green check marks indicate
good cells, while measurements in the cells of red cross marks off RMAX is rejected
(Aquadopp Current Profiler User Guide, Nortek).
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little temporal variability compared to the v component. Squared shear frequency,

M2 = (∂zu)2 + (∂zv)2, presented relatively high values (> 0.05 s−2) where strong

u currents showed high vertical gradients in period 2 (Figure 2.9g). Ri = N2/M2

primarily corresponded to N2 (Figure 2.9h), indicating stability in the pycnocline.

2.4.3 Model formulation

Four models were applied for turbulence simulations:

• CH: the k − ε turbulence closure with the stability functions of Cheng et al.

(2002)

• SG: the k − kL turbulence closure with the stability functions of Schumann

and Gerz (1995)

• CHx: the k−kL turbulence closure with the stability functions of Cheng et al.

(2002)

• SGx: the k−ε turbulence closure with the stability functions of Schumann and

Gerz (1995)

Formulations of the stability functions of Cheng et al. (2002) and Schumann and

Gerz (1995) are presented in Appendix B.

In the k − ε turbulence closure, ε is derived from the transport equation

Dε

Dt
= Γε +

ε

k
(c1εP + c3εB − c2εε) , (2.9)

where D
Dt

denotes the material derivative, Γ is the sum of the viscous and tur-

bulent transport terms, P is the shear production, B is the buoyancy produc-

tion/destruction, c1ε = 1.44, c2ε = 1.92, and c3ε = 1.
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In the k − kL turbulence closure, ε is given by

ε =
(
c0µ
)3 k 3

2

L
, (2.10)

where c0µ = 0.5477, and L is derived from

D (q2L)

Dt
= ΓL + L (E1P + E3B − E2Fε) , (2.11)

where E1 = 1.8, E2 = 1.33, and E3 is a function of Ri and stability functions (Mellor

and Yamada, 1982). The wall function, F , is used to reproduce the logarithmic part

of the law of the wall (Umlauf and Burchard , 2003), and is given by

F = 1 + E2

(
L(ds + db)

κdsdb

)2

, (2.12)

where ds is the distance from the sea surface, and db is the distance from the bottom.

The typical velocity scale of turbulence, q, is defined by

k =
q2

2
, (2.13)

and the transport equation for q is given by

D(
q2

2
)

Dt
= Γq + P +B − ε. (2.14)

To correspond to the observed TKE calculated from equation (2.5), the modeled

TKE was calculated from w′2, which is derived from

w′2

k
=

2

3
+

1

Ψε

((a2
3
− a3

)
P +

8

3
a5B

)
, (2.15)
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where Ψε = 2.5ε, a2 = 0.016, a3 = 0.432, and a5 = 0.25 for stability functions of

Cheng et al. (2002), while the second term on the right hand side of the equation

is absent for stability functions of Schumann and Gerz (1995), i.e. it simplifies to

equation (2.5). Values of TKE were calculated from equations (2.13) and (2.14) for

the k − kL turbulence closure and from the transport equation

Dk

Dt
= Γk + P +B − ε (2.16)

for the k − ε turbulence closure.

The simulated τ for the four models is given by

τ = ρνt|M |, (2.17)

where νt is the eddy viscosity. In the k − ε turbulence closure, νt is given by

νt = cµ
k2

ε
, (2.18)

where cµ is the stability function in Appendix B; in the k − kL turbulence closure,

νt is given by

νt = cµk
1
2L. (2.19)

Since one-dimensional models are generally unable to account for advective effects

(Bolding et al., 2002), a mechanism of ”relaxing” has been implemented in which

modeled values are adjusted according to the observations (Burchard , 1999; Anis

and Singhal , 2006; Burchard et al., 2006; Peters and Baumert , 2007; Cabrillo et al.,

2011). In our simulations, models were relaxed to observed u and v profiles every

4000 s, and θ and S profiles every 360 s. Examinations of several relaxation times and
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Figure 2.15: Comparisons of turbulence quantities computed from observations to
those from the CH and SG models in the BBL: (a) ε, (b) TKE, (c) τ , and (d) Ri

(Rc
i = 1 is indicated by a horizontal dash-dot line).

the relationship between mean simulated ε values and relaxation times are further

discussed in Appendix C.

2.5 Analysis

ε, TKE, τ , and Ri from observations and models in the BBL are compared in

Section 2.5.1. Comparisons between the four models throughout the water column

are discussed in Section 2.5.2.
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min max mean [95%CI]
obs 5.99e-9 1.21e-6 1.87e-7 [1.75e-7 2.02e-7]

ε [m2 s−3] CH 1.20e-8 1.18e-6 2.41e-7 [2.30e-7 2.53e-7]
SG 8.19e-9 1.10e-6 2.10e-7 [1.99e-7 2.21e-7]
obs 1.45e-6 1.12e-4 2.91e-5 [2.76e-5 3.06e-5]

TKE [m2 s−2] CH 1.43e-6 7.35e-5 1.63e-5 [1.57e-5 1.71e-5]
SG 1.34e-6 7.87e-5 1.81e-5 [1.74e-5 1.90e-5]
obs 1.96e-3 5.04e-2 1.51e-2 [1.44e-2 1.59e-2]

τ [kg m−1 s−2] CH 3.05e-4 3.13e-2 6.09e-3 [5.77e-3 6.38e-3]
SG 3.86e-4 2.65e-2 6.10e-3 [5.84e-3 6.40e-3]
obs 4.62e-2 61.05 3.00 [2.73 3.36]

Ri CH 1.51e-1 2.79 0.53 [0.52 0.55]
SG 1.23e-1 6.71 1.03 [1.00 1.06]

Table 2.2: Minima, maxima, mean values, and 95% confidence intervals for ε, TKE,
τ , and Ri for the observations, and the CH and SG models. Simulated TKE values
less than 1.5 times vertical noise energies were discarded according to equation (2.5),
and the corresponding points were removed for other modeled quantities as well.

2.5.1 Observation-model comparisons in the BBL

Turbulence quantities (ε, TKE, and τ) and Ri from the observations and the

CH and SG models are shown in Figure 2.15. Simulation results of the CH and

SG models were nearly identical such that the lines of the models were primarily

superimposed. The trends of modeled ε and TKE followed those observed, however,

there were occasions when model values were much low. In most of these cases,

the power spectrum was consistently lacking a clear inertial subrange, so that the

Kolmogorov’s hypothesis could not be applied and ε was not estimated. In particular,

the simulated τ was substantially lower than the measured τ .

For their statistics (Table 2.2), values of vertical noise energy (9.53×10−7 m2 s−2

on average) in all bursts were interpolated to time points of simulations, and any

simulated TKE value, according to equation (2.5), less than 1.5× the corresponding

vertical noise energy in each burst was discarded. Values of simulated ε, τ , and Ri at
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corr(obs, CH) [95%CI] corr(obs, SG) [95%CI] corr(CH, SG) [95%CI]
ε 0.31 [0.24 0.38] 0.33 [0.25 0.40] 0.99 [0.99 0.99]

TKE 0.48 [0.41 0.53] 0.48 [0.43 0.53] 0.99 [0.99 1.00]
τ 0.36 [0.31 0.42] 0.32 [0.25 0.37] 0.99 [0.99 0.99]

Table 2.3: Cross-correlations and 95% confidence intervals between the observations
and the CH and SG models for ε, TKE, and τ .

the same time point were filtered out accordingly as well. Minimal, maximal, mean

values, and their 95% confidence intervals for ε, TKE, and τ from the two models

were similar to those from observations.

Mean Ri values computed from the observations were similar to those from the

CH and SG models. A flow is commonly considered stable if Ri is greater than a

critical gradient Richardson number (Rc
i ). Although there is no unique value for

Rc
i , in laboratory and field work, estimates of Rc

i are on the order of 1 (Gerz et al.,

1989; Jacobitz et al., 1997; Kundu and Cohen, 2008). Here, 42% of the observed

Ri values were found to be less than Rc
i = 1, compared to 43% for those computed

from the CH model, and 84% for those computed from the SG model. Turbulence

in the BBL was active most of the time. During stable conditions in the BBL,

e.g., when values of observed Ri >5, model predicted Ri values deviated from the

observations, indicating that the models may inaccurately predict the evolution of

turbulence under such stable conditions (Baker and Gibson, 1987; Burchard et al.,

2002).

Model simulated values of ε, TKE, and τ were linearly interpolated to time of the

observed estimations, and scatter plots of observed and modeled values are presented

in Figure 2.16 together with linear fits (calculated using the RR). All slopes of the

linear fits were<1 due to the general lower values from model simulations. Differences

between the CH and SG model simulations were within a factor of 2.
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Figure 2.16: Scatter plots (log scales) for the observations (abscissas) and the CH
and SG models (ordinates) for ε (a, b), TKE (c, d), and τ (e, f). Linear fits were
calculated using the RR and are represented by the solid lines.

min max mean [95%CI]
ε [m2 s−3] CHx 1.44e-8 1.95e-6 4.10e-7 [3.90e-7 4.29e-7]

SGx 9.71e-9 1.19e-6 2.36e-7 [2.24e-7 2.48e-7]
TKE [m2 s−2] CHx 1.48e-6 1.86e-4 3.47e-5 [3.30e-5 3.66e-5]

SGx 1.27e-6 1.02e-4 2.19e-5 [2.09e-5 2.29e-5]

τ [kg m−1 s−2] CHx 1.46e-4 8.49e-2 1.39e-2 [1.32e-2 1.47e-2]
SGx 3.70e-4 3.48e-2 7.30e-3 [6.95e-3 7.66e-3]

Ri CHx 1.68e-1 11.44 0.66 [0.64 0.69]
SGx 1.42e-1 6.70 1.14 [1.10 1.18]

Table 2.4: Minima, maxima, and mean values with 95% confidence intervals for ε,
TKE, τ , and Ri for the cross-combined models CHx and SGx. Simulated TKE values
less than 1.5 times vertical noise energies were discarded according to equation (2.5).
Corresponding points were removed for other modeled quantities as well.
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Figure 2.17: Ratios of SG model values to CH model values for (a) TKE obtained
from transport equations (2.14) and (2.16), (b) ε, (c) τ , and (d) Ri.

Cross-correlations between the observed and modeled values were all above 46%

(Table 2.3). Not surprisingly, the CH and SG models correlated highly for any quan-

tity (∼ 98%), given that the models consistently predicted similar trends. Statistics

of the cross-combined models (CHx and SGx) were similar to those of the CH and

SG models (Table 2.4).

2.5.2 Inter-model comparisons throughout the water column

Comparisons between the CH, SG, CHx, and SGx models were made throughout

the water column. Here, calculations of TKE were not restricted to the vertical
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velocity component in equation (2.5). Instead, they were simulated from transport

equations (2.14) and (2.16) for the k−kL and k− ε turbulence closures, respectively.

Values are equivalent to those given by equation (2.4) in which u′2, v′2, and w′2 were

taken into account. Ratios of TKE, ε, τ , and Ri from the SG to CH models are

shown in Figure 2.17. The two models agreed well in the SBL and BBL, but the

SG model estimated turbulence quantities greater values than the CH model in the

pycnocline, particularly for τ that exhibited ratios >3 (Figure 2.17c).

Parameters on the right hand sides of TKE transport equations (2.14) and (2.16)

are compared in Figure 2.18. The sum of shear and buoyancy production rates

(P +B) is close to TKE dissipation rate (ε), such that:

Γ

P +B − ε � 1. (2.20)

where Γ represents Γq in equation (2.14) and Γ represents Γk in equation (2.16).

Thus, Γ is the main factor determining the rate of change in TKE transport equations

(2.14) and (2.16) denoted as Γq and Γk, respectively. Ratios (Γq/Γk) in Figure 2.18a

showed similar patterns to those for TKE in Figure 2.17a. P and B are given by

P = νtM
2 (2.21)

and

B = −ν ′tN2, (2.22)

where ν ′t is the eddy diffusivity. Both P (Figure 2.18b) and B (Figure 2.18c) values

in the pycnocline were estimated to be greater in the SG model, because νt (Figure

2.18d) and ν ′t (Figure 2.18e) were overestimated, showing ratios higher than 1, while

ratios of M2 (Figure 2.18f) and N2 (Figure 2.18g) were ∼1.
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Figure 2.18: Ratios of SG model values to CH model values for (a) Γq/Γk, (b) P , (c)
B, (d) νt, (e) ν ′t, (f) M2, and (g) N2.
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Figure 2.19: Ratios of τ values between the models: (a) SG/CHx; (b) SGx/CH; (c)
SG/SGx; (d) CHx/CH.

59



It is not clear whether the turbulence closures or the stability functions were

responsible for the differences in the pycnocline between the models results. To

investigate this further, the turbulence closures and the stability functions were cross-

combined for the CHx and SGx models. Figures 2.19a and 2.19b indicate that for

the same turbulence closures, the stability functions of Schumann and Gerz (1995)

resulted in higher τ values (τSG > τCHx and τSGx > τCH); Figures 2.19c and 2.19d

indicated that for same stability functions, either the k − ε or k − kL turbulence

closure resulted in similar τ values (τSG ≈ τSGx and τCHx ≈ τCH). Thus differences

between the four models appear to be mainly caused by the stability function. This

is suggested from equations (2.17), (2.18), and (2.19) that cµ is the main factor for

τ .

2.5.3 Influence of surface fluxes on turbulence in the BBL

Stratification was prevalent during the experiment, it suppressed vertical mixing.

The strong wind event at site D deepened the mixed layer (Figure 2.9a, b, c), e.g.

the depth of σθ = 18 kg m−3 was deepened 1.88 m in 87 minutes after 02:00, and

was forceful enough to affect BBL currents, resulting in the maximum of observed

current magnitude (Figure 2.7b) and a consequent increase in ε values. To inves-

tigate the influence of surface meteorological forcing on the dynamics in the BBL,

the four models were run without the input of surface heat and momentum fluxes.

These simulations revealed that mixing was effectively damped in the SBL, however,

turbulence dynamics did not change in the BBL most likely due to the strong strati-

fication in the pycnocline except that the BBL current velocity increases induced by

the strong wind vanished.
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2.6 Discussion

The simplified stability functions of Schumann and Gerz (1995) were found to

be as capable as those of Cheng et al. (2002) for modeling turbulence in the BBL

in our study, but deviated for cµ related quantities, e.g. τ , P , B, νt, and ν ′t, in the

pycnocline. We found no other comparisons of the stability functions of Schumann

and Gerz (1995) to those of Cheng et al. (2002) in the literature. However, there

are studies between the stability functions of Schumann and Gerz (1995) and other

stability functions, e.g. those of Canuto et al. (2001), which can be found in e.g.

Burchard et al. (2002) and Simpson et al. (2002). Canuto et al. (2001) improved the

Mellor-Yamada model with a down-gradient approximation for third-moments. We

tested models with the stability functions of Canuto et al. (2001), and the results (not

shown) presented minor differences from the models applying the stability functions

of Cheng et al. (2002). Applications of the stability functions of Canuto et al. (2001)

are described as follows, from which we try to explain the discrepancy between the

stability functions of Cheng et al. (2002) and Schumann and Gerz (1995).

Burchard et al. (2002) tested the k− ε turbulence closure with the stability func-

tions of Canuto et al. (2001) and Schumann and Gerz (1995) throughout a water

column with a depth of 110 m. Results of their two models were found to be similar,

and both agreed with observations when the water was stably stratified. In an area

strongly influenced by horizontal temperature and salinity gradients, tidal straining,

and vertical mixing, Simpson et al. (2002) applied two models by combining the

k − ε turbulence closure with the stability functions of Canuto et al. (2001) and

Schumann and Gerz (1995), respectively, throughout a water column with a depth

of 35 m. Results from the former model agreed well with those from observations,

while the latter model predicted a lower ε maximum. From the two studies above,
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it appears that the comparison results are not consistent under different scenarios,

however, the stability functions of Schumann and Gerz (1995) have less dependence

on buoyancy through a constant and the turbulent Prandtl number (Simpson et al.,

2002), which might yield inconsistency to complex stability functions e.g. of Cheng

et al. (2002), especially in the pycnocline. The simulations in Peters and Baumert

(2007) also indicated that the stability functions of Schumann and Gerz (1995) were

not able to simulate observed turbulence in stably stratified flows.

Several studies have shown that all length scale related equations perform equiva-

lently for stress-dominated boundary layer flows when properly calibrated (e.g., Bur-

chard et al., 1998; Baumert and Peters , 2000; Burchard , 2001a). Applying steady-

state Richardson numbers to B by Burchard (2001a) for the k−kL turbulence closure

and by Burchard and Baumert (1995) for the k−ε turbulence closure gave equivalent

results. In full-equilibrium flows ( D
Dt

= 0), the k − kL and k − ε turbulence closures

were found to be interchangeable by setting cε3 = 1 in equation (2.9) without any

loss of generality (Baumert and Peters , 2000). However, the study of Burchard et al.

(1998) showed that two-equation models are more sensitive to the choice of stabil-

ity functions than turbulence closures. This is consistent with the present study’s

findings.

2.7 Conclusions

The water column on the Texas-Louisiana continental shelf was strongly strati-

fied and wind speeds were moderate most of the time. Surface heat and momentum

fluxes were found to have little effect on turbulence in the BBL, with the pycno-

cline effectively suppressing vertical mixing, and inhibiting transport of waterborne

constituents such as nutrients, oxygen, etc. A single, short, strong wind event deep-

ened the mixed layer and affected currents in the BBL. This resulted in the u in the
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BBL reaching a maximum during the wind event. Turbulence was not active near

the bottom over the experiment, with only 32.6% burst measurements presented a

clear inertial subrange in energy spectra of vertical velocity fluctuations. Turbulence

quantities (ε, TKE, and τ) in the BBL were studied using observational and mod-

eling methods, and meteorological data from various sources near and at the study

site were obtained for model simulations.

Vertical velocities measured from the ADV were applied to estimate ε, TKE, and

τ due to the lower noise level of the vertical component compared to the horizontal

components, as well as the less impact of surface wave induced motions in the vertical

direction than in the horizontal directions. Observed ε values were estimated in

inertial subranges of energy spectra following Kolmogorov’s -5/3 law with the removal

of surface wave effect introduced by Trowbridge and Elgar (2001). ε values from this

method were lower than those from the original energy spectrum equation (2.1) with

a factor 0.44. Magnitudes of observed ε were strongly affected by v, following the

trend of velocity magnitudes in the BBL. Observed TKE values were calculated by

integrating spectra under the logarithmic fits in inertial subranges, and observed τ

values were calculated from the ε estimates according to the law of the wall.

Four numerical models (CH, SG, CHx, and SGx) were applied for turbulence

simulations in the BBL, using combinations of turbulence closures (k−ε and k−kL)

and stability functions (Cheng et al., 2002 and Schumann and Gerz , 1995). The

models were relaxed to θ, S, u, and v measurements, correcting advection to these

quantities. The trends of ε, TKE, and τ for the four models were consistent with

observations, and their mean values were similar to those observed. After comparing

the measurements at another mooring site with a similar water depth, as well as

the verification by the observation-model comparisons, it was suggested that the

assumption of homogeneous salinity in the BBL was appropriate. Modeled TKE
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values were computed using two methods: 1) equation (2.5) and modeled vertical

velocity variances for observation-model comparisons; 2) transport equations (2.14)

and (2.16) for inter-model comparisons. Results from both methods showed similar

TKE values between the SG and CH models in the BBL. Analyses of each parameter

on the right hand side of the transport equations revealed that Γ was the major factor

to the temporal variability of TKE. The CH, SG, CHx, and SGx models performed

analogously in the BBL, while differences between the models in the pycnocline were

found to be primarily caused by the stability functions rather than the turbulence

closures.

Although second-moment two-equation statistical turbulence closure models have

been widely used for comparisons in the entire water column, a relatively small

number of studies have been carried out at specific depth intervals (Burchard et al.,

2002; Wang et al., 2011). The present study provides new insight on the turbulence

dynamics in the BBL and the applicability of turbulence models to simulate the

dynamics in these layers on the continental shelf.
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3. OBSERVATIONS AND MODEL SIMULATIONS OF TURBULENCE IN A

HYPOXIC ZONE WITH THE ADVECTION OF NON-LOCAL WATER

3.1 Introduction

A field campaign was conducted on the continental shelf of the Gulf of Mexico

in the summer of 2005 when hypoxia prevailed. One of the major objectives for this

campaign was to study vertical mixing processes in the hypoxic zone. Vertical mixing

is a key factor in controlling biogeochemical fluxes in the ocean, and it is driven by

two major processes: divergent Ekman transport and turbulent mixing (Cuypers

et al., 2011). The latter is perhaps the most important and responsible for the

downward supply of oxygen through the pycnocline and upward supply of nutrient

from the bottom boundary layer (BBL), thus it needs to be accurately quantified in

order to adequately represent biogeochemical processes (Klein and Lapeyre, 2009).

Wind stress is the main source for mixing in the surface boundary layer (SBL) in the

summer, while shear due to friction is responsible for the mixing in the BBL (Palmer

et al., 2013). Internal waves and shear advection may furthermore account for the

dynamics in stratified layers between the SBL and BBL (Thorpe, 2004).

The present study, through a combined observational and modeling effort, aims to

improve the understanding of turbulence dynamics and the influence of turbulence on

hypoxia. Turbulence can be studied from direct measurements of the vertical turbu-

lent fluxes, e.g. momentum fluxes (u′w′ and v′w′), heat flux (θ′w′), and salinity flux

(S ′w′), but more often, turbulence quantities are examined as indirect measurements

of turbulence. Turbulence quantities include, e.g. dissipation rate of temperature

variance (χ), dissipation rate of turbulence kinetic energy (ε), eddy diffusivity of tem-

perature (ν ′t), and eddy diffusivity of density (ν ′ρ). Turbulent processes have been
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investigated in terms of these quantities in many studies (e.g. Anis , 2006; Anis and

Singhal , 2006; Cousins et al., 2010; Cuypers et al., 2011). In the present study, turbu-

lence dynamics throughout the water column were investigated using measurements

of temperature and salinity microstructure, as well as the current profiles in the lower

part of the water column. χ, ε, ν ′t, and ν ′ρ were estimated from observational meth-

ods as follows. χ was calculated from the integral of the energy spectra of vertical

temperature gradient (∂zθ), and ε was then derived from a Batchelor fit to the en-

ergy spectra (Batchelor , 1959; Oakey , 1982; Ruddick et al., 2000). ν ′t was calculated

from the product of χ and (∂zθ)
2 (Oakey , 1982; Anis and Singhal , 2006), and ν ′ρ was

estimated as a function of ε and buoyancy frequency squared (N2 = − g
ρ0

∂ρ
∂z

, where ρ0

is the mean density; Ivey et al., 2008). Further details of observational methods for

the four turbulence quantities are given in Section 3.3. Turbulent oxygen flux was

estimated throughout the water, and the time required to remove bottom hypoxic

layer by turbulence was calculated.

Two-equation second-moment turbulence models have been widely applied in

turbulent mixing studies (Umlauf and Burchard , 2005). They consist of two transport

equations: one for turbulence kinetic energy (k) and the other for a length scale

(L) related quantity (e.g. ε or kL). This type of models has been applied for

studies for an individual model with different parameterizations (Burchard , 2001b;

Bolding et al., 2002), comparisons between models (Burchard , 2001a; Burchard et al.,

2006, 2008), and comparisons between observations and models (Anis and Singhal ,

2006; Zhang and Drennan, 2012). In the present study, the k − ε and k − kL

turbulence closures models were applied to simulate χ, ε, ν ′t, and ν ′ρ for comparisons

to observations. Turbulence theories and numerical models are commonly based on

the assumption of locality (Mellor and Yamada, 1982; Rodi , 1987), but very often

turbulence is influenced by non-local processes, such as advection (Burchard , 1999;
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Anis and Singhal , 2006; Burchard et al., 2006; Cabrillo et al., 2011). Here, advection

was accounted for by relaxing the simulations to the measured potential temperature

(θ) and salinity (S).

The paper is structured as follows: after describing the study site (Section 3.2.1),

the surface forcing (Section 3.2.2) and hydrography (Section 3.2.3) used for model

simulations are presented. Advection of non-local water over the hypoxic layer is

described in the context of the relatively high turbulence levels observed (Section

3.2.4). An introduction to observational methods is given in Section 3.3, followed by

estimation of turbulent oxygen flux according to observed ν ′ρ (Section 3.4). A short

description of the numerical models is given in Section 3.5. Observational and model

results are compared for χ and ε in Section 3.6.1 and for ν ′t and ν ′ρ in Section 3.6.2.

Discussion and conclusions are presented in Sections 3.7 and 3.8, respectively.

3.2 Experimental details

3.2.1 Study site

The study site C (Figure 3.1) is on the continental shelf of the Gulf of Mexico,

60 km south of the coast at 28◦56′55′′N 91◦57′5′′W, and has a water depth of 21.5

m. The campaign at site C was part of the NOAA Mechanisms Controlling Hypoxia

(MCH) project (http://hypoxia.tamu.edu), and was conducted for 24 h from Aug.

22 20:00 to Aug. 23 20:00 (UTC = CDT + 5 h) during hypoxic conditions (Rabalais

et al., 2007).

3.2.2 Surface forcing

Momentum flux, τwind, was calculated from wind speeds measured at the near-

est available source the National Data Buoy Center station LUML1 (29◦15′12′′N

90◦39′48′′W, Figure 3.1). During the field study, the weather was clear, and observed

wave heights were less than 0.3 m. Meteorological conditions were characterized by
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Figure 3.1: The measurements were conducted at site C on the Texas - Louisiana
continental shelf. Net longwave radiation from NCEP was interpolated to site C;
downward shortwave radiation was observed at fire station McFaddin; LUML1 buoy
station that provided the rest of meteorological data required for calculations of
surface heat and momentum fluxes. Velocity measurements were rotated to along-
shelf (u) and cross-shelf (v) directions as presented by the axis system on the figure.
Site D, about 150 km west of site C, included a bottom-mounted upward looking
acoustic Doppler current profiler (ADCP).

low to moderate wind speeds with the average 2.8 m s−1 and the maximum 6.2 m s−1

(Figure 3.2a), resulting in τwind < 0.06 N m−2 (Figure 3.2b).

Net surface heat flux, J0
q , was computed as the sum of four components:

J0
q = Jswq + J lwq + J lq + Jsq (3.1)

where Jswq is the net shortwave radiation, J lwq is the net longwave radiation, J lq is

the latent heat flux due to evaporation/condensation, and Jsq is the sensible heat

flux. Jswq was calculated from the measurement of incoming solar radiation at the

US Forest Service weather station McFaddin (29◦42′0′′N 94◦7′0′′W, Figure 3.1), ap-

plying an albedo correction using the formula in Payne (1972). J lwq was computed

from the sea surface temperature (SST) and downward longwave radiation following

Dickey et al. (1994). The SST (Figure 3.2b) was obtained from profiles taken by a
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Figure 3.2: Meteorological measurements: (a) hourly wind vector; (b) sea surface
temperature; (c) heat flux, Joq (black), and momentum flux, τwind (gray).
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Self Contained Autonomous MicroProfiler (SCAMP, Precision Measurement Engi-

neering). The downward longwave radiation was retrieved from the National Centers

for Environmental Prediction/Department of Energy Reanalysis 2 (NCEP) database

(Sun et al., 2003; Kubota et al., 2008), and interpolated to site C. J lq and Jsq were cal-

culated using wind speed, air temperature, relative humidity and air pressure from

LUML1, and SST (Fairall et al., 1996). During the period of the experiment, J0
q

varied between -400 and 800 W m−2 (Figure 3.2c).

3.2.3 Hydrography

Vertical structures of temperature, salinity, and density were revealed from the

SCAMP measurements. The SCAMP sensors include an accurate conductivity sen-

sor, a fast conductivity sensor, two fast thermistors, and a pressure sensor (MacIntyre

et al., 1999; Jurado et al., 2012). Downward profiles of temperature, small-scale verti-

cal temperature gradients (∂zT ), conductivity, and pressure were taken every ∼7 min

while this instrument fell freely at a speed ∼ 0.1 m s−1. Measurements started at ∼

1 m below the surface and reached down to the seafloor. Measurements of accurate

conductivity were chosen for calculations because signals from the fast conductivity

sensor were contaminated. Measurements from the two fast thermistors were in good

agreement, thus one of the two measurements were chosen for the calculations.

Profiles of θ, S, and σθ, shifted by 0.3 units and aligned with time and sea

surface elevations, are presented in Figure 3.3. The SBL (BBL) of θ was marked by

black dots where the temperature is 0.1 oC lower (higher) than that at the surface

(bottom) in each profile (Figure 3.3b). The SBLs and BBLs of S and σθ were defined

analogously but with the vertical differences 0.1 PSU and 0.1 kg m−3, respectively

(Figure 3.3c, d). The mean depth of SBL of σθ (6.07 m) was same as that of S and

1.9 m shallower than that of θ, while the mean depth of BBL of σθ (18.11 m) was
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Figure 3.3: (a) surface elevation; SCAMP profiles of (b) θ, (c) S, and (d) σθ. The
SBLs and BBLs defined in θ (b), S (c), and σθ (d) profiles are marked by black dots
where the values are 0.1 units different than those at the surface and at the bottom,
respectively. Profiles are offset by 0.3 units and aligned with the time in (a). Time
intervals between profiles are ∼ 7 min.
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Figure 3.4: Contours from SCAMP profiles at site C: (a) potential temperature, θ;
(b) salinity, S; (c) σθ; (d) buoyancy frequency squared, N2. The SBLs and BBLs
defined in θ (a), S (b), and σθ (c, d) are marked by white dots.
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Figure 3.5: Ship hull-mounted ADCP velocity contours between depths 12.4 and
18.4 m at site C: (a) along-shelf velocity, u; (b) cross-shelf velocity, v; (c) current
speed; (d) current direction (0 is the along-shelf direction and angles increase counter-
clockwise). The BBL defined in σθ is marked by white dots.

1.53 m below that of S and 0.7 m above that of θ. An enhanced mixing section

in density profiles is shown between 10 and 18 m from 2:00 to 5:00 (Figure 3.3d).

The mixing was caused by rapid changes in both measured θ and S (Figure 3.3b, c),

which elevated the depth of SBL of θ at the top of the mixing section (Figure 3.4a).

Below the SBL of σθ, N
2 presented high values, indicating the pycnocline (Figure

3.4d). In the following study, we denote the SBL, mid layer, and BBL as defined in

σθ profiles unless they are specified otherwise.

Velocity profiles were measured from a ship (R/V Gyre) hull mounted Teledyne

RD Instruments 150 kHz acoustic Doppler current profiler (ADCP). Eastward and

northward velocities were rotated 15o clockwise to along-shelf (u) and cross-shelf

(v) directions (Figure 3.1). Measurements started at a depth of 12.4 m, with a bin

size of 2 m and an interval of 5 min (Figure 3.5a, b). Data deeper than 18.4 m were

discarded due to side-lobe contamination from bottom echoes (Nystrom et al., 2002).
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Figure 3.6: Current measurements: along-shelf velocities at site C (a) and D (b);
cross-shelf velocities at site C (c) and D (d). A white line at 12.4 m was added
on panels b and d to indicate the start depth of current measurements at site C.
Currents at site D were measured from an upward looking ADCP (Nortek 1 MHz
Aquadopp).
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Figure 3.7: Measurements from the CTD on the research vessel: (a) dissolved oxygen;
(b) hourly averaged current vectors at 15 m.

An increase in the current speed was observed after 8:00 (Figure 3.5c), it might be

related to the increase of momentum flux (Figure 3.2c). Water through the column

was nearly static around 6:00, showing intermittent changes of current directions

(Figure 3.5d). Current velocities at site C were compared to those 150 km westward

at site D (Figure 3.1) where measurements were taken for a period of more than 5

days that encompassed the period of the present experiment at site C (for details

of site D see Section 2), and the comparison indicated that both sites were under

similar tidal conditions, given that the semi-diurnal changes of v at sites C and D

(Figure 3.6c, d) were in agreement.

3.2.4 Hypoxia and advection

Dissolved oxygen (DO) concentrations were obtained using a DO sensor equipped

on a Sea-Bird Electronics 911 CTD every 30 min (Figure 3.7a). A surface layer with

DO > 3 ml l−1 was above the pycnocline. Strongly stratified water in the mid

layer practically inhibited vertical transport of oxygen, causing a decrease in DO to
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between 1.5 and 3 ml l−1 below the pycnocline. A layer of high-concentration DO (≥

3 ml l−1) water occurred between 14 and 18 m. Hourly averaged current velocities

at 15 m were primarily east or northeast (Figure 3.7b), indicating the advection of

non-local water. Hypoxia is defined as DO < DOc = 1.4 ml l−1 (critical value) and

was present near the bottom, it corresponded to the pycnocline near the BBL (Figure

3.4d) which kept DO from transporting downward.

3.3 Observational methods

ε was calculated based on the theoretical Batchelor spectrum (Batchelor , 1959;

Dillon and Caldwell , 1980; Oakey , 1982; Imberger and Ivey , 1991) and given by

ε = k4Bνν
2
T , (3.2)

where ν = 8×10−7 m2 s−1 is the kinematic viscosity at 30◦C, νT = 1.4×10−7 m2 s−1

is the thermal diffusivity, and kB is the Batchelor cutoff wavenumber estimated from

the Batchelor spectrum:

E(k̂wn) =
(q

2

) 1
2 χ

kBνT
g(q, k̂wn/kB), (3.3)

where q = 3.4 was chosen in this study (Grant et al., 1968; Dillon and Caldwell ,

1980; Ruddick et al., 2000), and g(q, k̂wn/kB) is given by

g(q, k̂wn/kB) = 2π

(
e−α

2/2 − α
∫ ∞
α

e−x
2/2dx

)
, (3.4)

where k̂wn = kwn/2π is the cyclic wavenumber, and

α = (2q)
1
2

2πk̂wn
kB

. (3.5)
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χ is given by

χ = 6νT (∂zθ′)2 = 6νT

∫ ∞
t

(
Eobs(k̂wn)− En(k̂wn)

)
dk̂wn, (3.6)

where θ′ is the potential temperature fluctuation, Eobs is the observed spectrum of

(∂zθ′)2, and En is the instrument’s noise spectrum. Spectra of (∂zθ′)2 were calcu-

lated for segments in which turbulence was determined to be statistically stationary

(Imberger and Ivey , 1991; Chen et al., 2002), and χ was estimated by integrating the

spectra of each segment. The best fit of Batchelor spectrum of the observed spec-

trum was estimated using the Maximum likelihood algorithm introduced by Ruddick

et al. (2000).

A profile in the enhanced mixing section (Figure 3.8a) was compared to another

in a calm condition (Figure 3.8c). The variation of ∂θ/∂z in the first profile was

∼ 4 times that in the second profile, while temperatures were in the same range.

∂θ/∂z from the first profile indicated strong turbulence activity in the mid layer (7.6

∼ 18.1 m). χ and ε (Figure 3.8b) estimated from the measurements in the segment

between 7.9 and 8.4 m (marked by two horizontal dashed lines, Figure 3.8a) in the

first profile were at least 2 orders of magnitude higher than those (Figure 3.8d) from

the measurements in the segment between 18.8 and 19.4 m (marked by two horizontal

dashed lines, Figure 3.8c) in the second profile.

ν ′t is given by

ν ′t =
χ

2

(
∂T

∂z

)−2
, (3.7)

and ν ′ρ is given by

ν ′ρ = Γ
ε

N2
, (3.8)

where Γ = 0.2 is the mixing efficiency (Osborn, 1980; Moum, 1996; Nash et al., 2007).
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Figure 3.8: (a) an example of a high turbulence energy profile taken at 3:22:00, show-
ing potential temperature, θ (black), and vertical gradient of potential temperature,
∂zθ (gray); (b) observed spectra (solid line) and fit (dashed line) of a theoretical
Batchelor spectrum for the profile segment (7.9 - 8.4 m) marked by two dashed hor-
izontal lines in (a). SCAMP’s noise level is shown by the dotted line; (c) similar
to (a) but for a relatively low turbulence energy profile taken at 11:08:38. Note the
scale for ∂θ/∂z is smaller than that in (a) by a factor of 4; (d) observed spectra and
fit for the profile segment between 18.8 and 19.4 m marked by two dashed horizontal
lines in (c).
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Figure 3.9: Turbulent oxygen flux, O′2w
′, throughout the water column. Positive

(negative) values indicate upward (downward) fluxes.

3.4 Turbulent oxygen flux

Turbulent oxygen flux is given by

O′2w
′ = −ν ′ρ

∂O2

∂z
(3.9)

High DO in the SBL resulted in downward flux (Figure 3.9), and DO in the non-

local water was transferred upward and downward to relative low DO water. To

replenish oxygen to DO = DOc in the bottom hypoxic layer, the time (tO2) required

was estimated by

−O
′
2w
′tO2

hO2

= |DOc −DO|, (3.10)

where O′2w
′ = 4.76 × 10−6 m ml l−1 s−1 is the average turbulent oxygen flux in the

bottom hypoxic layer, hO2 = 4.38 m is the thickness of the layer, DOc = 1.4 ml l−1,

DO = 0.73 ml l−1 is the average DO in the layer. Thus tO2 ≈ 7.11 days.

In the relatively low-DO layer (DO ≤ 2 ml l−1) between 6 and 15 m, vertically

averaged DO (Figure 3.10a) was not consistent with the turbulent oxygen flux (Figure

3.10b), which indicate that DO was not primarily affected by the oxygen flux but by

stratification and shear stress, although the increase of DO, from 1.6 to 2.5 ml l−1
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Figure 3.10: (a) vertically averaged dissolved oxygen in the water within the two
layers of DO = 2 ml l−1 between depths of 6 and 15 m; (b) sum of the turbulent
oxygen fluxes at the layers.

after 11:00, might be related to the turbulent oxygen flux.

3.5 Model methods

The one-dimensional water column General Ocean Turbulence Model (GOTM;

Burchard et al. 1999) was used in the present study. The GOTM provides choices

for different types of turbulence closures and stability functions (cµ and c′µ), and has

been successfully applied to reproduce turbulence in different physical scenarios, e.g.

tidal straining (Simpson et al., 2002), stratification (Burchard , 2002), near-bottom

dense inflow (Arneborg et al., 2007), convection in a lake (Stips et al., 2002), and near

surface turbulence (Stips et al., 2005). As a physical model, the modular structure

of GOTM makes it possible to couple with biogeochemical models (e.g. ecosystem,

Burchard et al. 2006; Molen et al. 2012).

Two model combinations in the GOTM were applied for the following part of

this study:
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• CH: the k − ε turbulence closure with the stability functions of Cheng et al.

(2002);

• SG: the k − kL turbulence closure with the stability functions of Schumann

and Gerz (1995).

The CH and SG models estimate turbulent fluxes as functions of a turbulent diffu-

sivity and a gradient of mean water property:

u′w′ = −νt ∂u∂z , (3.11)

v′w′ = −νt ∂v∂z , (3.12)

T ′w′ = −ν ′t ∂T∂z , (3.13)

S ′w′ = −ν ′t ∂S∂z , (3.14)

where νt is the eddy diffusivity of momentum. For further details of the two models

and the equations for ε, see Section 2. In both models, χ is given by equation (3.7)

in which ν ′t is derived from

ν ′t = c′µk
1
2L, (3.15)

while ν ′ρ is calculated from equation (3.8) in both models.

The CH and SG models were forced by the observed meteorological surface forc-

ing, i.e. heat and momentum fluxes. In addition, they were relaxed to observed θ and

S profiles every 300 s so that simulations did not deviate much from measurements

due to advection (Anis and Singhal , 2006; Cabrillo et al., 2011). No relaxation to

observed velocities was used due to the low vertical resolution of velocity measure-

ments.
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109χ [oC s−1] 109ε [m2 s−3]
Layer obs CH SG obs CH SG
SBL 45.0 4.18 6.92 37.7 8.19 9.34

[41.9 47.8] [3.80 4.62] [6.33 7.55] [35.4 40.4] [7.48 9.03] [8.57 10.2]
mid layer 16.4 0.060 0.214 10.7 0.008 0.012

[15.5 17.6] [0.056 0.064] [0.200 0.228] [10.2 11.2] [0.007 0.008] [0.011 0.013]
BBL 10.2 9.07 31.5 3.66 5.24 14.2

[9.15 11.3] [8.03 10.2] [28.5 34.2] [3.41 3.94] [4.62 5.95] [13.0 15.5]

Table 3.1: Mean values and 95% confidence intervals (in square brackets) for χ and
ε computed over the period of the experiment using the bootstrap method with 1000
samples (Emery and Thomson, 2001).

3.6 Comparison between observational and model results

3.6.1 χ and ε

Observed and modeled turbulence quantities, χ and ε, are shown with the SBL

and BBL defined in σθ in Figure 3.11. Observed χ and ε presented large values

consistent with the SBL defined in θ, exceeding the SBL defined in σθ, while modeled

quantities showed clear confinement in the SBL defined in θ. The CH and SG models

were forced without velocity measurements shallower than 12.4 m where χ and ε were,

thus, simulated with temperature and salinity measurements only. The expanded

high-value region from the SBL resulted in the mean values of observed χ and ε 2

orders of magnitude greater than those of modeled χ and ε in the mid layer (Table

3.1).

Values of observed χ and ε from 2:00 to 5:00 (Figure 3.11a, d) were higher com-

pared to those in any other time between 10 and 18 m, which was induced by the

enhanced mixing shown in θ, S, and σθ profiles (Figure 3.3). The “stripe” for high

values of observed χ and ε between 13 and 16 m may be a result of the advection of

non-local water. The CH and SG models reproduced only a fraction of the “stripe”,

and almost failed to simulate after 6:00 (Figure 3.11b, c, e, f). A boost in ε values

for the CH and SG models in the SBL between 7:00 and 9:00 was not present in
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Figure 3.11: (a) observed χ; (b) CH modeled χ; (c) SG modeled χ; (d) observed ε;
(e) CH modeled ε; (f) SG modeled ε. The SBL and BBL defined in σθ are marked
by white dots.
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Figure 3.12: (a) observed N2; (b) CH modeled N2; (c) SG modeled N2; (d) observed
M2; (e) CH modeled M2; (f) SG modeled M2. The SBL and BBL defined in σθ are
marked by white dots.
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Figure 3.13: (a) observed Ri; (b) CH modeled Ri; (c) SG modeled Ri; (d) vertically
averaged observed χ and ε in the BBL; (e) vertically averaged Ri of observations
and CH and SG model simulations in the BBL. The BBL defined in σθ is marked by
white dots.
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observed ε. This may be due to that the models were forced by the wind measured

from LUML1. However, the in situ wind seemed not to have speeds as high as 6.2

m s−1 over that duration. With the relaxation to θ and S, both models showed sim-

ilar N2 values to those observed (Figure 3.12a, b, c), while observed shear frequency

squared (M2 = (∂zu)2+(∂zv)2, where overbar denotes an ensemble average) were not

consistently reproduced by the models which were not relaxed to measured velocities

(Figure 3.12d, e, f). Values of modeled gradient Richardson number (Ri = N2/M2)

deviated from those observed because model simulations were not relaxed to velocity

measurements (Figure 3.13a, b, c), however, vertically averaged observed χ and ε in

the BBL (Figure 3.13d) were well represented by simulated Ri from both models at

the corresponding depths (Figure 3.13e), showing high Ri values correspondent with

low χ and ε values.

Three one-hour periods were chosen for comparison of χ and ε profiles between

observations and the CH and SG model simulations: 22:00 - 23:00, before the en-

hanced mixing event (Figure 3.14a, e); 2:00 - 3:00, during the mixing event (Figure

3.14b, f); 14:00 - 15:00, after the mixing event when turbulence activity in the BBL

was relatively weak (Figure 3.14c, g). The simulations appear to agree with the

observations in the SBL and BBL better than in the mid layer. For ε, model results

decreased to the numerical limit (10−12 m2 s−3) in the mid layer during most of the

time (e.g. Figure 3.14e, g). Averages over the entire time (24 hours) revealed similar

relations between observations and model simulations (Figure 3.14d, h). Statistics

of one-hour averaged χ and ε in the SBL, mid layer, and BBL are presented in Table

3.1. The CH model values were more consistent with observed values than those of

the SG model in the BBL with respect to mean value with 95% confidence interval.

Mid-layer turbulence activities were underestimated by the CH model by 2−3 orders

of magnitude, whereas the SG model results showed higher values than those of the
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Figure 3.14: Observed and CH and SG modeled χ and ε profiles temporally averaged
in (a,e) 22:00 - 23:00, (b,f) 2:00 - 3:00, (c,g) 14:00-15:00, and the entire time (d,h),
respectively. Ensemble averaged SBLs and BBLs are marked by horizontal solid
lines.
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corrχ corrε
Layer (obs,CH) (obs,SG) (CH,SG) (obs,CH) (obs,SG) (CH,SG)
SBL 0.26 0.28 0.95 0.51 0.50 0.95

[0.24 0.28] [0.25 0.30] [0.94 0.95] [0.49 0.53] [0.48 0.53] [0.95 0.96]
mid layer 0.12 0.13 0.93 0.18 0.17 0.92

[0.10 0.14] [0.11 0.15] [0.93 0.94] [0.16 0.20] [0.15 0.19] [0.91 0.92]
BBL 0.70 0.32 0.63 0.67 0.27 0.63

[0.67 0.72] [0.27 0.36] [0.60 0.66] [0.65 0.70] [0.23 0.32] [0.60 0.66]

Table 3.2: Cross-correlation values and 95% confidence intervals (in square brackets)
for χ and ε computed over the period of the experiment using the bootstrap method
with 1000 samples.

CH model but still much lower than those observed.

Correlations for χ and ε (Table 3.2) between observations and model simulations

were consistent with the statistics of mean values in Table 3.1, presenting the highest

correlation in the BBL and the lowest correlation in the mid layer. The CH model

showed higher correlations to observations than the SG model in the BBL, which

will be explained in the inter-model comparisons in the next paragraph. The two

models showed similar results in the SBL, with only a small difference of 2% between

corrχ(obs,CH) and corrχ(obs,SG) and 1% between corrε(obs,CH) and corrε(obs,SG).

Differences between the two models were also examined by comparing ratios of

the SG model to the CH model for χ and ε (Figure 3.15). In the SBL, the CH and

SG modeled χ and ε values were highly correlated, resulting in ratios ∼ 1 on average

(Figure 3.15). In the mid layer, ratios were ∼ 3 on average for χ (Table 3.1), and

were ∼ 1 on average for ε. Overestimation of ratios for χ is consistent to the model

results in Section 2, which was found to be due to the simple stability functions of

Schumann and Gerz (1995). In the BBL, the SG modeled values were lower before

23:00 and higher after 8:00 than the CH model values, thus the two models were

not highly correlated for either χ or ε (corrχ(CH,SG) = corrε(CH,SG) = 0.63, Table

3.2). The SG model overestimated both turbulence quantities on average (Table 3.1).
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Figure 3.15: Ratios of SG model values to CH model values for (a) χ and (b) ε. The
SBL and BBL defined in σθ are marked by white dots.

107ν′t [m
2 s−1] 107ν′ρ [m2 s−1]

Layer obs CH SG obs CH SG
SBL 184 382 617 202 608 605

[172 197] [342 426] [564 679] [187 216] [539 683] [545 677]
mid layer 0.464 0.010 0.034 6.67 0.010 0.016

[0.426 0.505] [0.009 0.011] [0.032 0.036] [6.36 6.98] [0.009 0.011] [0.014 0.017]
BBL 3.31 207 227 22.4 450 409

[2.86 3.73] [190 227] [206 248] [20.8 24.3] [401 502] [361 457]

Table 3.3: Mean values and 95% confidence intervals (in square brackets) for ν ′t and
ν ′ρ computed over the period of the experiment using the bootstrap method with
1000 samples.

3.6.2 ν ′t and ν ′ρ

In the BBL, the differences between observations and CH model results for χ

for ν ′t or ν ′ρ were more than an order of magnitude, while in the SBL, both models

presented the smaller differences within a factor of 4. These might be explained

as that observed ν ′t and ν ′ρ in the BBL were patchy, and none of the models were

able to predict the intermittency of the turbulence quantities. Differences between

observations and models in the SBL were not as significant as those in the BBL

(Figure 3.16, Table 3.3) because models took surface fluxes induced turbulence, other
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Figure 3.16: Eddy diffusivity of temperature (ν ′t) from (a) the observations, (b)
the CH model, and (c) the SG model; eddy diffusivity of density (ν ′ρ) of (d) the
observations, (e) the CH model, and (f) the SG model. The SBL and BBL defined
in σθ are marked by white dots.
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corrν′
t

corrν′
ρ

Depth [m] (obs,CH) (obs,SG) (CH,SG) (obs,CH) (obs,SG) (CH,SG)
SBL 0.52 0.52 0.97 0.62 0.62 0.97

[0.49 0.54] [0.50 0.55] [0.96 0.97] [0.60 0.64] [0.60 0.64] [0.97 0.97]
mid layer 0.31 0.33 0.95 0.35 0.35 0.95

[0.29 0.33] [0.31 0.34] [0.94 0.95] [0.33 0.37] [0.33 0.36] [0.95 0.96]
BBL 0.69 0.60 0.75 0.65 0.50 0.82

[0.67 0.72] [0.57 0.63] [0.73 0.77] [0.62 0.67] [0.46 0.53] [0.81 0.83]

Table 3.4: Cross-correlations and 95% confidence intervals (in square brackets) for ν ′t
and ν ′ρ were computed over the period of the experiment using the bootstrap method
with 1000 samples.

Figure 3.17: Ratios of SG model values to CH model values for (a) ν ′t and (b) ν ′ρ.
The SBL and BBL for σθ are marked by white dots.
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than current induced turbulence, into account. Correlations between observations

and models for ν ′t and ν ′ρ (Table 3.4) were primarily higher than those for χ and ε

(Table 3.2), which was due to that 1) ν ′t was regulated by c′µ as shown in equation

(3.15), 2) ν ′ρ was regulated by N2 in equation (3.8) which was relaxed to observed θ

and S. Ratios of the SG model to the CH model for ν ′t and ν ′ρ (Figure 3.17) were

similar to those for χ and ε (Figure 3.15), and high ratios (≥ 3) in the mid layer

were due to the simplified stability functions of Schumann and Gerz (1995) since ν ′t

is a function of c′µ in equation (3.15).

3.7 Discussion

Second-moment turbulence closure models are primarily descriptions of vertical

mixing. They usually reproduce turbulent dynamics well in boundary layers, but fail

to predict in stratified layers, especially in pycnocline (Simpson et al., 1996; Burchard

et al., 2008). The vertical mixing due to advection shear in the mid layer was not

successfully predicted by the two models. This might be improved if quality velocity

measurements were available for relaxation.

Anis and Singhal (2006) applied several models in a freshwater reservoir where

current velocities were small. The CH model in their study well reproduced tur-

bulence dynamics in the SBL, even though the current was not measured. Our

simulations caught the trend of turbulence quantities in the SBL, albeit lower in

magnitude due to the missing of current measurements. Models in Anis and Singhal

(2006) were not able to reproduce χ and ε below the SBL, which might be due to the

intermittency of turbulence and long relaxation time for temperature (1 hour). The

failure of our simulations in the mid layer was more related to the lack of measured

current velocities above 12.4 m and the low vertical resolution of measured currents

below 12.4 m. Considering current speeds were as large as 0.4 m s−1, the effect of
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velocity was significant and can not be neglected. The CH model presented a better

agreement between observations and simulations for χ and ε in the BBL than the SG

model. The reasons might be that 1) for χ, the stability function ν ′t of Cheng et al.

(2002) is more complete to represent turbulence processes than that of Schumann

and Gerz (1995); 2) for ε, quality velocity measurements seem to be more required

for the SG model than the CH model, thus the good agreement between the CH and

SG models in Section 2 did not show here. The good agreement between observations

and model simulations for ν ′t and ν ′ρ in the SBL in Anis and Singhal (2006) did not

emerge in the present study either, indicating that current observations are required.

3.8 Conclusions

The experiment was characterized by low winds and calm surface waves. The SBL

and BBL were well mixed during the 24 hours, while the pycnocline constrained ver-

tical mixing in the mid layer. An enhanced mixing event was present in tracers’

profiles in the mid layer between 2:00 and 5:00 (Figure 3.3), resulting in high tur-

bulent activities (e.g. Figure 3.11). Currents were measured only below 12.4 m in

a low vertical resolution (bin size 2 m) and measurements lower than 18.4 m were

discarded due to side-lobe contamination. A bottom hypoxic layer was indicated

by DO measurements, above which advection was found in the mid layer, causing

enhanced turbulence activities in a shape of “stripe” in e.g. Figures 3.11 and 3.16.

The estimate of time to remove the bottom hypoxia by turbulence would help to un-

derstand formation/deformation of hypoxia against shear, stratification, respiration,

etc.

Two second-moment turbulence closure models, CH and SG, were applied for

simulating turbulence quantities (χ, ε, ν ′t, and ν ′ρ). At the surface, the models were

forced with heat and momentum fluxes measured from different locations. Wind
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speeds from the NDBC station LUML1 were likely higher than those in situ at site

C around 8:00, which was proven from observed ε compared to modeled ε. In the

water column, the models were relaxed to θ and S measurements, but not to velocities

due to the low vertical resolution. The patterns of observed χ, ε, ν ′t, and ν ′ρ followed

the SBL defined for temperature, while those of modeled χ, ε, ν ′t, and ν ′ρ followed the

SBL defined for density. This was due to the incomplete measurements for velocity

such that the models only rely on measured densities. Observed M2 was not available

in the BBL, however, both models presented agreements between modeled Ri and

observed χ and ε.

Both models resulted in χ and ε values lower than those observed in the SBL, and

failed to reproduce the turbulence quantities in the mid layer. Agreements between

observations and models were shown in the BBL for CH modeled χ and ε, while the

SG model predicted high values for both turbulence quantities.

Simulated ν ′t and ν ′ρ were regulated by c′µ and N , respectively, and primarily

showed higher model-observation correlations than those for χ and ε in all three

layers. Both models presented similar results for mean value in the two boundary

layers, but were all higher than those observed due to their incapability of modeling

intermittent turbulence. The two models failed, similar to the results for χ and ε, to

predict ν ′t and ν ′ρ in the mid layer.

The SG model simulated high χ and ν ′t values in the mid layer because the sim-

plified stability functions of Schumann and Gerz (1995) can not account for stratifi-

cations in the pycnocline, thus the stability functions of Cheng et al. (2002) are more

appropriate for model simulations in stable layers. The two models were not highly

correlated in the BBL, although the difference between their mean values for any tur-

bulence quantity was not as significant as what the ratio indicated. Fine-resolution

measurements of current velocity are crucial for turbulence model simulations at a
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location, e.g our study site, where the current is not negligible.
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4. CONCLUSIONS

Seasonal bottom hypoxia is prevalent on the Texas-Louisiana continental shelf in

Summer. It is the result of strong stratification that restricts downward transport

of dissolved oxygen from the SBL. Turbulence is the mechanism for stratification

destruction, enhancing vertical mixing through the pycnocline, thus studies of tur-

bulence would help us to understand the physical dynamics in such an environment.

A field campaign was conducted at two sites (C and D) of similar depth (∼ 21 m)

on the continental shelf in August 2005, and turbulent dynamics were investigated

from turbulence quantities i.e. TKE, ε, τ , χ, ν ′t, ν
′
ρ.

ε, TKE, and τ were calculated from measurements in the BBL at site D. ε was

estimated from vertical velocity measurements according to Kolmogorov’s -5/3 law

after removal of surface wave effects. TKE was calculated from the velocity variance

estimated from the inertial subrange of energy spectrum of the vertical velocity

component, and τ was estimated according to the law of the wall. Turbulence was

not active in the BBL over the experiment, given that only 32.6% burst measurements

showed clear inertial subranges in energy spectra of vertical velocity fluctuations.

χ, ε, ν ′t, and ν ′ρ were calculated from measurements throughout the water column

at site C. χ was estimated from integration of the temperature microstructure gradi-

ent spectra, ε was derived by fitting the Batchelor theoretical spectrum to the same

spectrum, and ν ′t and ν ′ρ were calculated as functions of χ and ε, respectively. The

four turbulence quantities indicate active turbulence processes in the SBL and BBL,

as well as in the mid layer where shear stress was induced by advected non-local

water.

One-dimensional one-point two-equation second-moment turbulence closure mod-
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els were implemented for turbulence quantities simulations and were compared to

observations. Four models were set as follows. CH: the turbulence closures k − ε

with the stability functions of Cheng et al. (2002); SG: the turbulence closures k−kL

with the stability functions of Schumann and Gerz (1995); CHx: the turbulence clo-

sures k−kL with the stability functions of Cheng et al. (2002); SGx: the turbulence

closures k − ε with the stability functions of Schumann and Gerz (1995). The four

models were forced by surface meteorological and hydrological data obtained from

several sources including two NDBC stations, a US Forest Service weather station,

and in situ measurements.

At site D, water was strongly stratified in the mid layer, suppressing vertical mix-

ing, and surface fluxes had negligible effect on turbulence in the BBL, albeit a strong

wind event increased current velocities and turbulence energy near the bottom. Re-

laxation to measured current, temperature, and salinity data were applied to the

four models to improve turbulence simulations. In the BBL, all models reproduced

ε, TKE, and τ determined from energy spectra of vertical velocity fluctuations. Com-

parisons between the four models showed that the models with the stability functions

of Schumann and Gerz (1995) predicted higher values for ν related turbulence quan-

tities compared to those with the stability functions of Cheng et al. (2002) in the

mid layer, which might be due to that the former stability functions are not sensitive

to buoyancy.

At site C, a non-local water layer with high-concentration DO was observed above

the bottom hypoxic layer, inducing shear stress in the mid layer. The CH and SG

models were applied for χ, ε, ν ′t, and ν ′ρ estimations with the relaxation to tem-

perature and salinity measurements. Elevated turbulence energy resulting from the

advected non-local water layer was not well reproduced by the two models because

high-resolution velocity measurements were not available as forcing for the simula-
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tions. Modeled turbulence quantities only agreed with those observed in the BBL

for χ and ε from the CH model, which might be due to that the stability functions

of the CH model contain more complete physical processing terms than those of the

SG model. Observed ν ′t and ν ′ρ emerged patchy patterns, and the two models were

not capable of predicting intermittent turbulent activities. The SG model resulted

in higher values of χ and ν ′t than the CH model in the mid layer due to the simpli-

fied stability functions of Schumann and Gerz (1995). This is consistent with the

results from the study at site D. Complete high-resolution measurements of veloc-

ity throughout the water column would be required in order to improve the model

simulations.

The physical conditions at the two sites were similar, except that the pycnocline

at site C was more stratified than at site D, and BBL ε at site C was 2 orders of

magnitude lower than that at site D on average. Bottom hypoxia was less likely

to happen at site D, although we are unable to confirm this since measurements of

DO were not carried out there. The present studies investigated turbulence dynam-

ics affected by surface fluxes, wind waves, stratification, non-local water advection,

and shear stress near the bottom. Second-moment turbulence closure models were

applied, and simulated turbulence quantities were compared with those observed to

test the capability of reproducing the turbulence activities. The non-local water

with relatively high DO resulted in upward and downward turbulent oxygen fluxes

at site C, and time to deform the bottom hypoxia by turbulence was estimated as

7.11 days. These works give us a better understanding for turbulence observation

and turbulence modeling in a hypoxic zone.
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Burchard, H., K. Bolding, W. Kühn, A. Meister, T. Neumann, and L. Umlauf

(2006), Description of a flexible and extendable physicalbiogeochemical model

system for the water column, Journal of Marine Systems, 61 (3-4), 180–211, doi:

10.1016/j.jmarsys.2005.04.011.

Burchard, H., P. D. Craig, J. R. Gemmrich, H. Van Haren, P. P. Mathieu, H. E. M.

Meier, W. A. M. N. Smith, H. Prandke, T. P. Rippeth, E. D. Skyllingstad, W. D.

Smyth, D. J. S. Welsh, and H. W. Wijesekera (2008), Observational and numerical

modeling methods for quantifying coastal ocean turbulence and mixing, Progress

in Oceanography, 76 (4), 399–442, doi:10.1016/j.pocean.2007.09.005.

102



Burchard, H., F. Janssen, K. Bolding, L. Umlauf, and H. Rennau (2009), Model

simulations of dense bottom currents in the western baltic sea, Continental Shelf

Research, 29 (1), 205–220, doi:10.1016/j.csr.2007.09.010.
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Measurement and simulation of viscous dissipation in the wave affected surface

layer, Deep Sea Research Part II: Topical Studies in Oceanography, 52 (9-10), 1133–

1155, doi:10.1016/j.dsr2.2005.01.012.

Sun, B., L. Yu, and R. A. Weller (2003), Comparisons of surface meteorol-

ogy and turbulent heat fluxes over the atlantic: NWP model analyses versus

moored buoy observations, Journal of Climate, 16, 679–695, doi:10.1175/1520-

0442(2003)016<0679:COSMAT>2.0.CO;2.

Taylor, G. I. (1938), The spectrum of turbulence, Proceedings of the Royal Soci-

ety A: Mathematical, Physical and Engineering Sciences, 164 (919), 476–490, doi:

10.1098/rspa.1938.0032.

Tennekes, H., and J. L. Lumley (1972), A First Course in Turbulence, 300 pp., MIT

Press, Massachusetts, U.S.A.

Thorpe, S. (2004), Recent developments in the study of ocean turbu-

116



lence, Annual Review of Earth and Planetary Sciences, 32 (1), 91–109, doi:

10.1146/annurev.earth.32.071603.152635.

Thorpe, S. A. (2005), The Turbulent Ocean, 439 pp., Cambridge University Press,

Cambridge, U. K.

Trowbridge, J., and S. Elgar (2001), Turbulence measurements in the surf zone,

Journal of Physical Oceanography, pp. 2403–2417.

Trowbridge, J. H., W. R. Geyer, C. A. Butman, and R. J. Chapman (1989), The

17-meter flume at the coastal research laboratory. part II: flow characteristics,

Technology Report, WHOI-89-11 (CRC-89-3), 37.

Umlauf, L., and H. Burchard (2003), A generic length-scale equation for geo-

physical turbulence models, Journal of Marine Research, 61, 235–265, doi:

10.1357/002224003322005087.

Umlauf, L., and H. Burchard (2005), Second-order turbulence closure models for

geophysical boundary layers. a review of recent work, Continental Shelf Research,

25 (7-8), 795–827, doi:10.1016/j.csr.2004.08.004.

Vallis, G. K. (Ed.) (2006), Atmospheric and oceanic fluid dynamics : fundamentals

and large-scale circulation, xxv, 745 pp., Cambridge University Press, Cambridge,

U.K.

Verspecht, F., T. P. Rippeth, M. J. Howarth, a. J. Souza, J. H. Simpson, and H. Bur-

chard (2009), Processes impacting on stratification in a region of freshwater influ-

ence: application to Liverpool Bay, Journal of Geophysical Research, 114 (C11),

C11,022, doi:10.1029/2009JC005475.

117



Voulgaris, G., and J. H. Trowbridge (1998), Evaluation of the acous-

tic doppler velocimeter (ADV) for turbulence measurements, Journal

of Atmospheric and Oceanic Technology., 15, 272–289, doi:10.1175/1520-

0426(1998)015<0272:EOTADV>2.0.CO;2.

Wager, T. D., M. C. Keller, S. C. Lacey, and J. Jonides (2005), Increased sensitivity

in neuroimaging analyses using robust regression, NeuroImage, 26 (1), 99–113, doi:

10.1016/j.neuroimage.2005.01.011.

Walker, N. D., W. J. Wiseman, L. J. Rouse, and A. Babin (2005), Effects of river

discharge, wind stress, and slope eddies on circulation and the satellite-observed

structure of the Mississippi River plume, Journal of Coastal Research, 21 (6), 1228–

1244, doi:10.2112/04-0347.1.

Wang, B., S. N. Giddings, O. B. Fringer, E. S. Gross, D. A. Fong, and S. G.

Monismith (2011), Modeling and understanding turbulent mixing in a macroti-

dal salt wedge estuary, Journal of Geophysical Research, 116, C02,036, doi:

10.1029/2010JC006135.

Warner, J. C., C. R. Sherwood, H. G. Arango, and R. P. Signell (2005), Performance

of four turbulence closure models implemented using a generic length scale method,

Ocean Modelling, 8 (1-2), 81–113, doi:10.1016/j.ocemod.2003.12.003.

Wolk, F., H. Yamazaki, L. Seuront, and R. G. Lueck (2002), A new

free-fall profiler for measuring biophysical microstructure, Journal of

Atmospheric and Oceanic Technology., 19, 780–793, doi:10.1175/1520-

0426(2002)019<0780:ANFFPF>2.0.CO;2.

Zhang, J. A., and W. M. Drennan (2012), An observational study of vertical eddy

118



diffusivity in the hurricane boundary layer, Journal of the Atmospheric Sciences,

69 (11), 3223–3236, doi:10.1175/JAS-D-11-0348.1.

119



APPENDIX A

VERIFICATION OF THE STRONG WIND EVENT AT SITE D

Since NDBC 42035 is far from site D (90 km), the applicability of NDBC measure-

ments for model simulations at site D was verified. The strong wind event happened

at NDBC 42035 around 4:00 on Aug. 22, its pass over site D was indicated by the

SST measured from the surface HOBO and the water pressure from the ADV (Fig-

ure A.1): the SST declined faster after 2:26, and the pressure presented a reverse

temporal gradient after 2:00.
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Figure A.1: The storm was revealed by the faster SST decrease from the HOBO
after Aug 22 2:26 (black) and the reverse temporal pressure gradient from the ADV
after Aug 22 2:00 (gray).
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APPENDIX B

STABILITY FUNCTIONS

The stability functions, cµ and c′µ, of Cheng et al. (2002) are given by

cµ =
0.107 + 0.019αN − 0.00018αM

A
, (B.1)

c′µ =
0.1208 + 0.004376αN + 0.000548αM

A
, (B.2)

where

A =1 + 0.2826αN + 0.02816αM + 0.008927α2
N+

0.0055αNαM − 0.00005α2
M ,

(B.3)

and

αM =
k2

ε2
M2, αN =

k2

ε2
N2. (B.4)

The cµ and c′µ of Schumann and Gerz (1995) are given by

cµ = c0µ, (B.5)

c′µ =
c0µ
Prt

, (B.6)

where c0µ = 0.5477, and the empirical relation for the turbulent Prandtl number is

Prt = Pr0t exp

(
− Ri

Pr0tR
∞
i

)
− Ri

R∞i
, (B.7)

where Pr0t = 0.74 and R∞i = 0.25.
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APPENDIX C

RELAXATION TIME

Relaxation is introduced in the transport equation of momentum, e.g. the x-

direction

Du

Dt
= Γu − g

∂ζ

∂x
+

∫ ζ

z

∂B

∂x
dz′ − 1

τuR
(u− uobs), (C.1)

the transport equation of potential temperature

Dθ

Dt
= Γθ −

1

τ θR
(θ − θobs) +

1

cpρ0

∂I

∂z
, (C.2)

and the transport equation of salinity

DS

Dt
= ΓS −

1

τSR
(S − Sobs), (C.3)

where Γu, Γθ, and ΓS are sums of turbulent and viscous transport terms, ζ is the

free surface elevation, and τuR, τ θR, and τSR are relaxation times (Burchard , 2002).

Figure C.1 depicts mean values of simulated ε from the CH model in the BBL as a

function of relaxation times to observations of u, v, θ, and S. Changes in relaxation

times to θ and S observations were found to be less significant than those to u and

v observations, which is mainly due to that density gradients (N2 = 5.64×10−4 s−2

on average in the BBL) were less than velocity gradients (M2 = 8.50×10−3 s−2 on

average in the BBL). We note that since S was not measured in the BBL, the GOTM

used salinity values at the lower end of the observed profiles and extrapolated these

as constant values to the bottom. The assumption of homogeneous S is believed to

be appropriate after comparing temperature profiles in the BBL to those at site D
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Figure C.1: Mean values of ε for the CH model in the BBL as a function of relaxation
time in the range from 10 s to 320 minutes. Exponential fits were calculated for
velocities, and θ and S, respectively. The mean value of observed ε is represented by
the dashed line.
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with similar depth (Figure 2.1). For the relaxation times tested, i.e., 10 s to 320

minutes, the relaxation to θ and S changed ε by less than an order of magnitude,

while measured u and v in the BBL had a much more pronounced effect on turbulence

quantities, thus modeled ε values spanned more than three orders of magnitude with

the relaxation to u and v in Figure C.1. Relaxation times of 4000 s to observed u

and v, and 360 s to observed θ and S resulted in CH simulated ε values similar to

those observed.
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