DYNAMIC REACTIVE POWER CONTROL OF ISOLATED POWER SYSTEMS

A Dissertation
by

MILAD FALAHI

Submitted to the Office of Graduate Studies of
Texas A&M University
in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

Approved by:

Co-Chairs of Committee, Mehrdad Ehsani
Karen Butler-Purry

Committee Members, Shankar Bhattacharyya

John Hurtado
Head of Department, Chanan Singh

December 2012

Major Subject: Electrical Engineering

Copyright 2012 Milad Falahi



ABSTRACT

This dissertation presents dynamic reactive power control of isolated power
systems. Isolated systems include MicroGrids in islanded mode, shipboard power
systems operating offshore, or any other power system operating in islanded mode
intentionally or due to a fault. Isolated power systems experience fast transients due to
lack of an infinite bus capable of dictating the voltage and frequency reference. This
dissertation only focuses on reactive control of islanded MicroGrids and AC/DC
shipboard power systems. The problem is tackled using a Model Predictive Control
(MPC) method, which uses a simplified model of the system to predict the voltage
behavior of the system in future. The MPC method minimizes the voltage deviation of
the predicted bus voltage; therefore, it is inherently robust and stable. In other words,
this method can easily predict the behavior of the system and take necessary control
actions to avoid instability. Further, this method is capable of reaching a smooth voltage
profile and rejecting possible disturbances in the system. The studied MicroGrids in this
dissertation integrate intermittent distributed energy resources such as wind and solar
generators. These non-dispatchable sources add to the uncertainty of the system and
make voltage and reactive control more challenging. The model predictive controller
uses the capability of these sources and coordinates them dynamically to achieve the
voltage goals of the controller. The MPC controller is implemented online in a closed
control loop, which means it is self-correcting with the feedback it receives from the

system.
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1 INTRODUCTION

An isolated power system is typically a small system that has no possibility of
support from an interconnected neighboring system due to a fault or intentional islanded
operation. Isolated systems commonly have limited generation capacity from local
distributed generators with small inertia. Due to minimal or non-existent transmission
system, isolated systems are more vulnerable to disturbances than stiff distribution
systems. These systems can easily move from one state to another due to load or
generation changes. Due to these distinguishing features, the power management
procedures of conventional terrestrial power systems cannot be effectively used for
isolated power systems. With these key traits in mind, it is desirable to develop a
dynamic power management scheme that accounts for the following criteria: economics,
reliability, security, and survivability. Dynamic is emphasized because system dynamics
or transients are very important when it comes to isolated power systems since load
demand is comparable to generation capacity.

The main objective of a dynamic power management scheme is to ensure continuous
power supply for electric loads with optimal utilization of power sources, thereby
enhancing system reliability and survivability. Dynamic power management strategy for
an isolated power system should include the following control modules that should work
together as needed to supply power to the loads: dynamic source management (economic
dispatch and unit commitment), dynamic phase/load balancing and grid management,

dynamic voltage and reactive power control, dynamic demand side management.



However, the proposed work in this dissertation only addresses dynamic reactive
control.

The objective of this dissertation is to develop a dynamic reactive power control
strategy for Volt/Var optimization of isolated systems. Volt/Var Optimization (VVO) or
generally Volt/Var Control (VVC) is concerned with coordinating the sources and sinks
of reactive power to achieve a smooth and stable voltage profile. Generally speaking,
bus voltage is coupled with reactive power in power systems. Therefore, coordinating
reactive power generation and consumption is helpful in keeping the bus voltages within
limits.

Load behavior as a response to voltage variation in a distribution system is very
important in volt/Var studies. Load studies show that typically about 50% of the loads in
a distribution system are motor loads. Motor loads in a conventional distribution system
are often a combination of industrial, residential and commercial motors [1]. The
remaining loads in the distribution system are typically constant power loads which can
be electronics, motor drives, etc. (about 20%), discharge lighting CFLs (about 10%) and
constant impedance loads which can be incandescent lighting, ranges, irons, etc. (about
20%). The behavior of each of these load types in response to voltage changes is
predictable. Discharge lighting usually turns off when voltage drops below 70 to 80%.
Adjustable speed drives temporarily shut down when the voltage level drops below 90%
and constant-impedance loads draw less active power from the network as the bus
voltage drops. Large industrial motors have contactors that turn the motor off when

voltage drops to about 75% and small motors such as those used in air-conditioning



which do not have electromagnetic contacts may stall, drawing large levels of current
from the power system when voltage sags to 70% or less.
In the stall condition, the motor continues to draw a large amount of current until it trips
the over current protection, which may take from 10 seconds up to a few minutes.

The amount of motor load has a significant impact on voltage stability of the isolated
distribution system. Small motors that do not disconnect are more problematic due to
stall at low voltage levels. Especially, low-inertia small motors that stall faster drag
down system voltage. Unfortunately, the new high-efficiency AC motors have
remarkably low inertia.

In the past, the induction motor’s speed slowed down slightly when its terminal
voltage dropped which resulted in a reduction in the total motor load. This reduction in
speed had a "healing" effect for the system when a voltage drop occurred in the system.
However, the new generation of adjustable speed drives, still supply the same voltage
and frequency to the motor even when the distribution bus voltage drops and thus
eliminate some of the inherent self-healing effect in the distribution system.

It is necessary to understand and classify the power quality problems in a power
system to be able to solve the problem [2]. There are different classifications for power
quality issues in distribution systems. FEach of these classifications uses a specific
property to categorize the problem. Some standards classify the events as "steady-state"
or "non-steady-state" phenomena. Other standards such as ANSI C84.1 use the duration

of the event as the key factor for classification. Other guidelines such as IEEE-519 use



the wave shape of each event to classify power quality problems. Finally, standards such
as [EC use the frequency range of the event for the classification.

IEC presents the following list of phenomena causing electromagnetic disturbances:

e Conducted low-frequency phenomena
1. Harmonics, interharmonics
2. Signaling voltage
3. Voltage imbalance
4. Power frequency variations
5. Induced low-frequency voltages
6. DC components in AC networks
7. Voltage fluctuations
8. Voltage dips

e Radiated low-frequency phenomena
1. Electric fields
2. Magnetic fields

e Conducted high-frequency phenomena
1. Unidirectional transients
2. Induced continuous wave (CW) voltages or currents
3. Oscillatory transients

e Radiated high-frequency phenomena
1. Magnetic fields

2. Electric fields



3. Electromagnetic field
4. Steady-state waves
5. Transients
e Electrostatic discharge phenomena (ESD)

e Nuclear electromagnetic pulse (NEMP)

Although all the mentioned phenomena are considered as power quality issues, the
power system industry usually classifies power quality events according to their
magnitude and duration. A sample classification table of power quality issues based on

magnitude and duration of the event is shown in Figure 1-1.

very short short long very long
= overvoltage | overvoltage | overvoltage | overvoltage
Q
s 110%
s normal operating voltage
@
T 990%
=
c
o
Q
E very short short long very long

undervoltage | undervoltage | undervoltage | undervoltage

1-3 cycles 1-3 min 1-3 hours

duration of event

Figure 1-1 Magnitude-duration plot for classification of power quality events [2]

There are nine different regions in the voltage-magnitude plot shown in Figure 1-1

and various standards give different names to events in each of these regions.



Classification based on the voltage magnitude divides power quality events into three
regions:
e interruption: voltage magnitude is zero
e Under-voltage: voltage magnitude is below its nominal value by a certain
percent
e Over-voltage: voltage magnitude is above its nominal value by a certain
percent
Based on the duration of the event, these events are split into four regions, namely,
very short, short, long, and very long. The borders in this plot are somewhat arbitrary
and the user can set them according to the system requirements or the standard that is

used.

1.1  Isolated Power Systems

This dissertation presents a generic study of power management for the integrated
isolated power systems. Some examples of isolated power systems include MicroGrids,
shipboard power systems, offshore oil platforms, and power systems of the physical
islands [3],[4],[5],[6],[7]. This dissertation only focuses on shipboard power systems and
MicroGrids. However, the developed method can be easily extended to control voltage
and reactive power of other types of isolated power systems.

It is worth mentioning that MicroGrids and all-electric AC/DC shipboard power
systems have some similarities in topology and behavior. Thus, offshore shipboard

power systems can be considered as a class of MicroGrids operating in the islanded



mode. However, while the structure of these systems is quite similar, different operation
and performance criteria differentiates them from one another. In the next part, we will

discuss these systems and their specifications in more detail.

1.1.1 Integrated Shipboard Power Systems

A Shipboard Power System (SPS) provides electrical power to propulsion motors
and loads in all-electric ships. The SPS uses a power management scheme that enables
the use of high energy weapons such as advanced sensors, railguns, and lasers and
allows operators to optimize system operation which leads to cost savings and efficiency
while maintaining survivability of the system [5],[8].

An SPS may experience several events that can cause transient disturbances, such as,
lightning strikes, faults, pulsed loads and damage to the system [9]. To the date of this
dissertation, many schemes have been proposed for all-electric shipboard power
systems. The latest scheme, which is of more interest, is an AC/DC scheme with high
voltage AC generation and DC zonal distribution. In this scheme, the generation is AC
typically from synchronous generators and the distribution system is composed of
several DC zones [8]. The AC voltage is rectified to DC at the connection point with the
DC zones. The zonal scheme has the advantage of mitigating faults within one zone and
keeping other zones operational when faults occur, thus it increases system survivability
[5]. In this scheme, loads are typically connected to the system inside the distribution
zones. However, some loads such as propulsion motors, power installations and high
power pulsed weapons are usually directly connected to the AC supplies. Figure 1-2

shows an example of an AC/DC zonal SPS.



The number and size of generators depend on the design but usually the system has
some Main Turbine Generators (MTG) and some Auxiliary Turbine Generators (ATG).
MTG are typically large synchronous generators and ATGs are smaller and faster
synchronous generators. For example, one SPS design of a war cruise ship uses two
MTGs of 36MW and two ATGs of 4MW [10]. Propulsion motors, high power weapons,
radars, and air conditioners, are the typical loads in the SPS. These loads usually have
different priorities defined by the operator based on the mission. The energy
management unit disconnects the low priority loads during overload, supply shortage, or
damage in the system.

This dissertation only focuses on voltage and reactive power control of the AC/DC
zonal SPS; however, other SPS designs can be analyzed and controlled with a similar
method. In this work, reactive power control of the SPS is approached through
optimizing the setpoints of the reactive compensators and generators in the system while

considering the specific limits of the shipboard generators and compensators.
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Figure 1-2 A notional zonal AC/DC shipboard power system

1.1.2  MicroGrids

Several issues are increasingly challenging security, reliability, and quality of
conventional utility power systems, namely, aging of transmission/distribution
infrastructure, changes in customer needs, additional stress due to deregulation, the need
to connect non-traditional generation (i.e. renewable sources), and demand for a more
reliable/resilient power delivery infrastructure and introduction of Plugged in Hybrid

Electric Vehicle (PHEV). Incremental changes to grid infrastructure will not achieve the



demanded reliability; therefore, power system researchers are currently exploring new
infrastructures and operational concepts.

High penetration of renewable energy devices to the grid can significantly change
the structure of the existing grid. For example, due to the environmental and technical
advantages of local power generation, some large power plants will soon be
disconnected from the grid and the distributed generators will take their place. However,
these sources are intermittent and not dispatchable and have different characteristics than
the conventional generators.

A new power system concept that is under extensive study and will possibly replace
the current structure in the future is the concept of MicroGrid. A MicroGrid is defined as
an aggregation of loads and generation. The generators in MicroGrids are usually
consisted of microturbines, wind generators, fuel cells, photovoltaic sources,
reciprocating engines, or any other power sources depending on the application.
MicroGrids can also be designed to have the ability to use the waste heat from the
generators as an energy resource for environment heating to improve overall efficiency.

To the upper system, which is the main grid, a MicroGrid is a controllable electrical
load that can be controlled to act as a constant load. Further, It can demand more power
when electricity is cheaper, and also can be controlled at zero power demand or isolated
mode during the intervals of system stress. This flexibility helps the utilities to operate
the system more efficiently, increase the reliability of the system and potentially reduce

the total cost of distribution.
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MicroGrids require an Energy Management System (EMS) to make decisions
regarding the best use of the generators for producing electric power and heat, and the
operating mode of the system. These decisions are made based on many factors
including the environmental factors, the price of electric power, the cost of generation of
each source of energy, and many other considerations [11]. The EMS should be able to
control the MicroGrid during all operating modes, namely, connected to the grid,
islanded mode (isolated mode), and the ride-through between grid connected and
islanded mode.

To summarize, MicroGrids provide thermal and electrical needs at enhanced
reliability with reduced emissions. They are also designed to have improved power
quality (controlling voltage), and lower costs of energy supply then conventional power
systems.

According to the MicroGrid whitepaper from the U.S. Department of Energy,
MicroGrids can be grouped into a number of different classes as shown in Table 1[12].

A MicroGrid can operate in three modes:

e Partial Baseload, where DGs provide baseload power to a portion of the site

loads and the main grid provides supplemental/back-up power

e Full Baseload (Island), where DGs provide baseload power to all site loads and

the main grid provides back-up power when needed

e Back-up/Peaking, where the main grid provides power to all site loads and DGs

provide back-up power when needed

Components of a MicroGrid typically consist of:
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1)

2)

3)

DER: small scale power generation technologies typically (3kW-10MW) and are
used to provide an alternative/enhancement to the traditional power system.
There are two types: Distributed Generation (DG) - small sources of energy
located near the point of use) and Distributed Storage (DS). Micro turbines, wind
turbines, PV arrays, reciprocating internal combustion engines with generator,
and Combined Heat and Power (CHP) are typical DG units. Typical DS units are
batteries, fuel cells, super capacitors, and flywheels.

Interconnection Switch: Ties the point of common connection between the
MicroGrid and the grid. This switch consolidates various types of
power/switching functions into one system with a digital signal processor:
metering, power switching, protective relaying, and communications. Grid
conditions are measured on both the MicroGrid and the utility sides of the switch
to determine operational conditions

Energy Management System: EMS is designed to safely operate the MicroGrid
in any mode. In islanded mode, the EMS should provide a reference for
voltage/frequency since the reference signal form the grid is not available
anymore. Voltage control is necessary for local reliability and stability.
Frequency during islanded-mode varies freely if none of the DG units
dominantly forces a base frequency for the system. Thus, EMS assigns one of the
DG units to control to dynamically balance real power and dictate the frequency.

This DG unit, which is called the master generator, must provide/absorb

12



instantaneous real/reactive power difference between generation and loads and
protect the internal MicroGrid.

Although, MicroGrids have the potential to solve many of the existing problems in
distribution systems, designing them to be able to operate in grid connected mode, the
islanded mode and the ride through between these modes has technical challenges in
control, protection and power quality. This dissertation is only focusing the power

quality and voltage issues of islanded MicroGrids.

Table 1 MicroGrid characteristics for different classes

Simple (class T) Master Control Peer-to-Peer
(class II) Control (Class III)
e Master control system to e Master control system to e No master control
both meet the loads and both meet the loads and exists
Specific provide voltage and provide voltage and e Local control at
MicroGrid frequency support to the frequency support to the each generator’s
Characteristics for MicroGrid. MicroGrid. location
different classes ¢ Generators located in e Generators distributed maintaining
central power plant among buildings (separate voltage and
buses) frequency stability
* Multiple generators serve loads in multiple locations.
Common e The generators and facilities are connected by a distribution grid which is
MicroGrid interconnected with utility-owned area electrical power system.
Characteristics ¢ Event detection and response control are included
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Figure 1-3 shows an example of a distribution system with divided into several

MicroGrids.
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Figure 1-3 An example of possible hierarchical structure of MicroGrids

Figure 1-4 shows a sample of an AC/DC MicroGrid.
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Figure 1-4 An example of a zonal AC/DC MicroGrid [13]

During the short time since the invention of the concept, MicroGrid testbed facilities
with different energy sources have been built in different locations such as in the United
States, Japan, Canada, and Europe [14]. Those examples vary quite differently from case
to case. For example, the CERTS MicroGrid in the United States is a test site based on
the class III MicroGrid concept. The renewable energy sources have not been installed
into it up to date [15]. The Aichi MicroGrid project in Japan utilized renewable energy
sources, battery storage and the capability for heat supply [16, 17]. The EU MicroGrid

projects also built up couples of test sites with different topologies [18].
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The focus of this work is on control of distribution MicroGrids integrating renewable
energy sources. Reactive power control will be approached by optimizing the setpoints
of the reactive compensators and possibly the dispatchable generators. A good survey of
the current topologies and implementations of distribution MicroGrid could be found in
[19],[20].

The conventional control methods usually do not include the dynamics of the system
and average values of power, voltage and current are usually used in system studies.
However, these methods are not efficient for isolated power systems such as shipboard

power system or the autonomous MicroGrid because of the following reasons:

e Since the size of the system is small, changes in the loads and capacitor banks
have significant impact on the system

e The system is tightly coupled with relatively large dynamic loads and limited
generator inertia. Thus changes in loads can lead to large voltage and frequency
deviations

e Changes in the system applied by the reactive controller may result in
unacceptable transients which may lead to relay tripping and isolation of the

DG’s in the system which is not desirable

On the other hand, the demand for high quality power is increasing in the past
decades. Thus, voltage regulation methods with real-time voltage control capability and
fast transient response are playing a more and more important role in the distribution
level [1]. The current efforts for dynamic voltage control and reactive compensation

could be divided into two categories, i.e., is adding dynamic power electronics devices
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for voltage control in distribution level and designing dynamic control schemes which
are capable of controlling the devices dynamically.

The SVC, static synchronous compensator (STATCOM), SC, and DER are some of
the devices in the distribution level that are capable of performing as dynamic reactive
power compensators. A typical SVC is made of a thyristor-controlled reactor and a
capacitor bank or banks in which each capacitor can be switched on or off individually.
A STATCOM is a voltage source converter with a capacitor on the DC side and
connected in parallel on the AC side to the power system. STATCOM is placed in the
system to control power flow and improve the transient stability of the power system.
The percentage of penetration of DERs has significantly increased in the past few
decades. There are several types of DERs currently operating in the distribution system:
micro-turbines, industrial gas turbines, fuel cells, reciprocating engine generators, PVs,
wind turbines, etc. Most of these DERs are operated as active power sources, but they
have great potential for local voltage regulation by generating or absorbing reactive
power for two reasons. First, DERs are usually connected to the power system through a
power electronics interface, which is easily capable of injecting reactive power to the
system, by simple modifications in the control scheme. Second, the distributed location

of DER is ideally suited for voltage regulation.
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2 LITERATURE REVIEW OF REACTIVE POWER CONTROL METHODS OF
DISTRIBUTION SYSTEMS

2.1 Introduction

Various solution techniques exist in the literature that address the VVC problem of
the distribution systems. These techniques range from fully analytical techniques that try
to model the distribution system and the problem formulation as rigorously as possible,
to fully heuristic techniques that rely upon the engineering judgments of utility
engineers. Each methodology has its own advantages and disadvantages that are
associated with the structure of the system under study. Also time span of the problem
plays an important role on the effectiveness of the solution technique applied. During the
planning stage, time is not an issue which justifies using time-consuming techniques
with large computational intensities that yield exact solutions. At the operation stage,
however, the time period required for convergence of the solutions is of greatest
importance, and is a limiting factor for selecting the appropriate solution technique.
Also, some of these solution techniques result in finding the local minimum, while
others lead to global minima. It should be noted that in distribution systems, a local
minimum is not necessarily a disadvantage, since often times it is very satisfactory to
find a feasible solution, which can be reached, in the minimum number of network
switching operations. Naturally, a higher number of control variables might need to be
applied in order to reach the global minimum. This may result in a set of network

switching operations too large for practical operational purposes [21].
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In general, the solution techniques for solving the VVC problem can be broadly

classified as follows.

2.2 Network Model Based Techniques

These techniques require a detailed mathematical model of the distribution system,
and can be divided into three categories based on the mathematical approach adopted to

solve the optimization problem.

2.2.1 Calculus Based Techniques

In these techniques, the relationship between the control variables and the objective
function is explicitly derived using mathematical formulation. In most cases, the solution
for minimizing the objective function is derived by solving a linear set of equations or a
closed form mathematical equation. Clearly, the efficiency of these techniques is
inversely affected by an increase in the size of the problem. Simplifying assumptions are

often necessary to make the solution feasible for larger scale systems.

2.2.2  Explicit Enumeration Techniques

From a mere mathematical standpoint, exhaustive search of the problem space for all
the possible solutions is the simplest of all the approaches. While this class of techniques
is sufficiently efficient for a small-scale problem with a few number of control variables,
it drastically loses efficiency as the dimensions of the power system and the optimization
problem increase. A modified version of this technique uses an oriented descent search

in the negative direction of the gradient of the objective function.

19



2.2.3 Analytical Optimization Techniques

Various mathematical programming approaches can be adopted to solve the VVC
problem. Depending on the nature of the problem formulation, these techniques range
from nonlinear programming methods to mixed-integer nonlinear programming, integer
programming or dynamic programming methods. Systematic search algorithms such as
the branch-and-bound and dynamic programming are considerably more effective than
enumerative techniques since they only look at the feasible solutions and not possible
solutions. This way, they drastically reduce the search space. However, these techniques
still suffer from the curse of dimensionality as the dimensions of the optimization
problem increase. This specifically poses a major problem for online applications where
a solution is required during the operation of the system within a window of a few
minutes to a few hours. Simplified formulation of the optimization problem, for instance
linearizing the objective function and/or the constraints, or decomposing the problem
into multiple smaller sub-problems, can prove helpful, although at the price of obtaining

a sub-optimal solution.

2.2.4 Meta-heuristics Optimization Techniques

During the past few years, meta-heuristic optimization techniques such as simulated
annealing (SA) [22], Tabu Search (TS) [23], Genetic Algorithms (GA) [24], Particle
Swarm Optimization (PSO) [25], and Ant Colony Optimization (ACO) [22] have been
successfully employed for solving optimization problems where the combinatorial

solution is difficult or impractical to solve. These are techniques that are based on
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evolutionary algorithms, social concepts or other physical and biological phenomena that
can iteratively solve complicated multi-variable multi-objective optimization problems,
such as the VVC problem. These techniques do not need any rigorous mathematical
formulation of the problem, which is a big advantage. Moreover, there are various
methods to prevent these techniques from being trapped in the local minima, so that they
converge to the global minimum and the near-optimal solution. However, each of these
techniques has several parameters associated with it that have crucial impacts on its
performance. Unfortunately, there are no definitive rules for selecting these parameters

and they are often derived based on trial and error, or from experience.
Rule Base Techniques

These techniques are based on a set of heuristic rules for switching capacitors and
regulating transformers in order to minimize the objective functions while meeting the
inequality constraints. As opposed to the previous category of techniques, these methods
are independent of a detailed system model, and are often characterized by simplifying
assumptions and rules of thumb; however, they achieve this by making approximations
and therefore they do not always lead to an optimal solution. Such techniques can be
very effective for radial distribution systems with few lateral branches, but as the
dimensions of the system increase or the structure of the system becomes a meshed
network, their efficiency is reduced. In these cases, there is often a need for combining

the rule base technique with other analytical approaches to develop a hybrid approach.
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2.5

Intelligent Techniques

Intelligent neural network based techniques are another alternative for solving the
VVC problem. They rely on the data available on the system in terms of measurements,
and as opposed to the previous techniques they do not require expert knowledge or the
system model, as their parameters can be initialized randomly before being trained using
the system data. However, the major challenge in using these techniques is associated
with training the neural network and selecting its design parameters, which are often

chosen based on trial and error or based on experience.
Model Predictive Control (MPC)

To the knowledge of the author, Beccuti et al. [26], [18] were the first group that
used Model Predictive Control (MPC) method for voltage control. They used MPC for
voltage stability of transmission systems during emergency voltage condition. They used
a small-scale test system with three On-Load Tap Changers (OLTC) and three capacitor
banks as control inputs to demonstrate the efficiency of their method in avoiding voltage
collapse. They demonstrated that MPC was able to keep the voltages stable and stabilize
the transmission system during emergency voltage conditions while other methods result
in instability. Zima et al. [27], further explored this method by simplifying the algorithm
and allowing relatively fast optimization computations, while keeping an accurate
tracking of the nonlinear behavior of the system. The major difference between this
method and previous methods was that the authors simplified the problem formulation to
be able to solve it in real time for larger scale systems. In addition, Gong et. al. [28], [29]

proposed a two-stage model predictive control (MPC) strategy for alleviating voltage
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collapse. In their method, the second stage used an MPC using trajectory sensitivities
proposed by Hiskens et. al. in [30]. The MPC resulted in a linear Programming (LP)
since binary or integer inputs were not considered in the system design.

As MPC showed promising results, researcher started using the MPC method to
solve various control, management, and protection problems in power system. For
example, Jin et al. [31] used MPC for protection coordination of power systems. They
presented an approach to determine a real-time system protection scheme to prevent
voltage instability and maintain a desired amount of post-transient voltage stability
margin after a contingency using reactive power control. In addition, Kienast [32]
studied the reliability and analyzed the efficiency of MPC for control of power systems.
Table 2 summarizes some of the key advantages and disadvantages of the solution

techniques for the VVC problem.

2.6  Traditional Problem: Capacitor Placement and Sizing

This section briefly reviews the historic origin of reactive power control in power
systems. Reactive power control of distribution systems was first addressed by
considering shunt capacitors only [33],[34],[35],[36]. The early research focused on
radial distribution systems and the objective was to find the number, locations, sizes, and
types (i.e., fixed or switched) of capacitors to be installed along the feeders and laterals,
in order to minimize power and energy losses, the number of capacitor installations, the
number of capacitor switching actions, and/or the capital investment required for
capacitors. The acceptable upper and lower limits for node voltages were the main

constraints for the optimization problem.
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Table 2 Comparison of the available techniques for solving the VVC problem

Methodology Advantages Disadvantages
Calculus Based | e Is simple and straightforward e Often uses major approximations in order to
¢ Normally does not require simplify the equations
iterations, so no convergence o [s largely dependent on the accuracy of the
issues mathematical model used for the power system
¢ [s not easy to implement for large systems with
many control variables
Explicit e Does not require a mathematical | e Isnot easy to implement for large systems with
Enumeration model of the power system many control variables
e Is problem independent e Might take a very long time to find the solution;
e Always guaranteed to reach the therefore, might not be suitable for online
local optimal solution applications
Analytical e Is mathematically proven e Can easily suffer from the curse of dimensionality
Optimization e If converges, the solution will be | e In majority of cases, is not easy to solve

the truly optimal solution
o Considers the feasible solutions
which reduce the problem space

o Often times needs to make simplifying assumptions
in order to ensure convergence

Meta-heuristic
Optimization

o Often deals efficiently with large
scale problems

¢ Does not necessarily make
simplifying assumptions

e Sometimes can be tuned and
modified to converge to global
minimum

¢ [s not proven mathematically

¢ Convergence might take too long for online
applications

e Many problem-dependent design parameters must
be set by the user, which are crucial to the
convergence of the solution

Heuristic Rule-
Based

e Is easy to understand and
interpret by utility engineers and
technicians

¢ Does not require an explicit
mathematical model for the
power system

o [s difficult to implement for large scale systems
with many control variables

e Is largely problem-dependent and once designed
for one system, cannot be readily applied to other
systems

Neural ¢ Does not require an explicit o [s difficult to implement for large scale power
Network Based mathematical model for the systems with many control variables
power system e Requires considerable learning time for the neural
e Can be trained offline without network to converge and accurately model the
any expert knowledge problem
e With enough data in the form of | e Depends on design parameters that are problem-
system measurements, can be dependent and are often derived based on trial and
trained to truly reflect the error
dynamics of every system
Model e Predicts the behavior of system e Requires a model of the system
Predictive in future and chooses the best e May result in too much control action
Method solution .

e Can easily avoid instability

¢ Can find optimal solution in
presence of discrete control
actions such as capacitor banks

Weight factors have to be defined by user
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Initial solutions were based on closed form mathematical formula [37]. Later,
mathematical optimization based approaches were introduced such as mixed-integer [38]
and dynamic programming [39], [40], [41]. The main challenge for solving the
optimization algorithm was the size of the problem and the consequent curse of
dimensionality. In order to resolve this, many authors attempted to break the original
problem into multiple smaller size sub-problems. For instance, Lee and Grainger [42]
proposed a set of three sequential sub-problems for determining the optimum capacitor
bank sizes, the optimum switching time of the capacitors and their optimum locations
independently. The problem started from a set of proper initial conditions and the three
sub-problems were solved one by one by solving linear mathematical equations
assuming at each stage that the other two unknowns are specified. Baran and Wu [38]
decomposed the problem into two sub-problems: a master problem which was used to
determine the locations of the capacitors through integer programming, and a slave
problem which was called by the master problem to determine the size and type of the
capacitors using heuristics.

Others, such as Hsu and Yang [43] solved the dynamic programming problem offline
for finding the truly optimal capacitor switching scenarios for various load patterns in
the system. They then used an artificial neural network to cluster the load patterns into
different classes. In the online stage of the application, the forecasted load pattern was
read and its nearest clusters were retrieved. Then by averaging the associated switching
scenario in the cluster, a capacitor-switching schedule for the load pattern under study

was retrieved from the database.
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Simplifying assumptions have been made in the literature; for instance, using only
fixed capacitors [39] or fixed capacitors that could only be switched on or off [41], to
make the problem solvable. However, with the assumption that the number of capacitors
in the system is small enough, Kaplan [44] used an explicit enumeration approach where
all the feeder branches were scanned in an attempt to place the smallest standard size
capacitor bank at consecutive nodes moving along the branch towards the substation. At
the time this paper was published in 1984, the proposed scheme was in use at the Central
linois Public Service Company.

In a different attempt to further simplify the previously proposed methods, Salama
and Chikhani [45] proposed a simplified network model where the capacitor sizes were
represented by dependent current sources located at the branch connected buses. The
solution of this equivalent circuit using the Gauss-Seidel iteration method would yield
the values of the voltages at any bus. The compensation levels and the capacitor
locations were then directly solved for knowing the obtained voltages and using the
equations derived in [46].

Meta-heuristic optimization techniques have also been used for solving the capacitor
allocation problem. Chiang et al. [47], [48] applied simulated annealing to find the near-
optimal capacitor sizing and locations based on a set of allowed search space derived
through heuristics and engineering judgment.

Sundhararajan and Pahwa [49] used genetic algorithms for solving the problem.
Similar to [48], they considered various discrete load levels for the distribution system.

However, sensitivity analysis was done in order to select locations which had maximum
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impact on the system real power losses with respect to the nodal reactive power. The
relationship between the incremental losses and the Jacobian matrix of the system was

expressed [50] as shown in (2-1).

T
aPloss _ aploss aploss 2-1
|- b ] @)

where J; and J, are the related sub-matrices of the inverse Jacobian matrix, and the
derivatives of the system losses with respect to the voltage angles and magnitudes of the
system nodes can be directly calculated at any operating point. Once the sensitivity
analysis is applied and the buses with highest factors are selected as the candidate
locations, a GA based approach was used to determine the sizes, locations, types and
number of the shunt capacitors. For this purpose, each genome in the GA program is
selected as a string of N.xN; variables, where N, and N, denote the possible capacitor
locations and possible load levels respectively. Later, Kim and You [51] adopted a
similar approach but used integer strings instead of binary strings in order to save
processing time. In their study they used length mutation operator to randomly change
the length of the genes in order to account for the unknown number of the capacitors
installed [51].

The concept of sensitivity analysis in [49] was also adopted by Huang et al. [23] who
used Tabu search (TS) to find the number/location/sizing/control of fixed and switched
capacitors, and showed faster convergence than simulated annealing. However, it should
be noted that the sensitivity analysis based initialization adopted in [49], [23] was

performed for the base case conditions, i.e. with no capacitors added to the system. This

27



could at times lead to solutions with poor quality. Gallego et al. [52] proposed a new
initialization method to find more efficient initial configurations. Similar to [23], they
proposed a method based on Tabu search; however, as opposed to the previous methods
with single sensitivity analysis, they proposed an iterative sensitivity based algorithm
that would include all the capacitors installed at the previous steps of the algorithm. This
way, a larger set of buses would appear in the initial configuration, which would lead to
more diversity in the search space and superior results in terms of quality and cost of the
solutions [52].

In addition, Ramakrishna and Rao [53] proposed a fuzzy logic based system for
controlling discrete switched capacitors. Two parallel Fuzzy Inference System (FIS) rule
bases were designed to control the bus voltages and reduce the losses. Typical fuzzy

rules for the corresponding rule bases were developed as:

Rule n: If AV/AQ; is 4, and If Load is B,, Then Switched Capacitor Size AQ; is
G,
(2-2)
Rule m: If AP/AQ; is A, and If Load is B,,, Then Switched Capacitor Size AQ; is
Chs

where the voltage sensitivity factors AVi/AQ; and power loss sensitivity factors AP/AQ;
are obtained from the load flow solution. The parameters 4, B and C in (2-2) denote the
fuzzy sets associated with the input and output variables. The two fuzzy rule bases are
iterated back and forth until it could be ensured that all the voltage constraints are met

and the power losses are minimized.
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2.7 Present Status of Reactive Power Control Methods of Isolated Power Systems

Reactive power control is a fundamental issue in isolated power system since there is
usually no “infinite bus” capable of keeping voltage and frequency constant and
satisfying the reactive power needs of the loads. In addition, due to the small size of the
system changes in the loads usually significantly impact the system and can cause
voltage and frequency deviations. Further, frequent generator termination and restarts
due to energy saving and generator output power change due to the non-dispatchable
characteristics of the renewable energy sources cause the system to operate far from
optimal operating point. In addition, presence of pulsed loads with significant magnitude
in the system causes increased disturbance levels in the system compared to the
terrestrial power system, which increases the need for VVC consequently.

Some examples of isolated power systems are the MicroGrids and shipboard power
systems. Both of these systems should be able to operate in both isolated mode and

connected to the grid mode. In next part, we will discuss these systems in more detail.

2.7.1 Present Status of Reactive Control of Electric Shipboard Power system

Continuity of power in all operating conditions is vital to the operation of shipboard
power system. One of the functionalities in power management of the shipboard power
system is reactive power control. Reactive power control is a fundamental issue in
shipboard power systems because of many reasons. Reactive power control is a
fundamental issue in all electric shipboard power systems due to the existence of large

magnetic pulsed loads such as magnetic weapons that need power supply for a short
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period of time, startup and shutdown of the generators and the absence of an infinite bus
in the system. Due to these issues and complexity of shipboard power systems, power
quality problems from abnormal distortions in voltage and frequency to black-outs are
not unusual even in the most recent shipboard plants [54]. Jonasson and Soder [54]
report the answers of the ship owners to a questionnaire regarding power quality issues
and blackouts in the shipboard power system. The issues studied include, black outs,
abnormal changes in voltage and frequency, voltage dips, electromagnetic fields,
electrostatic discharges, voltage flickers, transients, harmonics and three phase
unbalance. The following reasons cause the need for a new VVC scheme for shipboard

power systems.

2.7.1.1 Lack of infinite bus and small generator inertia

When operating in offshore, the SPS is an isolated power system meaning that it
does not have power support from any other system. Thus, the generators and the energy
storage devices in the system are the only sources of power in the SPS. The generators in
an SPS are small compared to those in terrestrial systems and therefore have smaller
inertia. Hence, the shaft of the generator may not be able to follow when abrupt changes
occur in the system, which in turn results in frequency and voltage fluctuations.

It should also be noted that the shipboard power system is tightly coupled with
generators placed close to the loads. Hence, some papers suggest that modeling of the
system for reactive power control requires integrating higher order models of generators
and loads and constant voltage and frequency models are not sufficient for such studies

[55]. However, integration of dynamics should be done carefully since too detailed
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models may increase the convergence time of the algorithm while they might not

necessarily make the simulation more accurate.

2.7.1.2  Generator start-up and shut down

Due to limited amount of fuel in the SPS, usually the power management scheme
tries to keep as many generators as possible off. Typically, an extra generator starts up
only if more than 80% of current generation is consumed by the loads for a duration of
more than 30 seconds. Hence, when the load decreases in the system, the power
management scheme starts shutting down the generators. Typically, the power
management system starts shutting down the generators from the largest possible
generator since larger generators consume more fuel than the smaller ones.

Although these startups and shutdowns help with energy saving in the system, they
cause significant disturbance in the system, which is specific to the SPS. This
disturbance can start from voltage or frequency fluctuations and lead into tripping of the
relays. Relay trips may isolate part of the system or in severe cases may cause cascaded
tripping and result in a total blackout [56]. Quaia [57] studied some sample case studies
of such voltage and frequency deviations due to startup and shutdown of generators.
This paper shows a case study where the shutdown of a generator causes underfrequncy
and since there is not enough time for load shedding, the protective relays of the

generators trip which results in a general blackout in the system.
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2.7.1.3 Pulsed loads

Some high-energy weapons in SPS need a large amount of power for a short period.
These pulsed loads are usually vital and with high priority since their operation help with
survival of the system. Thus, in some operating conditions, the generators should be
started up or loads should be shed from the system to supply these load. These changes
in the system cause transient dynamics in the system. The power management system
should decide which load to shed and which generator to start. If unsuitable control
actions are taken such as shedding a load where it is not needed, the system may
experience huge voltage deviations and fluctuations in the frequency which may result in
not only the load not being supplied but also relay trips and isolation of part of the
system or total blackout.

Arcidiacono et al. [55] studied some sample case studies of voltage and frequency
deviation in the system as a result of a pulsed load getting energized. This paper shows
that when a pulsed load gets energized, a frequency drop occurs on one of the main
generators and voltage distortion occurs at the connection point of the pulsed load.

With all that being said, in most of the existing shipboard power systems,
Coordination between power station control and propulsion management, to match
demand and generation of reactive power is poor [58]. Currently, studies are being
performed on voltage and reactive control of the next generation shipboard power
systems to overcome this issue.

The possible control inputs for reactive power control in a shipboard power system

are reactive compensators, load shedding and generators. Static filters are also
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sometimes placed in the system to help with voltage control. This work mainly focuses
on controlling the reactive compensators and the gas generators to achieve voltage and
reactive power control.

Since the length of the lines is short in a ship and hence the total loss in the lines is
negligible, although possible, but it is not practical to consider loss minimization as the
objective function. Better candidates for the objective function are minimizing
deviations of voltage, power factor or Vars. In this work we will use voltage deviations
in the objective function which means that the optimization tries to minimize the

deviations of the voltage from its nominal value.

2.7.2 Present Status of Reactive Control of MicroGrids

Considering that reactive power control of renewable energy sources individually is
a challenging problem, reactive power control of the MicroGrid integrating wind and
photovoltaic sources has many challenges. Generally speaking, significant integration of
DERs in the MicroGrid can affect the frequency, angle and voltage stability of the
system [59], [60]. Wind and PV energy sources are sometimes referred to as negative
loads since they are intermittent and not dispatchable. These energy sources are usually
operated at the maximum power point tracking to reach the highest efficiency [61].

Abrupt changes in the wind energy resource can lead to sudden loss of production
causing frequency excursions which may result in dynamically unstable situations if
these frequency fluctuations cause the frequency relay to trip [59]. Similar issues occur
for the PV source when it starts operating in the morning time or during the cloudy

weather conditions. Thus, the capacity of these sources for active and reactive
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production changes depending on the weather. Therefore, the controller should be able
to adjust the limits dynamically to use this capacity to the best.

Chowdhury et al. [62] studied the challenge of operating a wind power plant within a
MicroGrid. They presented some case studies on a system with one doubly fed induction
wind generator. The results showed that if there is no rotor speed control or pitch angle
control of the wind generator or a STATCOM is not present in the system, the voltage of
the point of common coupling (PCC) bus and frequency of the system drops
significantly. They also compared the results of no control case with the cases where
pitch angle control, inertia control, and STATCOM are present and showed stability
improvement in the latter cases. It can be concluded from their study that MicroGrids
integrating renewable sources need an advanced voltage control scheme.

Laaksonen et al. [63] studied a MicroGrid integrating battery storage and a
Photovoltaic energy source. The battery inverter with fast response was considered to act
as the master generator to control voltage and frequency when operating the MicroGrid
in islanded mode. The operation of the MicroGrid after islanding was studied in the case
studies and the significant voltage and frequency changes were demonstrated when the
MicroGrid intentionally or unintentionally starts operating in isolated mode. These
changes are due to either lack of external frequency reference or power shortage in the
isolated system after the MicroGrid gets disconnected from the main grid.

Another challenge occurs when the MicroGrid has to operate in the islanded mode
intentionally or due to a fault. In this case, the infinite bus and the references of voltage

and frequency from the grid are not present anymore. Therefore, a suitably sized DG
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unit with fast dynamic response has to perform as the master generator and the other
DGs perform as PQ source in the islanded case. The voltage setpoint of the master
generator and the reactive power setpoints of the PQ control mode sources are possible
control inputs for reactive power control. So, the DG has the ability to enhance the
power quality as well as the reliability of the system [61].

In some MicroGrid designs, the buses have the same voltage level with no
transformers between the buses. Hence, in these designs tap changers may not be added
for voltage control. Thus, capacitor banks or power electronics compensators are usually
added close to the load buses in the design stage for voltage support. These capacitor
banks along with the D-STATCOM, if present, are possible control inputs for reactive
power control in a MicroGrid. In addition, as mentioned before, the DG units can be
used to inject reactive power at their connection point to the system. The energy storage
units with power electronics interface to the MicroGrid can also be used as a possible
candidate for reactive control. In this work, we only use compensators and DGs for
voltage control and assume that no storage is present in the system.

The classic methods for voltage profiling and studying the impact of the DG on the
system usually incorporate the use of load flow analysis. However, classic methods do
not give a realistic impression of where and when overvoltage and undervoltage occurs
in the system, because these methods are based on some selected combinations of
consumer loads and DG power productions [59]. Therefore, dynamic modeling of

MicroGrids with relative amount of detail, gives better information of the dynamic
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behavior of the system, which is more accurate and more efficient for reactive power
control than static models.

Dynamics behavior and transients of MicroGrids consisting of multiple DGs and the
effect of power electronics interfaces on MicroGrids are studied in [64],[4],[65]. Katiraei
et al. [4] presented a good study on the dynamic behavior of MicroGrids after
preplanned and unintentional islanding. The Studied MicroGrid included two DG units
and the time constant of the DG units were far apart. Hence, the DG units studied in this
paper did not exhibit any dynamic interaction during transients. The results
demonstrated that if the DG unit is interfaced to the grid through fast power electronics
circuits instead of governor and exciter control, the MicroGrid can maintain angle
stability due to fast active power control and can enhance voltage quality due to fast
reactive power control. The transient under and overvoltage were not studied in this
paper, and the focus was on active and reactive power interactions of the DG units in
different working conditions. In a later work, Katiraei and Iravani [65] studied some
local power management strategies for MicroGrids with electronically interfaced DG
units. They used a systematic method to develop a small signal model of the MicroGrid
and the system was analyzed using an eigenvalue approach. They proposed a power
management scheme for controlling the MicroGrid and showed that utilizing a power
management scheme to control the electronically interfaced DGs has a significant impact
on the dynamics of the system especially in islanded mode. Majumder et al. [65] further
explored the effect of power electronics interfaces and DG units on the MicroGrid. They

used two voltage source converters connected to ideal DC sources as DG units in their
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study. They proposed using a local control method consisting of two modes to control
the DGs in a MicroGrid. When the DGs are working below their available power limits,
the system is working in mode 1 and once the DGs reach their available power limits,
the system is marked as working in mode 2. Considering two operating modes makes
power sharing between the DGs easier for the energy management system. They authors
performed case studies on islanding and resynchronization of MicroGrid, variable power
supply from the grid, fluctuations in the frequency and voltage of the utility, and
fluctuations in the DC MicroGrid voltage, and reported frequency deviations in some of
the case studies.

Capacitor placement and Volt/Var optimization of MicroGrids has been studied in
[66],[67],[68],[69]. Al-Askari et al. [66] used genetic algorithm to solve a capacitor
allocation problem for the MicroGrid operating in the islanded mode. They formulated
the problem to minimize the total power loss in the MicroGrid and to minimize the total
cost of capacitor banks. The genetic chromosome assigned a four digit binary value to
each power system bus corresponding to the size of shunt capacitor at that specific bus.
Then, the genetic algorithm tried to find the optimal location and optimal number of
capacitor banks in each bus. It is questionable whether isolated systems need a different
capacitor placement strategy than conventional distribution systems. However, using the
same strategy for the same system may lead to different placement results in islanded
and grid-connected mode.

Ghadimi and Rastegar [67] formulated the reactive power control of MicroGrids

subject to power flow equations and constraints of the system. They used a small signal
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model of small islanded MicroGrids integrating inverter interfaced distributed generation
(DG) units. They used an active management strategy of the distribution system with
three control levels. These three layers include Distribution Management System
(DMS), MicroGrid Management System (MMS), and Local Controllers (LC) with
communication ability with each other. They formulated reactive power control problem
to minimize the total loss of the system subject to load flow information and inequality
constraints of the system and used MATLAB’s optimization toolbox to solve the
problem. They performed some case studies on a MicroGrid integrating two DG units
and used reactive generation capacity of these units as control input. In a case study, a
fault occurred in the system which results in the islanding of the MicroGrid with two DG
units and the proposed scheme optimizes the reactive power flow of the isolated system
using the DGs.

Madureira and Lopes [68] studied reactive power control of a system including
multiple MicroGrids, a diesel generator, a wind generator, a hydro unit and a combined
heat and power unit. They selected the objective function to minimize the power losses
in the system subject to the limits of the MicroGrids. They used capacitor banks,
position of tap changers, and reactive power injection capacity of the DG units as control
input for reactive control and solved the problem with particle swarm intelligence based
algorithm. Same authors further proceeded the work by adding the concept of “Micro-
Generation shedding” in [69]. In this paper, the amount of Micro-Generation shedding is
added to the objective function of [68]. The solution methodology in this paper is similar

to [68]. In an interesting case study, they showed that in a sunny day where the PV
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sources generate more power than the total load, Micro-Generation shedding results in

lower power loss in the system.

2.7.3  Shortcomings of the Current Reactive Control Methods and Motivation for New

Methods

To summarize, the following issues and limits in the current MicroGrid triggers the

need for a need reactive power control scheme:

e Changes in non-dispatchable sources (Abrupt changes in wind, solar in the
morning)

e No infinite bus in the isolated operation

e Ride through between the grid connected and isolated mode

e DG limits

Current formulations of reactive power control do not consider the dynamics of the
system. The problem is usually formulated locally or as an optimization problem with
load flow equations as constraints. However, average system studies are not efficient for
the islanded power system because:

e The islanded power system is more vulnerable to changes in voltage and the

changes can be sharp

e The capacity of renewable sources change in time depending on many factors

such as weather change

e Assigning the control inputs and setpoints dynamically can help reduce the

overall loss in the power system while keeping the voltages within limits
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e Adding a control horizon to the optimization can help the controller to determine
and eliminate possible voltage breakdowns in the system

e Some control actions may result in unacceptable transient response in the
islanded power system and the average methods do not reflect the transient

For the shipboard power systems, the following issues are not addressed by current

reactive power control methods.

e Lack of infinite bus and small generator inertia
e Generator start-up and shut down

e Pulsed loads

2.8 Summary

This section presented a literature review of voltage and reactive power control
methods. Further, it summarized the advantages and disadvantages of each of these
methods. In addition, it presented the current status of reactive power control of
shipboard power systems and MicroGrids and listed the shortcomings of current

approaches.
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3 DYNAMIC REACTIVE POWER CONTROL OF ISOLATED POWER SYSTEMS

3.1 Introduction

Reactive power control is a large-scale optimization problem with real, discrete, and
binary variables [70]. The objective reactive power control is to achieve an adequate
voltage profile while satisfying the operational constraints. Minimizing the active loss is
an alternative goal for reactive power control as well which is sometimes included
directly in the objective function or achieved indirectly by smoothing the voltage profile.
Volt, Var, Power factor, losses or a combination of them are possible candidates for the
objective function of the VVC and tap changer position, setpoint of switchable shunt
capacitor banks and reactive power setpoint of compensators and DGs are possible
candidates for control input.

One of the main difficulties remaining in the industry is solving the mixed integer
VVC problem which includes binary, integer, and discrete variables [70]. In addition,
the mathematical model of a power system is nonlinear with unknown convexity.
Therefore, a major challenge of volt/Var control is to formulate VVC in a form that
could be solved with existing optimization methods. Thus, system equations are usually
linearized if model based control methods are used or heuristic and intelligent methods
may be applied if linearization is not possible.

Several approaches have been used to solve the reactive power control problem
using classical or intelligent optimization methods as discussed in section 2. Some of
these approaches have been successfully implemented on the industrial distribution

system. These methods are targeting the conventional distribution system. Nevertheless,
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they provide the necessary background for volt/Var control of the isolated power

systems. The current solution methods for VVC problem were discussed in section 2.

3.2 Problem Formulation of Dynamic Reactive Power Control of Isolated Power

Systems

The focus of this work is on reactive power control of distribution MicroGrid and
shipboard power system. In this section, the specifications of these two systems and the

assumptions used to solve the reactive control problem are discussed in more detail.

3.2.1 Assumptions, Issues, and Problems

In the studied distribution MicroGrid, the DER units are a combination of wind
generator, photovoltaic generator and diesel synchronous generator. The renewable
DERs are interfaced to the system through power electronics inverters. It is assumed that
the local controller of the units is designed such that each of the AC/DC interface
inverters of DERs is able to inject active and reactive power to the system with some
limitations.

As mentioned in the last section, solar and wind energy sources are affected by
climate, environment, time and many other factors with strong randomness. Therefore,
the operation of the system integrating distributed wind and solar energy sources has
great uncertainties. This can result in a challenge to the safety, reliability and economical
efficiency of the power system. So it is necessary to assess power quality challenges of
the distributed wind-solar power generating system before starting to formulate the

problem [71].
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Some characteristics of wind and solar energy are listed below:
a) Wind:

e Wind is variable and uncertain and has limited dispatchability

e Wind peak output power is not usually coincident with the peak load

e Wind is an energy resource and not a capacity resource
b) Solar:

Solar DER has almost the same limits as the wind DER and if a storage unit is not
available in the system, it is not dispatchable [72]. In addition, solar DER may introduce
sharp changes to the system that can result in voltage ringing effect.

The problem that is solved in this dissertation is the global voltage control and
optimization problem of the isolated power system. However, the control method has
two layers of control, i.e., local and global control layers. The local control layer is
consisted of the local control of each DER unit that controls the reactive power output of
that specific unit, and the local controllers of the power electronics compensators that
regulates their reactive output to the give setpoint. It is assumed that the local control is
already designed and operating efficiently throughout this dissertation. The global
control layer, which is the focus of this dissertation, is a centralized voltage and reactive
power controller, which sends the control setpoints to each unit in a timely manner.

As mentioned, the focus of this work is on the centralized control layer. However,
local and droop controllers are present in the system to adjust the final resulting setpoint

of the general controller and assure the stability of the system.
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One assumption in this research is that the studied systems do not have energy
storage or has limited energy storage. Storage devices are added in systems with high
penetration of renewable sources for active and reactive support. The price of energy
storage is high and therefore it is desirable to have limited or no energy storage if
possible [73], [74]. Even if they are present in the system, it is not desirable to turn
battery storage devices on and off frequently for reactive control due to battery aging. In
addition, a new reactive control scheme can reduce the need for energy storage devices
for reactive support.

Another assumption in this research is that there is always a backup synchronous
generator available in the MicroGrid which is capable of acting as the master generator
and regulating the voltage and frequency in the system while the system is operating in
the islanded mode. Although it is possible to use other DERs or even storage devices as
the master generator in the MicroGrid [75], those cases are not studied in this
dissertation.

Accurate modeling of the dynamics of the loads is critical in this study, since
changes in the loads are the main cause of voltage drop in the nearby buses. The
dynamic loads are modeled with relative restoring time constants. The non-dynamic
loads in the system are considered to be constant power or constant impedance loads.
Plugged in Hybrid Electric Vehicle (PEHV) loads, which are short-term loads, could
also be modeled as dynamic or static loads depending on the dynamics of the charger.

Reactive power compensators are also present in the system and need to be included

in the model. Reactive compensators include capacitor banks or power electronics
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compensators such as SVC or STATCOM. Modeling the dynamics of power electronics
compensators is not necessary since they have short response time comparing to
dynamics of the power system.

The control inputs in this problem are capacitor bank switches, dynamic
compensator setpoints and the voltage and reactive power setpoint of DERs. The goal of
the controller is to keep the voltage of the load buses close to their nominal voltage.
Further, an AC/DC zonal shipboard power system is another plant that will be studied in
this work. The system includes generators, a high voltage AC system and DC
distribution zones that supply power to AC and DC loads.

The sources in the system are synchronous generators connected to gas turbines.
Synchronous generators are classified as Main Turbine Generators (MTG) and Auxiliary
Turbine Generators (ATG) and the MTGs are typically significantly larger than the
ATGs. It is assumed that one of the generators, typically one of the MTGs, is operating
as the master generator and is responsible for regulating the voltage and frequency and
all the other generators are operating in PQ control mode.

The generalized reactive power controller is responsible for setting the generator
voltage and reactive power setpoints. Thus, the voltage setpoint of the master generator
and reactive power setpoint of PQ control mode generators are the main control inputs
for reactive control, which are assigned by the generalized reactive power controller.

Shipboard power system may also include dynamic reactive compensators in some

of the buses close to loads depending on the initial system design. Setpoints of dynamic
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compensators if they are present in the system are additional control inputs of the
problem.

The loads are classified as vital or non-vital loads based on the importance of their
functionality to the survival of the ship. The propulsion motor in this system is an
induction motor, which can either be modeled as a dynamic load or as a constant power
load depending on the operating mode of the motor. The system also includes pulsed
loads, which are electromagnetic weapons that need supply for a short period of time.
The loads in the SPS could be static or dynamic. The dynamic loads need to be modeled
with their relative time constant. The static loads can be modeled as constant power or
constant impedance loads.

The reactive power control problem can be decoupled by cutting the system into
smaller pieces at DC capacitors since no reactive power is transmitted through a DC
capacitor. Therefore, the high voltage AC system sees the DC distribution zones as AC
loads. However, inside the zones the voltage control problem can be formulated as a
local control problem. Power electronics devices are used to control the voltage in the
DC distribution zones. Cascaded power electronics devices can help with voltage control
in this level since if the output voltage of the rectifier drops, the next level converter may
still be able to compensate and achieve the necessary output voltage by adjusting its duty
cycle. The local voltage control problem inside the zones is not the focus of this
dissertation and will be discussed briefly.

Similar to the MicroGrid case, since power loss in the system is not significant, the

main goal of the controller is to keep the voltage of the load buses close to their nominal
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voltage. Thus, the objective function should be chosen to minimize the voltage deviation
of the critical buses from their nominal voltage.

Since the system is operating offshore, the VVC formulation should include
dynamics of the sources and loads. However, including the full dynamics of the
components may result in the problem to be cumbersome for the optimization software
to solve which typically results in several numerical errors or unfeasible conditions.
Thus, mathematical model of the shipboard power system may need to be simplified and
linearized in order to be able to solve the optimization problem using the classic
optimization methods.

Although shipboard power systems are distribution systems, unlike terrestrial power
systems the general structure of the system includes generators and loads at a short
distance from each other. Hence, the reactive power control scheme of shipboard power
system includes some constraints of the generators as well. Similar to the conventional
distribution systems, the reactive control power includes compensator and line limits in
the formulation.

Due to limited amount of fuel in the SPS, usually the power management scheme
tries to keep as many generators as possible off and an extra generator starts up only if
more than 80% of current generation is consumed. Hence, when the load decreases in
the system, the power management scheme starts shutting down the generators. Startup
and Shut down of generators cause disturbance in the system and naturally moves the
system out of optimality. Therefore reactive power optimization should be performed

after each disturbance is mitigated.
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Throughout this dissertation, it is assumed that the active power dispatch problem is
already solved. In other words, the governors and active power loops of the DERs are
controlling the device locally and a dispatch is determining the active power setpoint of
the devices in the system. Hence, this dissertation is only addressing the reactive power
control problem, which determines the reactive setpoints and voltage reference setpoint
of the components in the system.

Further, it is assumed that the DERs are capable of meeting the active power needs
of the loads during all operating conditions. This means that the system is capable of
maintaining the frequency stability during all operating conditions. It is also assumed
that the frequency of the system is very close to 60 Hz during all operating conditions of
the controller. This assumption is reasonable since power systems are designed to
operate within a rather strict frequency range. If the frequency deviates beyond that
limit, the frequency relay gets triggered and isolates the system. In addition, reactive
power control is usually performed as a response to regular system changes or after a
fault has been cleared or after a reconfiguration has been performed in the power system.
Thus, its main objective does not involve dealing with severe frequency stability issues
in the power system.

Throughout this dissertation, it is assumed that the voltages V, the currents / and the
apparent power S can be represented by phasors. The voltage V' for example may be

written as follows.

V=VeS=V,+jV
m d ]q (3_1)
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where the absolute value (or magnitude) of the voltage is V,, = |V|, the angle is § =
arg (V), and the direct and quadrature components are V; = R{V} and V;, = T{V},
respectively. Also, variables and parameters are normalized using the per-unit system in
all the equations in this dissertation unless mentioned otherwise.

The assumption in using the phasor of voltage and current is that the frequency of the
power system remains very close to the nominal frequency even during voltage

disturbances.

3.2.2 Background on Discrete-Time Hybrid Modeling

Hybrid systems are heterogeneous systems that include continuous and discrete
variables such as finite state machines, if-then-else rules, on/off switches. In general,
hybrid systems switch between different operating modes and each mode is governed by
a set of dynamic equations. Mode transitions may be triggered by certain variables of the
system crossing predefined thresholds, at certain time periods, or by external inputs to
the system [18].

Power systems are good examples of hybrid systems. In power systems, many
control variables such as load shedding and capacitor switching are discrete inputs. In
addition, secondary controllers such as under load tap changers incorporate thresholds,
logic and finite state machines. Further, saturation of some components such as active
voltage regulators of the synchronous generators, which protect the generator from
overheating, could be considered as a hybrid behavior. However, power systems are

typically nonlinear systems while the general hybrid system framework is typically
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developed for piecewise linear systems. Thus, mathematical manipulations are necessary
to derive linear models for the power system. Piecewise linear models are a stage
between linear and nonlinear models where the system is typically modeled by several

linear models in different operating regions.

d
X = flx,u,t)

{ix = Ax + Bu
dt
y=gxut)

y =Cx+ Du

: (3-2)
Linear systems Hybrid systems Nonlinear systems

In the next part, three typical discrete-time linear frameworks for hybrid systems will
be presented: Discrete Hybrid Automata (DHA), Mixed Logical Dynamical (MLD)

systems and PieceWise Affine (PWA) systems.

3.2.2.1 Piecewise affine systems

Polyhedral piecewise affine systems [76], [77] partition the state-space into
polyhedral and assign an set of affine state space equations to each polyhedron.
X(k + 1) = A](R)X(k) + B](k)U(k) + f}'(k)

y(k) = Cigoyx (k) + Djey (l)ulk) + gk
(3-3)

With j(k) such that igg] € Piao

where keN is the discrete time instant, x € y is the continuous states of the system,
u € Uare the inputs and y € Yare the outputs and j(k) is the mode of the system and
Pjk) is a polyhedral of the form P;y: Hjyx (k) + Jjy (k)ulk) < Kj). The following

lemma defines well-posedness for PWA functions.
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Lemma: Let ZPWA be a PWA model. If {#;} ¢, is a polyhedral partition of y X U ,
then XPW A is well-posed.

PWA model can approximate nonlinear and discontinuous dynamics arbitrarily well

as shown in Figure 3-1.

x(k+1) ‘

P1 Pz Pz Py P3

L J

x(k)

Figure 3-1 PWA model

3.2.2.2 Discrete hybrid automata

One design procedure for hybrid systems is to divide the system into two hierarchical
layers, considering the continuous controllers in the lower level controlling the
subsystems and the discrete controllers supervising in the higher level. Discrete Hybrid
Automata (DHA) [18] is an interconnection of a Finite State Machine (FSM) which
provides the discrete part providing the discrete part and a Switched Affine System
(SAS) which providing the continuous part of the system. Two connecting elements are
required for the interaction between these two parts, namely, The Event Generator (EG)
and the Mode Selector (MS). The Event Generator extracts binary signals from the
continuous dynamics of the system. These binary signals and other exogenous binary

inputs trigger switches of the Finite State Machine states. The Mode Selector combines
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all binary variables of the system to determine the operating mode of the system and
based on the mode it selects the corresponding continuous dynamic from the Switched

Affine System (SAS) [18].

3.2.2.2.1 Switched affine system

A Switched Affine System is a set of affine systems operating together. The
switched affine system can be presented as follows.
x(k +1) = A;(k)x, (k) + B (k)u, (k) + f; (k)

¥ () = Ci(k)x, (k) + D; (k) (k) + g (k) (3-4)

where k € N, is the discrete time-instant, x,- € y,, € R™ is the real state, u, € U, C
R™r is the exogenous real input, Y- €Y. S RPr is the real output,
{A;,B;, fi, Ci, D;, gi }ier 1s a set of matrixes with appropriate dimensions that describe the
system in each mode, and i € I € N is the mode of the system which is an input and
selects the appropriate matrixes and chooses the output.

The state-update equation can be rewritten as a difference equation + if-then-else

conditions as follows.

_ (A1()x, (k) + By(Ku, (k) + fi(k) i(k) =1
z1(k) = {01 ' ‘ ' otherwise

z.(k) = {As(k)xr(k) + Bs(u, (k) + fs(k) (k) =
s 0 otherwise (3-5)

N

6+ 1) = ) z(k)

i=1
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where, z; € R™ , i=1,...,s. Figure 3-2 shows the general structure of a switched affine

system.

Switched
Affine System

Figure 3-2 Switched affine system

3.2.2.2.2 Event generator

An event generator generates a binary signal, §,, based on the affine constraints of

the system as follows.

0e (k) = fr (- (k), u, (k) (3-6)

where fy:R™ X R™ — D C {0,1}"* is a vector of descriptive functions of a set of
affine constraints. The threshold events are modeled as
[6.(k) =1] - [f;}(xr (k), u, (k)) < 0], and time events are modeled by adding a clock
variable ¢ which is defined as t(k +1) =t(k) + T, and setting [6,(k) =1] -

[t(k) = t,].
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3.2.2.2.3 Finite state machine

A finite state machine or automaton is a discrete dynamic process, which evolves
according to a binary state update function. A finite state machine is generally described
as follows.

xp(k +1) = fo(xp (k) up (k), 8 (k)

yu (k) = gp(xp (k), up (k), 8. (k)) (3-7)

where x;, € y;, S {0,1}* is the binary state, u;, € U, € {0,1}> the exogenous binary
input, y, € Y, € {0,1}? the binary output, &, is the binary event, and fg: x, X U, X
D — xp, gg: Xp X Up X D — Y}, are the deterministic binary functions.

Mode Selector (MS): The binary state, x;, the binary input, u;, and the event §, selects
the mode of the system through the binary function fy: x, X Up X D — [ which is
therefore called Mode Selector. The output of the mode selector which is called the
active mode is as follows.

i(k) = fp (xp (k) up(k), 6 (k))
Naturally, the mode of the system changes when i(k) changes from the pervious time

instant.

X

u
x;] ,U = r] Y = }’r]’ a DHA is well-posed on x, U, Y,

Definition: Assuming x = [ = —
£ Up Vb

if for any initial condition x(0) € y and for all inputs u(0) € U, the state trajectory,
x(k) € y and the output trajectory, y(k) € Y are uniquely defined for all k € N,. Figure

3-3 shows the general structure of discrete hybrid automata.
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discrete

Event zc(k)
Generator
de(k) -
g =1 r —_— = ﬁeﬁ
"‘."i,”:D i
Finite State i :pr:yéa_g:: Sk
Machine time or fie = ke (k)
4 event 1
ug(k) % , |counter] bt
z¢(k)
mocde |i(k)
Mode Selector
ug(k) BE
(k) F
[)=> .
continuous

Figure 3-3 Discrete hybrid automata [78]

3.2.2.3 Mixed logical dynamical systems

Mixed Logical Dynamics (MLD) is another design procedure for hybrid systems,
which transform the logics into linear inequalities. These inequalities include integer
and continuous variables. Thus, MLD describes the system by linear dynamic equations
subject to linear mixed-integer inequalities. A wide range of systems including power
systems can be described in the MLD form. The MLD form is more suitable than the
hierarchical form for power systems studies since there is no need for decoupling the
system into two layers.

The MLD of a hybrid system can be described in the following general form [79].
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x(k +1) = A(k)x(k) + Byu(k) + B,6(k) + Bsz(k)
y(k) = C(k)x(k) + Dyu(k) + D,6(k) + Dyz(k) (3-8)
E;8(k) + Ezz(k) < Eyx(k) + Eyu(k) + Es

where keN is the discrete time instant, x € y is the continuous states of the system,
u € Uare the inputs and y € Yare the outputs, & € {0,1}"¢ are the binary variable and
z € R™z are auxiliary continuous variables which are introduced while translating PWA
functions into linear inequalities. The general MLD form presented in (3-8) contains all
constraints on states, inputs, outputs and auxiliary variables and all the state space
equations of the system. It should be noted that the equality equations, which include the
dynamics of the system in discrete form, are linear equations. However, the nonlinearity
is hidden in the integrality constraints on the binary variables. A combination of a binary
state x;, binary input wu;, and binary variable § is called a mode. If for a given
(xp,up, 6), there exists a x, € x,, U, € U, and z € R™z such that the inequality in (3-8)
holds, the mode is called feasible; else it is infeasible [79], [18]. An MLD representation
of a system is Well-posedness if the following Lemma holds.

Lemma: If for every given pair x(k) € y and u(k) € U, the values of § (k) and z(k)
are uniquely defined by the inequality in (3-8), the MLD model is well-posed.

All the MLDs in this dissertation are considered to be well-posed. It should be noted
that this assumption is not restrictive and is always satisfied when real physical plants
are described in the MLD form [79]. It should also be noted that automata, propositional
logic, if . . . then . . . else statements, and PWA functions can all be described in MLD

form. However, nonlinear functions such as network equations in power systems cannot
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be directly described in MLD form and should be approximated by PWA functions.
Hereafter, we will mainly consider the hybrid systems in the form of MLDs. This
assumption is not limiting since a hybrid system defined in any other form could be
converted to MLDs. Table 3 shows how each of the elements of hybrid systems are

converted to the MLD form.

Table 3 MLD transform [78]

Any logic statement

f(X) =TRUE 1< Y 64 Y (1-6)
ieP 1EN]

T

/\1 (VEEPX Vien; ~Xi) (CN 1< Y 6+ X (1-06)

N, ter iENR

[6i(k) = 1] — [H‘mc(fc) < Wz] H‘ﬂ?c("c) Wi < Mi(1-5Y)

H‘xc(k)—W* > mist

- Miy)d
IF [5= 1] THEN 7= alz +4f (ma2 — ngafﬁ

ELSE 2 = af g+ blu+ f (ml—Mz) §+z < arr+butf
('mz—Ml)(l—fN —ayr —bju—fi

/ Switched \

axz + bou+ f2
—agx — bou — f3

INIAIAIA

Affine System
Finite State i Mode Selector [ Event ]
Machine H Generator [}
)~ . r
_ -Im be=1 <
— L) S

A generalized stabilizing controller can also be derived for the systems described in
the MLD form. For example, a stabilizing model predictive control scheme that can
force the system to follow a desired reference trajectories is discussed in [79].

Although all the above-mentioned models are avoid nonlinear equations, all of them

can approximate nonlinear systems arbitrarily accurate. Further, all of these hybrid
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models may include thresholds on states, inputs and internal variables. Also, they may
include binary states that are part of a finite state machine or an automaton. Thus, all of
the aforementioned hybrid system models are equivalent and several programs exist for
systematical transforming to each other [80], [18].

Despite of being equivalent, each of these modeling frameworks has their specific
benefits. DHAs models have separate blocks and are easily understandable by the user,
which makes it more convenient for user interface. MLD models are suitable for online
optimal control and PWA models are suitable offline optimal control [81], to design
observers for hybrid systems [82], and to perform analysis tasks.

As mentioned earlier, direct modeling of hybrid systems in MLD or PWA form is
usually excruciating. Researchers at ETHZ University developed a program called
HYbrid Systems DEscription Language (Hysdel) [83] which allows the designer to
describe a hybrid system on a textual basis. This is very similar to DHA models and
describes the hybrid system in blocks. They also developed a compiler that converts the
input text to PWA and MLD forms, which is basically transforming DHA hybrid system
to PWA and MLD. The Hysdel language has been used to develop most of the models in
this dissertation.

e Examplel:

x(k) +u(k) if x(t)=0

x(k+1) = {—x(k) +u(k) if x(t)<0 (3-9)
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In this case the constraint x(k) = 0 could be assigned to an auxiliary binary variable,
8(Kk) . Therefore, when this switch is on the system is in one state and when it is off the

system is in another state.

[8(k) = 1] & [x(k) = 0]

(3-10)
According to [79] we have the following general equation.
) ) . fx) <M -6)
x) = 0] & [§ = 1] is true if and onl 1f{
Fey =0l o=1] M@z etm-05 g

where, M and m are the maximum (or supremum) and minimum (or infimum) or f(x)
Thus, assuming that the Maximum and minimum of the x(k) are +10 and -10 (M=+10
and m=-10), (3-10) is equivalent to the following two inequalities.

—md(k) < x(k) —m

—(M +€)8(k) < —x(k) —¢ (3-12)

Then the system’s differential equation (3-9) could be rewritten in the following unique

form.

x(k+1) =28(k)x(k) — x(k) +u(k) (3-13)

Defining the auxiliary variable z(k) = 8(k)x(k), we have the following equations.
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z (k) <M§ (k)
z (k) =mé (k)
z (k) <x(k)—m(1 -6 (k) (3-14)

z (k)=zx(k)—M@1 -6 (k)

e Example 2:

Consider the following piecewise linear system from [79].

cos a(k) —sina(k) 0
x(k+1)=08 sina(k) cos a(k) ]x(k) + [1] u(ko)

3-15
y(k) =[1 0]=x(k) 1)
where,
T
— if [1 Olx(k)=0
a) =4 3,
—3 if [1 0]x(k)<O
(3-16)

x(k) € [—-10 10] x [-10 10]

u(k) € [-1 1]

Using auxiliary variables z(k) € R* and § € {0,1} such that [§(k) = 1] & [[1 0]x(k) =
0 equation (3-15) can be rewritten as follows.
x(k+1)=[I I]z(k)

Thus in this case we have the following equations for the system in the two cases.
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xk+1)=[0%

0.69
_[ 04
x(k+1) = 069
where,

—0.69

0.4 ]x(k) + [2] u(k)
0.69

O |xk) + [2] u(k)

0.4

— 0.69]
0.69

A= | 0.4
0.69

0.4
Az = 0.4

~ 1-0.69

Using the MLD approach discussed earlier,

z1(k) < M&; (k)

z,(k) = mé; (k)

o [[10]x(k) = 0]

o [[10]x(k) < 0]

zy(k) < Aqx(k) + Byu(k) —m(1 = 6,(k))

zy(k) = A1x(k) + Bqu(k) — M(1 — 6,(k))

Expanding in the matrix form, results in the following.

S O OO

(k) +

- 0 07 r 0 7
0 O 0
I 0 0
-1 0 0
0 I 0
0 -I 0
1{/[ % z(k) < _BB
-1 1 B
0 -I —B
0 O 0
0 0 0
0 0 1

L0 0 L—14
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(3-18)

(3-19)



where € is a small positive scalar, B=1[0 1]7, M = (1++3)[1 1]"+B, N =

10[1 1]7, and A,, A, are obtained from (3-15) by setting a = g , —g respectively.

3.2.3 Background on the optimization of hybrid systems

An optimization problem could be expressed in the following general form.

ming f, €3]

Subj. to f;(§) <0,i=1,..,n, (3-20)

where € is the optimization variable which can be defined in the general form of § =
Er] The general form contains the real-valued part §. and the integer-valued part &,.
b

The optimization problem tries to find a vector & that minimizes the objective function

fo(&) such that the inequality constraints fi(¢) < 0 hold.

A point ¢ is called feasible if it satisfies all the constraints f(§) and the optimization
problem (3-20) is called feasible if there exists at least one feasible point in the input
domain. The set of all feasible inputs is referred to as the feasible set. The optimal value

J* of the problem (3-20) is defined as follows.

J =inf{ /()] fo()) <0 i=1,..,n} (3-21)

The solution to the optimization problem from the feasible set of inputs,£*, is
referred to as the optimizer. The optimizer is called a local optimizer if it minimizes the
cost function in a subset of the feasible set and a global optimizer if it minimizes the cost

for the whole feasible set.
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If the objective function and the inequality constraints in optimization problem
(3-20) are convex and no binary variables are present in the optimization variable the
problem is referred to as a convex optimization problem. In a convex optimization
problem the feasible set is convex, and any locally optimal point is also globally optimal.

If the objective function and constraints of the optimization problem (3-20) are
linear, the problem is referred to as a Mixed Integer Linear Programming (MILP)

problem, which can be expressed as follows.

ming C&7
(3-22)

Subj.to GE < g
where G is a matrix and ¢ and g are row vectors. Although the objective function and
constraints are linear, the optimization problem is not convex due to the existence of
integer variables. Thus locally optimal points are not necessarily globally optimal.
Further, MILPs are NP-hard which means the solution time grows exponentially with the
number of binary variables [84].

Several algorithms have been proposed to solve MILP problems including branch
and bound, cutting plane, decomposition and logic-based methods. Details of these
algorithms could be found in [85]. Obviously, if the optimization vector ¢ contains only
real and no integer components, problem (3-22) reduces to a Linear Program (LP),
which is convex which means a local minimize to the problem is in fact the global
minimize and the problem can be solved in polynomial time. Similarly, the Mixed

Integer Quadratic Programming (MIQP) problem can be formulated as follows.
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min;%ETQf + Cé&T

(3-23)
Subj.to GE < g

¢ [ r] , & € R, &, € {0,1}" (3-24)
&b

where Q is a weight matrix.

Mixed integer programming problems are classified in general as NP-hard, which
means that with the available algorithms in the worst case, the solution time grows
exponentially with the number of integer variables [84].

In this dissertation, the objective function is defined to penalize the predicted
evolution of the state, control input and output over the finite horizon N using a norm.
Also the weight matrices and Q are always defined to be full column rank matrices. The
prediction is performed using the MLD model of the system at every time-step within
the prediction horizon which means the MLD model is augmented for N steps to predict
the behavior of the system ahead of time.

If the MIQP problem is solved subject to the MLD model of the system the
optimization vector can be written as follows.

_ _ _ _ T
¢ = [u(0), ..., u(N - 1),8(0),...,6(N - 1),2(0), ..., z(N — 1)] (3-25)

where u, 8, z are the vectors of continuous, discrete and auxiliary variables, respectively.
As can be seen in (3-25), the optimization vector includes discrete and continuous

variables.
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The control input at time-instant & is obtained by minimizing the objective function
subject to the evolution of the MLD model and its mixed-integer linear inequality
constraints. This yields to Constrained Finite Time Optimal Control (CFTOC) problem

which can be expressed as follows.

U* (k) = arg min](x(k),u(k))

Subject to MLD model (3-26)

Furthermore, additional integrality constraints are present on the binary variables
and on binary inputs. Solving this problem yields a sequence of optimal control inputs
U* (k) = [u(k), ...,u(k + N — 1)]7. If a linear norm is used in the cost function of
(3-31), the CFTOC problem leads to solving an MILP and if a quadratic norm is used, it
leads to solving MIQP, respectively.

Several algorithms have been proposed and applied successfully to medium and
large size application MIQP problems [86], the four major ones being:

e Cutting plane methods, where new constraints (cuts) are generated and added to

reduce the feasible domain until the optimal solution is found

e Decomposition methods, where the mathematical structure of the models is

exploited via variable partitioning, duality, and relaxation methods

e Logic-based methods, where disjunctive constraints or symbolic inference

techniques are utilized, which can be expressed in terms of binary variables

e Branch and bound (B&B) methods, where the 0-1 combinations are explored

through a binary tree, the feasible region is partitioned into sub-domains
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systematically, and valid upper and lower bounds are generated at different levels

of the binary tree.
More details and analysis of the multi of multi-parametric programming for MILPs
and MIQPs could be found in [87],[88],[89]. In this dissertation, branch and bound
method is used for solving the MILP/MIQP problem and will be discussed in more detail

in section 3.3.1.

3.2.4 Dynamic Reactive Power Control of Power Systems

The objective of reactive power control is to minimize losses and to keep the bus
voltages within limits while satisfying all system constraints. As mentioned earlier,
cables are usually short in isolated power systems; therefore, minimizing loss is not be
the best option as the objective function in these systems. In this case, a better candidate
is the sum of voltage deviations of critical buses in the system. It should be noted that
when the total voltage deviation is minimized, the total loss of the system is minimized
indirectly. Reactive power control of an isolated power system can be formulated in the

following general form.

min o, N—1),0(0,...N-1) J (X (k), u(k), k) (3-27)
x(k) = f(x(k), uk), k) (3-28)
g(x(k), uk),a(k),k) =0 (3-29)
h(x(k),u(k),k) <0 (3-30)

The cost function given by (3-27) can be chosen to minimize the voltage deviation of
the buses that are more likely to have voltage drop, i.e., load buses. In this problem, the

cost function is chosen to minimize the voltage deviation over a prediction horizon on N.
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The prediction horizon and step size is chosen by the operator to cover the slowest
dynamic of the system and not to exceed the maximum possible computation time for
online control. Hence, assuming the current time instant as ¢, the voltages of the critical
buses of the system should be predicted over the horizon of N to calculate the cost
function. The control action should also be included in the cost function to reduce the
possibility of having too much control action which may result in actuator aging and

damage in the system. Thus, the objective function (3-27) could be written as follows.

— 4{ zllvi(k+t0|t0)_ViNom”{l,oo} +1

J(x,u k) = z

N-1
(331)
k= [ + W1 A0 (K) [l1,00y + W 240 (Kl 1,009
In (3-31), N; is the set of the buses which are more important for voltage control, i.e.,
the buses that are close to the loads, N is the horizon of the optimization, W; and W, are
user definable input weight matrices and V;(k + t4|ty) is the phasor of estimated voltage
of bus i at the time t,+k based on the bus voltage measurement at time ¢,.

As shown in (3-28) and (3-29), the optimization problem is subject to the following

simplified and discretized differential algebraic equations.

-1
1k 1) = 100 + 8¢ (700 + Vier6: (1))

1 (3-32)
Vi(k) = Vpei (k) = T_Vx1 (k)
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xi(k +1) = x;(k) + At <__1xi(k) + QRef,DGi(k)>

TQ,l
. (3-33)
Qpe i(k) = T xi(k) , i=2,..,Npg
Q.
x(k + 1) = x;(k) — At (x;(k,) + Quo j (VD5 (k) — Vbt(k))>
q]
(3-34)
_ [ %® b :_
QL k) = <K + QLOj(V t("))) , J=Npg+1,...,Npg + Np,
> P, = Y|, (W, ()G, cos(@, (k)= 0, (k))+ B,, sin(8, (k)= 6, (k)))

(3-35)

v, (0, (G, sin(@, (k) -6, (k) - B, cos(8, (k) -, (k)))

>0.0=3

where Np;is the number of DGs and Np; is the number of dynamic loads. The DAE
equations (3-32) through (3-35) are simplified DAE equations of the sources and loads
and the network equations of the system. Equation (3-32) represents the dynamics of the
master generator; (3-33) the dynamics of PQ controlled DERs and (3-34) the dynamics
of the loads and (3-34) are the network equations. In (3-36), ). Q,,(k) is the sum of the

reactive power injected and withdrawn from bus n as follows.
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NpGn NpLn

NCTL
Yot ={ Y et |+[ Y 0o |- > 00
i=1 c=1 j=1
- D @y
p=1

(3-36)

where, Npg k> Nen, Npp ns N, are the number of DGs, compensators, dynamic loads and
static loads connected to bus n respectively. Figure 3-4 shows the injection and

withdrawal of reactive power to and from bus 7.

Bus n

DG Reactive injection . .
Dynamic load reactive

consumption
01k) J=1,...,num of static
loads

. i(k
i=1,...,num of DGs Ok)
Compensator Reactive

injection

c=1,...,num of O.(k)
compensators

Static load reactive
consumption
Or(k) p=1,....num of static

loads
L .
Reactive injection from °*e

other buses

Reactive injection to

.. N{)ther buses

Figure 3-4 Injection and withdrawal of reactive power from bus n

The simplified nonlinear system equations should be converted to the MLD form

following the procedure depicted in Figure 3-5.
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x(k+1) = Ax(k) + H.u(k]“

System Piecewise (6,60 = 1] - |
¢ Flecewise 1 V(k) = Cax(k) + Dau(k) (ke + 1) = AKX () + Byu(k) + By 6(k) + Baz(k
equations Linearization MLD x(k + 1) = Ak )x (k) + Byulk) + Bad(k) + Baz(k)
i = flxuk) [6:(k) = 1] = [X{if\:}l} e ;”i‘:‘}“ y(k) = COx(K) + Dyu(k) + Dy5(K) + Dz (k)
: () = Caxlk) + Dyulk
‘:;(x.u,O.R} =0 Discretiziation ) x(k + ;} = A, x(k) + Bu(k) E6(k) 4 Eyz(k) = Ejx(k) + Eju(k) + 5
[6, (k) = l|"'[ V(k) = Cox(k) + Dyulk)

J

Figure 3-5 Converting the system to MLD form

Equations (3-29) and (3-30) include the bus voltage limits, compensator limits, cable

thermal limits and power equality of the system given by following equations:

mein < |Vb(k)| < Vb Max b= 1, ""'NBus

Qcmin(k) < Qc(k) < QcMax(k) c=1, ""Ncomp (3—37)
e (R < et max cl=1,..,Ngy

where N3, is the number of buses, Ncomp 1s the number of compensators and N,; is the
number of the cables, |V}, (k)| is the voltage magnitude of bus b at time k, Q. (k) reactive
power setpoint of compensator ¢ at time k and |I; (k)| is the current of cable ¢/ at time k.
The thermal rating of an overhead line is the maximum current that the line can handle
without overheating and it is highly dependent on the conductor and insulator materials
and the working condition.

Figure 3-6 shows the prediction of the voltages in the system using the model (3-32)
through (3-35). This figure shows the predicted voltage profile of two buses in the
system over a horizon of N with step time of k. The objective of model predictive control
is to select a control sequence force the voltage to follow the reference voltage profile. In

the voltage and reactive control of the isolated power system, the main goal is to make
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the bus voltages achieve the nominal voltage value which is usually constant and equal

to 1 per unit.

N
\ \ \ \ \ \ \ \
VI(P-U-) I I I I I I I I
| | | | | | | !
[ [ [ [ ,‘\ R A e
| | | | | | |
\ \ \ o1 \ \ \ F\\
Vl-nnm ‘ I‘_'-g:‘L 1 1 1 1 AN
I'_/.;/x e e N AN
. } T [ | | | | N AN
| \ \ \ \ \ \ \ N
\ \ \ \ \ \ \ \ N
e SN N N Control sequence 1
| | | | \ \ \ \ N
I I I I I I I I )4
A O T N I SN
T N conper 5
>Control sequence
\ \ \ \ \ \ \ \ -
V2 (Pu) I I I I I I . - . ,// :
I I Lo S 1T — 1 I -
\ I A \ \ \ \ \ -
V2-nom - # N ;_ "r_ T‘_ T‘_ ! | | -
O | \ \
.//_‘x\‘d)—'__&
| f ! [ I | \ |
\ \ \ \ \ \ \ \
V(o) | \ \ \ \ | | |
\ \ \ \ \ \ \ \
\ \ \ \ \ \ \ \
| | | | | | | | N
7
ty+lty+2 ty+N

o Discrete time (k)

Figure 3-6 Prediction of the voltage profile of buses in the system for MPC

Hypothetically, if the system has only one control input, the control sequences

discussed in Figure 3-6 may look like Figure 3-7.
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o 7 Control sequence 1
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o |
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4
to+1f0+2 l‘0+N
o Discrete time (k)

Figure 3-7 Sequence of control inputs

By combining Figure 3-6 and Figure 3-7 Sequence of control inputsFigure 3-7,
Figure 3-8 show the concept of model predictive control with a discrete prediction of

voltage over the horizon N.

Past | Prediction horizon, N
Vel
LU0 .........l‘ BB B

....0.lt.....i...ll-.,‘_\nl
®

L]
= a 0
\'1\..0

t+M N

——
Control hornzon, M

Figure 3-8 General concept of model predictive control
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Each step of the time horizon is subject to one set of MLD equations. For example

the step 19 of the time horizon of an example system is subject to the following MLD

equations.

| #1| Numeric value|
| #2| Numeric value|
| #3] Numeric value|
| #4| Numeric value|
| #5| Numeric value|
| #6] Numeric value|
| #7] Numeric value|
| #8| Numeric value|
| #9] Numeric value|
| #10| Numeric value|
| #11| Numeric value|
| #12| Numeric value|
| #13] Numeric value|

Element-wise inequality 6x1|

Equality constrain

t (derived) 1xI]|

Element-wise inequality 4x1|
Element-wise inequality 4x1|

Element-wise

inequality 2x1|

umin <u_19 < umax]|
u_193)in [0 1 2]

xmin < x_19 < xmax|
xmin <x_20 < xmax|
ymin <y 19 < ymax|

Equality constraint 2x1| x_20 == A*x_19 + B1*u_19 + B2*d_19 + B3*z_19 + BS|
Equality constraint 1x1| y 19==C*x_ 19+ DI1*u_19 + D2*d 19 + D3*z_19 + D3|

Element-wise inequality 6x1|

Element-wise inequality 6x1|

Element-wise

inequality 6x1|

Equality constraint (derived) 1x1|

Element-wise
Element-wise

inequality 4x1|
inequality 2x1|

E2*d 19+ E3*z 19 <=El*u_19 + E4*z 19 + E 5|

MLD.zl <z_19 < MLD.zu|
umin <u_18 < umax|
u_18(3)in [0 12]|
xmin < x_18 < xmax|
ymin <y 18 <ymax|

Thus, the MLD equations are repeated N times in the constraints of the optimizations

with N being the time horizon of the optimization. Thus, the MLD constraints are

augments to the number of step times in the time horizon. This process replaces the

difference equations with chained algebraic equations with each step depending on the

pervious step, which makes it understandable for the optimization software. The concept

of augmenting MLD constraints at each step time is shown in Figure 3-9.

MLD constraints

MLD

I 2
[ [
[ [
\ \
\ \
[ [
\ \
[ [

[

\
ty to +1ty+2

Discrete time (k)

R B
Vv

ty+N

Figure 3-9 MLD constraints of the optimization problem at each step time
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In (3-28), (k) is the vector of the state space variables as follows.

x(k) = [21(K) . 20 () o 2,5 C) | T (3-38)
1= 2, ""NDG , ] = 1, ---'NLoad

where Npg is the number of DGs and Ny, is the number of loads, x; (k) is the state
variable of the master generator which is numbered as the first DG, xps ; (k) is the state

variable of the i'th DG, XLyj is the reactive power state variable of j’th load.

In (3-28), the control variables in the v(k) vector can include voltage and reactive
power of generators, Generated reactive power of compensators. Some or all of these
inputs may be used in the reactive power control based on the studied power system and
based on the needs. Thus, v(k) which is the vector of continuous control inputs is defined

as follows.

v(k) = [VRef,DGl (k) Qrefpgi(k) ... Q- (k) T
i=2,..,Npg, c=1,..,Neomp (3-39)

where Vger pg1 (k) is the reference voltage of the master generator and Qgespg i (k) is
the reference reactive power injection of i’th DG, Q. (k) is the reactive power reference
of ¢’th dynamic compensator if dynamic compensators are present in the system. o (k) is
the vector of the discrete control inputs to the system, i.e., o(k) = [0'1 aNsw] where

Nsy 1s the number of controllable discrete inputs in the power system. The augmented
control vector u(k) is defined as the augmented vector of discrete control and
continuous control inputs, i.e. u(k)=[v(k) a(k)]. Figure 3-10 shows the process of

calculation of the objective function in (3-31).
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Master generator

-1
w0 = x(k+1) = x,(k) + At (T_V x1 (k) + VRef,Dm(k))

Vi(k) O.(k)
L ) J—L Network equation
e N
PQ mode DGs Py(k), O(k) N
xi(0) E:“ ) x;(k+1) = x;(k) + At (% X; (k) + Qref pai (k)) ZR’ ©= ; £ (k)HVJ © (Gﬂj 2056 (=00 + B, 606, (k))) Objective function
o N
i=1,..., num of PQ DGs >0,00= ), ®)|V, (G, sin@, k)~ 6,(k))~ B, cos6, (k) 6,(k)))

j1

S ) Pulk), Ou(k)

Dynamic loads

P i(k), Or (k)

O e 1 =00 - e (XJ'T(") + Qw0 (VP5(0) = vbr<k>))

qj

J=1,..., num of dynamic loads

Figure 3-10 Process of calculation of the objective function
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In the next part we will discuss how we derived the simplified differential equations
defined by (3-28), the algebraic equations defined by (3-29). The differential constraints
of the system expressed in (3-28) include the dynamics of the generators and the loads in
the power system. These equations are usually expressed in continuous time domain and
then discretized and linearized. First of all, we discuss the dynamics of the sources in
time domain. Then we will discuss how we simplified and discretized the equations for

reactive power control.

3.2.4.1 Sources

Generators should be modeled with appropriate amount of detail for the study. For
synchronous generators, the model should include automatic voltage regulator, exciter,
turbine and governor [90], [91]. Model of the synchronous generator can be significantly
simplified by neglecting stator dynamics and the decrease in accuracy of the model is
negligible with such simplification. Hence, neglecting generators stator dynamic is very
common in the literature [91]. Following equations model the synchronous generator

rotor dynamics and exciter dynamics in continuous time domain.
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, AEq(t) , ,
Tdot% = —Eg(t) — Xai — Xgi)lai () + Efqi(0)
, dEg(t) , ,
Tooi—gr— = ~Eai(®) = (Xqi = Xg:) i (©)
ds,(t)
C;t = w;(t) — ws
2H dw;(t) o
— ———= = Ty (£) — Eqi (D14 (t) — Egi () 15:(0) — (X0y — X)) 10 (©)15:(6)
w dt
S
(3-40)
— Di(w;(t) — wy)
dEfq;i(t)
T fd_g = - (KEi + SEi(Efdi)) Efqi(t) + Vgi(t)
Ry (1) Kpi
fi _ Fi
g —Rs(t) + T_FiEfdi(t)
AV (1) Ko Ko
—gp = ~Vi(® + KaRpu(® = === Erai(®) + Kai(Vreyi = Vi(®)
l

6 :rotor angle (radian)

w :rotor speed (radian per second)

Efq;: exciter voltage on stator base (p.u.)

Eq (E;): quadrature (direct) axis transient voltage (p.u.).

I4;(14;): stator g-axis(d-axis) component of currents (p.u.)

V;, 6;: bus voltage magnitude and angle respectively.

Xgi» X4 direct axis synchronous, transient and sub-transient reactance (p.u.)

respectively.

X

ql-,Xqi': quadrature axis synchronous, transient and sub-transient reactance (p.u.)

respectively.
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T,, : direct axis open circuit transient and sub-transient time constants (seconds)
respectively.
T,o : quadrature axis open circuit transient and sub-transient time constants (seconds)
respectively

Also Sg, Tr, Kg are the exciter gains.
Stator algebraic equations are written as follows.

Eq(t) — V(t)sin(8(t) — 6(t)) — Rgly(t) + Xgla(t) =0

Eq(t) = V(£)cos(8(t) — 8()) — Rylq(t) + Xgla(t) = 0 (3-41)

where Rgis the stator resistance. In order to derive the network equations, we have to
compute the generated active and reactive power of the generator. The generated active

power equations are as follows.

Pyen,i (Vi) = 14;(£)V;(t) sin(8;(t) — 0;(t)) + 14;(t)V; (t)cos(6;(t) — 0;(t)),

i=1,.,m (3-42)

where 6; is the phase of bus i. The generated reactive power by this generator is
calculated as follows.

Qgeni(Vi) = I5;(©O)V;(t) cos(6;(t) — 6;(t)) — I (H)V; (£)sin(8;(t) — 6;(t)),

i=1,..,m (3-43)

Generators have some physical constraints on the amount of reactive power that they
can produce or consume. The reactive capability limits of the generator should be

considered in dynamic reactive control studies. The continuous reactive power output
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capability is limited by three constraints [90]: the armature current limit, the field
current limit, and the end-region heating limit.

Although the model presented in (3-40) to (3-43) may be used as the plant model in
reactive studies, using this model as the prediction model makes the computational time
of the optimization too long. Thus, the full model may not be used for prediction and
simplifications should be applied. We used system identification methods to achieve a
simple model of the component that can be used in the prediction model in this research.
Since mainly the output voltage of the master generator is important in volt/Var studies,
the model should describe the change in output voltage as a result of a change in the
input voltage reference. Hence, an input-output model with the reference voltage as the
input and estimates the output voltage is enough as the prediction model. In this
research, a first order model which is derived based on the step response of the voltage is

used as the prediction model for the master generator.

Vpg 1(8) _ 1
Veerpe1(s)  Tys+1 (3-44)

where Ty, is the time constant which is identified with system identification. For the
master DG, the simplified state space equations can be derived by transferring (3-44)

into the state space form as follows.

) -1
X, () = T_Vxl(t) + Vrer,pe1 (k)

1 (3-45)
Vpe1(t) = T_V x1(t)
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If more accuracy is needed, especially for small systems with limited number of DGs, a
2" order model could be used to estimate the voltage. The general form of the 2™ order

model is as follows.

Vpg1(s) w?

Vrerpg1(s) 52+ 28ws + w? (3-46)

The discretization can be performed using the following formula.

x(k+1) —x(k)
At (3-47)

d J—
Ex(t) =

e Example:
The master generator state space equation (3-48) can be discretized using (3-47) as

follows.

-1
x(k+1) = x,(k) + At (T_V xy () + VRef.Dcl(k)> (3-48)

Figure 3-11 shows the actual generator voltage response and the estimated voltage
using 1% and 2™ order models for a step of 0.05 p.u. in the reference voltage of the

synchronous generator.
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Figure 3-11 Actual synchronous generator voltage and estimated voltage using 1* and
2" order models

As can be seen in Figure 3-11, the actual response of the generator is smaller than the
reference due to saturation and system dynamics; however, the identified model can be
adjusted by adding an extra gain on the identified model. Figure 3-12 shows the

schematic diagram of a typical controller for DFIG wind generator.

Ps, Qs
it
Rotor side converter Grid side converter
Pr, Qr ovP
—
g I :
Gear 1 “ .~
= ’ T]_‘
DFIG G
T - Transformer Vs,7s Vb, Vb Grid
. sw l forla
Crowbar Sw o i Vo
set
DC voltage control
Reactive power control
T vi Vimeas ——— Qe
Speed control set | Torque control o !
Pitch control PF control GSC Control
WT Control RSC Control

Figure 3-12 Schematic diagram of conventional control of DFIG wind generator
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The dynamic equations are obtained from Newton’s equations of motion for each

mass (rotational speed) and shaft (torsion or twist angle) [92].

dw,(t P,
21,20 = 2 1, 0
(3-49)
1 d6y,(t)
e b LRORNG 550
2H, da:lrt(t) = Tsn(t) — Te(t) (3-51)

where w, and w, (p.u.) are the turbine and generator speeds, respectively; Oy, (rad) is the
shaft twist angle; H, and H, (sec) are the turbine and generator inertias, w¢g (rad/s) is the
electrical base speed, P, (p.u.) is the turbine input power, and 7y, and 7, (p.u.) are the

shaft and generator torques which are defined as follows.

db,,,
Ton(t) = kb (©) + ¢ (22 D)

s 3-52)
)i+ (“2D) 00

N

éqs(t)
a)S

T (t) = <

where k (p.u./el.rad) and ¢ (p.u.s/el.rad) are the shaft stiffness and damping coefficients.
In this dissertation, the dynamic equations of the DFIG are described in the dg frame

with the d-axis leading. First, following variables are defined.
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eqs (t) mrr wslpdr

eds(t) - mrrwslpqr
. Lp*
Ly =Lss — Lm (3-53)
rr
er
T, = —~
e RT.

where Y, and Y4, (p.u.) are the rotor g- and d fluxes, R, (p.u.) is the rotor resistance,
Ky = Ly/L,y and Ly, L., and L, (p.u.) are the stator, rotor, and mutual inductances,
respectively.

For balanced and unsaturated conditions, the corresponding p.u. DFIG model is as

follows.
wsl:s diqs(t) p
C‘)—el dt Rllqs(t) + wsL Lds (t) + eqs(t) Trws eds(t) — Vgs (t)
+ Kmrvqr (t) (3_54)
wsL dlds (t) ,
Wep dt Rllds(t) wsL lqs(t) + eds (t) + Trws eqs(t) - vds(t) (3_55)
+ Kmrvdr (t)
(3-56)
1 dégs(t) . 1 wr\ |
w_l dt = Ryigs(t) — ﬁeqs(t) + (1 - w_> €as(t) — K Var (t)
e rWs s (3_57)
1 déy (t) 1
w : dt RZ lgs (t) + (1 - _) €qs (t) w eds(t) - Kmrrvqr(t)
e

where i, and iy (p.u.) are the stator g- and d-axis currents, w; (p.u.) is the synchronous

speed, we = we w5, Rs (p.u.) is the stator resistance, and Ry = R + R and R, = K2,..R,.
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The generator dynamic equations could be divided into three parts: stator electrical
(3-54), (3-55); rotor electrical (3-56), (3-57) and rotor mechanical (3-51). Similar to
synchronous generator, stator transients are neglected without losing accuracy [90]. The
ac voltage of the rotor-side converter is dependent on the control objectives of the wind
generator. The grid side converter is responsible for controlling the capacitor voltage
which is equivalent to sending the maximum active power to the grid and also reactive
power control. The controller is usually designed in the converter dq-axis with
decoupled control on real and reactive power. The rotor side control is not of interest in
this dissertation and more details could be found in [93].

The active and reactive power sharing between the wind generator and the network

could be written as follows.

Vs (OVp (£)sin(ye (t) — ¥5 (1))

Pgria(t) = N
Qgrialt) = V2 (1) = V()W (t))(cos (Ve () — V5 (1)) (3-58)

Figure 3-13 shows schematic diagram of a typical controller of photovoltaic source [94],

[95].
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Figure 3-13 Schematic diagram of conventional control of photovoltaic source

The photovoltaic source may be modeled as a current source. In the ideal condition the

following equation holds for the output current [96].

qV
1(t) = Lpyceu — locenr [exp (ﬁ) B 1]

Iq

(3-59)

where I,y cei1 1S the current generated by the incident light which is directly proportional
to the Sun irradiation, /4 is the Shockley diode equation, /e is the reverse saturation or
leakage current of the diode, ¢ is the electron charge which is equal to 1.60217646 X
107" C), k is the Boltzmann constant which is equal to 1.3806503 x 10~ J/K, T is the
temperature of the p—n junction in Kelvin, and a is the diode ideality constant.

The same system identification approach as in (3-44) shall be used to limit the
number of dynamic equations for the prediction model. However, since the PV and wind
sources are controlled in PQ mode, the dynamic response of reactive power output of the

source to changes in reactive power setpoint is required for the prediction model.
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Qg i(s) _ 1
Qrefpci(s) Tois+1 (3-60)

where T, is the time constant which is identified with system identification and
Qref,pc i () is the reactive power reference and Qpg ;(s) is the reactive output of ’th

DG in frequency domain.

For the other DGs in the system, the simplified state space equations are as follows.

d -1
o x;(t) = Exi(t) + Qref,pai(t)

1 (3-61)

x;(t)

Qpg,i(t) = Tox

By simplifying the differential equations, the state space vector of the system presented
in (3-38) will change to the following. Figure 3-14 shows the reactive response of a wind
DG and the estimated reactive power using system identification when a step in reactive

power setpoint is applied to the DG at #=0.6s. The time constant, Ty, for this case is 0.06

seconds.
1 I I
| |
l l
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g 05 —==Actual Q
5 I
) | |
o | |
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Time(s)

Figure 3-14 Reactive response of a wind DG and the estimated reactive power
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x(t) = [x1(t) ... x; (L) ... XL (@) -]

: . (3-62)
L= 2, ""NDGS ,] = 1, ---:NLoad

where x; is the state of the master generator, x;’s are states of the other sources and

XL,j are the states of the loads.

3.2.4.2 Loads

The power consumed by most of the loads in a power system is voltage dependent.
Hence, the load admittance varies dynamically with the voltage which means that when
the voltage decreases the consumed power of most of the loads decrease. However, after
the disturbance, internal controllers of the most of the loads like thermostats of electrical
heating and power electronics converters which regulate the rotational speed of
machines restore the power demand of the load. The new power demand usually settles
usually below or equal to the pre-disturbance level. This self restoring behavior of the
load can be described using second order differential equations as described in [73],
[97], [98]. One set of equations model the active power and another set model the

reactive power of the load [99].

dx;, j(t) _ X i(©

dt Tp

+ Py j (V9 (t) — V()

(3-63)

Pj

PLj(t) = (xL,; j(t) + PLoj(Vat(t))>

In (3-63), x;,;(t) is an internal state variable which models the load recovery

dynamic of the j’th load with the time constant 7,. The instantaneous voltage
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dependency is expressed by V* and the steady-state voltage dependency is given by V.
In this model, the actual active power P, can be considered as an output, the absolute
value of the load voltage V' is the input and P;y; is the rated active power of the load.

Similarly, the load model for the reactive power is defined as follows.

dx,, j(©) x50 ) )
- T, + QLOj(Vb () = VPe(D)

X1, (6) (3-64)

Q. j(®) :< T

qj

+ QLo j(Vbt(t))>

where Qr; is the rated reactive power of the of the ;’th load and @, ;(t) is the actual
reactive power of the j’th load at time ¢+ and 7, ; is the load reactive recovery time

constant of the j’th load. Figure 3-15 shows the currents and the voltages of the load.

Bus n
1(0)
> N

140 Or(0)
P

Figure 3-15 Load current and voltage

Linearizing (3-64) around the operating point of the system yields to the following.

deqj(t) B _quj(t) X be—1 _ * be—1
n — T, + QLoj[bs(V () b, (V*(1)) 1V(®) (3-65)
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where, V* is the operating voltage of the bus connected to the j’th load. Mathematical

manipulation of (3-65) yields the following linear transfer function.

AQ, = Q (C +quDS>
YT Tgys 1 (3-66)
where the matrices C and D are defined as follows.
V* bs—1 V* bg—1
s omu(p
S\V, "\, (3-67)

where V,, is the nominal bus voltage and VV* is the operation point of the bus voltage.

It is important to take into account the high reactive power consumed by the motor in
the startup [100]. In such a case, the rating of the upstream equipment may need to be
rated higher than the steady-state condition and some adaptation should be performed on
the controller to alleviate the voltage drop as much as possible [101]. The amount of the
voltage dip caused by motor startup is directly related to reactive power need of the
motor load during startup. The typical value of the power factor for motors under 1000
HP is about 0.20 [102]. The locked rotor kVA per HP is defined for each NEMA code
letter (Appendix A) which can be used to determine the expected startup reactive power
need of the motor [103].

In addition, large squirrel-cage induction motors and industrial synchronous motors
draw several times their full load current from the supply causing a power factor in the
range of 0.15-0.30 lagging during their startup. The actual shape and magnitude of the
staring current curve depends on the voltage at the motor terminals, the motor design,

and the characteristic of the load which is connected to the motor [104].
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3.2.4.3 Network equations for balanced microgrid

The algebraic equations include the network equations of the power system. Network
equations can be expressed in either power balance or current balance form. The current
balance from is more common in software packages. Figure 3-16 shows the connection

of synchronous generator to the rest of the network.

4 )
_: 1 m+1 &
[ J
o o PL,m+1 (Vm+1) +
—e | Network ° jQL,nHI (Vm+1)
e equations
Pri(Vi) +jOLi (V)
[ J
| o n e
m PL,n(Vn) +jQL.n(Vn)
PLm (Vm) +jQLm (Vm) \ j

Figure 3-16 Connection of synchronous generators and the rest of the network

In this section, we derive the network equations for balanced and unbalanced
networks. If the net apparent power injection into the bus » is defined as S,=Sg,-San , We

can express S, as follows.

S, @) =V,(®O1, () (3-68)

where V, is the phasor of the voltage of the bus V,()=|V,(¢)|£6, assuming that the
voltages are balanced. /; is net of the injected current into the bus » which can be

expressed as follows.
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1.(t)= iYmVj () (3-69)

where, Y,; are the admittance matrix elements and V; ’s are voltages of the buses.

Substitution of (3-69) into (3-68) yields to the following equation.

S (=", (z)(; YV, (t)J =V, (t); Y, V, () (3-70)

If the system is balanced, Y,; which is a complex number can be expressed as
Y,=G,1jB, where G, is the real part and B,; is the imaginary part of the admittance
matrix element Y,;. Given that S,(f) =P,(f)+jO.(f), we can express (3-70) as two

equations, one for the real power, P,, and one for the reactive power, Q,(¢), as follows:
N

PNACEDS

j=1

N

2.0,0=>

j=1

V0, 0)(G, cos(@, (1) - 0,(1) + B, sin(6, (1) - 0,(1)))

(3-71)

vV, 0|G, sin@, (©) - 0,(t)) - B, cos(6, (1) - 0, (1))

The two equations of (3-71) are referred to as power flow equations. Obviously,
power flow equations are nonlinear, thus, they need to be linearized in order to be used
in the hybrid control scheme. The power flow equations are very complex and are
functions of many variables. Thus piecewise linear approximations of any one variable
will depend on the value of the other variables. Thus, we seek to simplify the equations
based on some observation of the power system.

The resistance of the cables in power system is usually significantly less than the

reactance and the x/r ratio is often between 2 and 10. Further, in most of shipboard
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power system and MicroGrid applications, the cables are fairly short. Also, angle
difference between buses in power systems is directly coupled with the active power
flow of the system. Usually, the difference between the voltage angle of the adjacent
buses which are connected by a cable is less than 10-15 degrees [105]. It is extremely
rare to ever see such angular separation exceed 30 degrees. Figure 3-17 confirms this
observation for a MicroGrid which encounters heavy loading and loads changes. As can
be seen in Figure 3-17, most of the angles are small and do not experience significant

changes during different load conditions of the MicroGrid.
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Figure 3-17 Bus angles for a MicroGrid for a case-study with changing loads
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This observation can help us to eliminate the trigonometric functions in (3-71)
considering the fact that the angular difference across the cables only appears as the

argument of the trigonometric functions sine and cosine.

3.2.4.4 Network equations for unbalanced microgrid

Single phase load connected to the buses of the power system or distributed along
the lines are the main reason of imbalance in the distribution system. Further, single-
phase loads may vary significantly during different times of the day or week, or season
[106]. Also, operation of fuses may cause a significant amount of load to be
disconnected from the system and substantially increase system imbalance. Large
voltage imbalance (>3%) results in high ripple currents on the dc bus of the three-phase
inverter-based DERs. These ripples in the current may have a degrading effect on the
inverter and the energy sources [106]. It should also be noted that most rotating
equipments, specifically generators, are designed to operate with no more than as
specified current imbalance (ANSI/NEMA MG 1- 2006). Further, imbalances in the
distribution system or load imbalance can cause negative sequence currents. Three-phase
DERs and motors have limited negative sequence capability and may be damaged by
imbalanced load conditions but the damage can be minimized by the use of a negative
sequence current relay. The maximum allowed continuous voltage unbalance in the
distribution system is 5% according to NEMA MGl1.

It should also be mentioned that in power systems, most voltage unbalance
conditions are due to magnitude inequalities while the phase-angles are equal (120° or

21/3) or nearly equal [1]. If the voltage unbalance is in this category and the inequalities
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in the magnitudes is less than 1%, the DER with an inverter interface can compensate for
the voltage unbalance by providing different amounts of reactive power on each phase.
This local control scheme is beyond the scope of this dissertation and the interested and
the interested reader is referred to [1] for more information.

The objective function and power flow equations of the formulation in previous section

should be changed for the unbalanced power system.

N-1

J(x,u, k) = Z z {||ViA(k +1olto) — ViNomll{1,z,oo}
k=0 \ ieN; (3-72)

+ ||VLB(k + tolto) - ViNom||{1,2,oo}
+ ||Vlc(k + tolto) — ViNom”{l'z,oo} } + ”WlAv(k)”{l,Z,oo}

+ [[W2A0 (k) (1,2,00)

where VA (k + tolty), ViZ(k + tolty), Vi€ (k + to|t,) are the predicted voltage of phase
A, B and C of bus i, respectively.

The problem is solved subject to differential equations of the sources and loads
(3-32), (3-33), (3-34), and the constraints of the system (3-37) and the network
equations. The network equations for the unbalanced system are solved in an iteration
fashion and each iteration is as follows. A ladder iterative technique can be used to solve
the unbalanced power flow [107] , [108]. The power flow equations are as follows for
two adjacent nodes.

Vapc" (k) = a; Vapc" (k) + by Igpc™ (k)

Tapc" (k) = ¢ Vap™ (k) + dy Ip™ (k) (3-73)
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Figure 3-18 shows the structure of two adjacent nodes n, m in the power system.

Node n

n
I abc

n
Vabc

Series component

I abc

Node m

m

m
Vahc

Figure 3-18 A series feeder component

In this formulation the loads and PQ generators should be converted to current as

follows.

I;(k)

-

Si(k)
Vi(k)

)

*

(3-74)

The interested reader is referred to [107] for more information about the iterative

distribution power flow. Figure 3-19 shows the process of calculation of the objective

function in this case.
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Master generator

-1
00 =) x(k+1) = x (k) + At (le(k) n VRef_D(,-l(k))

Vitk) Ouk)
L ) Network equation
, \ J
PQ mode DGs
1 Pi(k), Ok) ) . Vape (k) = @, Vo™ (k) + by 1. ™
x(0) :"> xi(k +1) = x;(k) + At (mxt(k) + Qrer pei (k)> Isi(k) = (W) awe (1) = Va0 + be faac™ () Objective function

Tape" (k) = € Vape" (k) + dy Igpe™ (k)

i=1,..., num of PQ DGs

, \ ]

Dynamic loads Py (k) Or k)
Pifk). Ouk . e
1K), Quj(k) Py ) + 704y 00
Vin (k)

Ij(k) = (

O e =500 -4 <ij(k) + Quo) (V) - V‘”(k)))
aj

Jj=1,..., num of dynamic loads

Figure 3-19 Process of calculation of the objective function
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In the next part, we will discuss modeling of all the elements in the unbalanced

power systems, which are used in the unbalanced power flow.

3.2.4.4.1 Lines

The series impedance of a line section / is represented by a 3x3 matrix [109], [107]:

Z; = |Zabl Zpbi Zpc,i

Zaal Zab)l Zac,l]
Zac,l Zbc,l ch,l

(3-75)

3.2.4.4.2 Loads

Loads in power system can be modeled as constant current, constant power and
constant impedance and either one can be Y-connected or A-connected. Assuming that
load Li is connected to bus i, V; is the three-phase voltage in bus i, ;; is three phase load
current, then following load models can be used in the distribution power flow [108]:

1) Grounded-Y, constant power load

(SN
Iu(k) = (Vi (k)) -
where,
SaLi(k) 0 0
Spi(k) = 0 Sp,Li(k) 0 (3-77)
0 0 Seri(k)

2) Grounded-Y, constant current load
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I;(k) =[ari o Iewi]”

3) Grounded-Y, constant impedance load

where,

I;i(k) =Y Vi(k)

ya,Li 0 0
Y= 0 Yb,Li 0
0 0 yc,Li

4) Ungrounded-A, constant power

where,

ILi(k) =TT [SLppi(TVi(k))—l]*

-1 0 Sa,Li(k) 0
1 _1] ) SLppi(k) = 0 Sb,Li(k)
0 1 0 0

5) Ungrounded-A, constant current

Ii(k) = T I1ppi(k)

where ILppi(k) = [Iab,Li(k) Ibc,Li(k) Ica,Li(k)]T-

6) Ungrounded-A, constant impedance

where,

Ippi(K) = Uapri(®)  Iperi(k)  leqri(k)]™
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Sei (k)

(3-78)

(3-79)

(3-80)

(3-81)

(3-82)

(3-83)
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Yapri 0 0 Vap,i (k)
YLppi = 0 Vb, Li 0 | Vppi(k) = [Vpei(k) (3-85)
0 0 Yea,Li Vca,i (k)

3.2.4.4.3 Shunt capacitors

Similar to loads, shunt capacitors can be Y connected or A connected and can be

modeled exactly the same as Y or A connected constant impedance load, respectively.

3.2.4.4.4 Transformers

A general three-phase transformer model is shown in Figure 3-20, where V,
represents primary voltage, V; represents secondary voltage, Y, represents core losses,

and Z, represents leakage impedance.

| { I, F
| <

Figure 3-20 Transformer model

All types of three-phase transformers, such as A - Yy transformer, Y - A transformer

or Yy-Y), transformer can be modeled in this framework [110].

3.2.4.4.5 Distributed energy sources

Distributed energy sources are classified as PQ or PV depending on their operation

mode. If the unit is operating in PO mode, the unit model is identical with constant
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power load, except that the current is being injected into the bus instead of being drawn
from the bus. However, if the unit is in PV mode, the connected bus is modeled as a PV
bus. In this case, if the computed reactive power generation is out of the reactive
generation limits of the unit, then the node can no longer be modeled as a PV bus. Thus,
the unit acts as a PQ unit and the reactive power generation of the unit is set to the
maximum limit.

The unbalanced power flow (3-73) needs to be solved iteratively until the voltages
and currents converge to the solution. The iterative power flow takes a large amount of
computation time even for the static system analysis. Further, the power flow should be
solved by the optimization and control algorithm. Thus, we seek to find a linear relation
between the variables of the power system and the bus voltages. The linear relation can
be introduced by sweeping each of the power system variables in their complete possible
range. The sweeping of the parameters can be performed individually which means for
example Vpq (k) can be swept from 0.95 to 1.05 and the sensitivity of the bus voltages
of the system are calculated to a change in Vpg;q (k). If for example the linearization
yields to two sections for Vp ;4 (k) for a bus voltage of bus m, then we have the following
two equations.

[0.95 095 0.95]7 <Vpe(k) <[1.02 1.02 1.02]" > V,,(k)
= Pim Vpe1(k) + k
[1.02 1.02 1.02]7 < Vpgi(k) <[1.05 1.05 1.05]7 — Vi (k) (3-86)

=pimVpe1(k) +k
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Next, Vg1 (k) is fixed to a value inside one section and another parameter is swept
within its range. This method has an inherent error since the parameters are not changing
together. Also, the number of sections can increase fast since each section can get
divided multiple times for the next parameter sweeps. The user can decide the accuracy
of estimation of the voltages by limiting the total number of sections in each step.

Another method is to sweep the parameters all together and try to find the sections
based on the bus voltages. Then a hybrid identification method like the one presented
[111] can be used to determine the clusters and the linear regressors. This method
usually yields to results that are more accurate especially if the number of clusters is
chosen reasonable based on experience with the system. We will discuss the hybrid
linear identification method for piecewise linearization with more detail in the next
section.

Both of these linearization methods can take several hours depending on the size of
the system and number of the variables but the whole process is performed offline. Once
the linear relation is driven, it can be used in the reactive power optimization to calculate

the cost function.

Npg NpL

VOl = Bl Vo1 (01 + ) (914005 100) + D (Plinpm @iy ()
i=2 j=1

(3-87)

N¢
I I
+ Z(pvlc"'NDG‘HVDL'm QC(k)) + pl\;D6+NDL+NC+1,m
c=1

I . .
where p.*  is a regressor matrix.
Lm

101



I;,A
Dim 0 0
I; I;,B
pi,m = 0 pi,m 0

0 0 pi
Vi (k) Vi1 (k)
Vi (k)| = Vm’z(k) Vb (k)| = Vpal’z(k), (3-88)
Vi (k) [Vpg1~ (k)
Qpe i (k) [ Q. jA(k)
Qpei(k) = |Qpg ") |, Qu (k) = | Qv B(k)
Qpe i (k) | Q1 (k)

It is not necessary to estimate the bus angle to calculate the objective function of the
optimization problem. However, the bus voltage angle is required in order to calculate
the line current to make sure the current does not pass the maximum current limit.
Distribution systems are usually initially designed with a large enough line current
margins. Thus, the line currents usually do not pass the maximum line ampacity during
normal operation of the system with no faults. However, as the demand for power
increases in time, more loads get connected to the distribution system and this increase
in loading puts more stress on some of the lines. Therefore, it is necessary for the
volt/Var controller to make sure that the current of those specific lines do not pass the
ampacity of the line and preferably VVC should try to reduce the stress on the line.
Thus, to reduce the computation time of the VVC controller, it is not necessary to
estimate all the bus voltage angles of the power system. The bus voltage angle of the
buses that are connected to the stressed lines can be estimated with the same linear

approximation presented for the bus voltage magnitude. The only difference is that the
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bus angle is usually coupled with the active power of the loads and generators and has

small coupling with bus voltage magnitude.

3.2.5 Piecewise Linearization

The voltages of the buses in the system can be derived following the piecewise
linearization technique discussed in [111]. Figure 3-21 depicts the piecewise
linearization algorithm which starts with classification of data points into s modes [112].
Then a min squared error algorithm is used to estimate linear hyperplanes that fits the
data points. The number of modes, s, is provided as an estimate by the user based on the
data points to achieve maximum accuracy. The algorithm presented in [111] estimates
the regions, y;’s with linear borders.

The state space equations of the power system could be presented in the piecewise linear
form as follows.
{Alx (k) + Byu(k) if x(k),u(k) €y,
x(k+1)= (3-89)
Aix (k) +Bsu(k) if x(k),u(k) €
Equation (3-89) is referred to as piecewise linear dynamic equations of the system. The
general piece-wise linear time-invariant dynamic system can be described as follows

[79].
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\3

Himse-

Sample result of classification algorithm on 2 dimension data [112]

Figure 3-21
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Agx(k) + Byu(k)  if 8,(k) =1

x(k+1) = :
Ax(k) + Bsu(k) if 8,(k) =1 (3-90)

where 6;(k) € {0,1}, are 0-1 variables which satisfy the following exclusive-or

condition.

(800 = 1] (3-91)

Assuming C is a bonded polytope, system (3-90) is completely well-posed if and only if
C can be partitioned into s non-overlapping parts such that the union of the partitions is
equal to C as follows.

CiNGC =0 Vi#j

UL, €= (-9

Note that assuming that C is bounded polytope is not restrictive for power systems
because continuous inputs and states are usually bounded by physical reasons in a power
system, and logical input/state components are intrinsically bounded. The §;’s are

defined as follows.

[6:(k) = 1] & [[ﬂ € Ci] (3-93)

Several nonlinear models can be approximated by a model of the form (3-90),
although this approximation capability is limited for computational reasons by the

number s of logical variables.
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Knowing that the sets C; are polytopes of the form C; = {[z] :Sijx + Riju > Tij}, (3-93)

could be rewritten as follows.

ng

[6;(k) = 0] & \/[Six +Riu>T1/]

v (3-94)

where S l] denotes the jth row of S;. Equation (3-94) is not easy to solve; however, solving
this equation is equivalent to solving (3-91) and (3-92).

Six(k) + Ry u(k) =Ty < M;[1—6;(k)]

PRIGES! (3-95)
i=1

where, M; £ Max ,ee S;x(k) + R; u(k) —T; . Equation (3-90) can be rewritten as

follows.

N

x(k+1) = Z[Aix(k) + Byu(k)] 8;(k)

i=1

(3-96)

Equation (3-96) is nonlinear and involves multiplication between logical variables,
states, inputs. However, we can translate (3-96) into equivalent mixed-integer linear

inequalities. We can start by the following change of variables.

x(k+1) =X zi(k) . z(k) = [Aix(k) + Byu(k)]6;(k)

And let’s define the following min and Max m = [m; ... m,]", M =[M; ... M,,]T

vectors as follows.

106



M; £ Max ;_q, s {Max [Xlec A{x + Blju}
mj £ min;_y {Max [Xlec A{x + Bl]u} (3-98)
M and m are finite numbers which can be calculated or estimated. Thus, (3-96) is
equivalent to the following set of equations.
zi(k) = mé&;(k)
2;(k) < Aix(k) + Bu(k) — m(1 — &;(k)) (3-99)

zi(k) = Ax(k) + Biu(k) — M(1 - 6;(k))

3.2.5.1 Example I — 2 bus system

This example is formulating the MPC problem for a simple system with one source and

one load depicted in Figure 3-22.

Bus 1 I Bus 2 a(k)
—
13.8kV/25kV 1 mile Line SW
V. Bt 0 —— Switched
Y, =G, + B, " e capacitor
13.8kV Transformer
60HZ - 3 Ph
IMW 4 £ Loadl | [Load2 =
B0 b0,

Figure 3-22 Studies on a simple system

The objective function of voltage control for this system is as follows.
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N-1
J@awky = Y {IValk + t]e) = VIl oy + [Wabwer (O, )
k=0

(3-100)

In addition, the optimization problem is subject to the following simplified differential
algebraic equations. In this example we discretized the system assuming that the step
time of the system is 1. Assuming that the system has two working conditions only, the
DAE equations of the system can be written as follows. In the first operating condition,

load 2 is not connected to the system. The system equations in this case are as follows.

-1
x(k+1) = T—Vxl(k) + Vrer (k)

1 (3-101)
Vi(k) = T, (k)
P, (k) = |V, (k)| (k)|(G,, cos(8, (k) — 6, (k)) + By, sin(6, (k) — 0, (k)))
o(k)O.(k)+ 0, (k)= (3-102)
IV, ()7, (5)|(G, sin(6, (k) = 6, (k)) = By, cos(6, (k) — 6, (k)))
In the second operating condition, the equations could be written as follows.
~1
x(k+1) = T, (k) + vyes (k)
1 (3-103)
Vi(k) = T, (k)
R (k) + P,(k) = [V, ()| (k)[(G,, cos(8,(k) - 6,(Kk)) + By, sin(6, (k) — 6, (k)))
o (k) (k) + O,(k)+ O,(k) =
VLRV (0)|(G, sin(B, (k) — 6,(K)) — By, cos(6,(k) — 8, (k))) (3-104)
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Using the auxiliary variable §(k), we have the following equations for the two modes of

the system.

x1(k+1) = a;x, (k) + blvref(k)
[6(k) = 0] &4 Vi(k) = 111 (k) + cyp0(k)

Vo (k) = dy1x, (k) + dyp0(k) (3-105)
x1(k+1) = ax, (k) + bzvref(k)
[6(k) =1] & Vi (k) = ca1%1 (k) + c220(k) (3-106)

Vo(k) = dpyx, (k) + dyp0(k)

In this case the differential equation of the system does not change which means,
a; = a, and b; = b,. This means that the system could be written in the following form.
x1(k+1) = a;x;(k) + by (k)
Vi(k) = (c11201 (k) + ¢120(k)) (1 — 8(k)) + (c21%1 (k) + c520(k))S(k)

(3-107)
Vy(k) = (d11x1(k) + d120(k))(1 —8(k)) + (d21x1(k) + dzza(k))S(k)

It should be noted that &6(k) is an auxiliary variable that models the two working
conditions of the system and not a switch controlled by the user. However, a(k) is a
switch controlled by the user and is a discrete input to the system. The only continuous
control input in this case is the v, (k) of the master generator.

In this case, the problem is subject to the following inequality constraints.

095 < |V,(k)|<1.05 b=12
Vi(k) —V,(k 3-108
ARG (3-108)
|ch|

The load parameters of this system are presented in Table 4.
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Table 4 Load and capacitor parameters of the 2 bus system

Parameter Value
P, 500 kW
) 300 kVar
P, 400 kW
0 100 kVar
(08 150k Var

The system parameters are given in Table 5.

Table 5 Parameters of the 2 bus system

Parameter Value Parameter Value
aj -0.33 (65X 0
bl 2 d1 1 2.95
C11 3 d12 0.0241
C12 0 d21 2.95
C21 3 dzz 0.0225

Figure 3-23 depicts the voltage of the buses in the system. Figure 3-24 shows the control

inputs to the system.
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Figure 3-23 Bus voltages of the simple 2 bus system
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Figure 3-24 Control inputs to the simple 2 bus system

3.2.5.2 Example 2 - IEEE 4 bus system with no capacitor banks

The IEEE 4 bus system shown in Figure 3-25 was studied in this example as a
simple test system for the dynamic reactive power control. This system was consisted of
a synchronous DG connected to bus 1 which was considered as the master generator. In
addition, a wind DG was connected to bus 4 which was controlled as a PQ generator.
Two capacitor banks were connected to bus 4 for reactive voltage support. It is assumed

that the capacitor banks are disconnected in example 2.
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25kV/525V

Bus 1 I Bus 2 Bus 3 I Bus 4
12 34

| | ’

13.8kV/
12.47kV

12.47kV/25kV .
2000 ff Line 20007 Line

Y, =G+ B,

Transformer

13.8kV
60HZ - 3 Ph

IMW " Vs Vs Capacitor

bank

0., =500kVar
ro. - O, =500kVar

Figure 3-25 Control inputs to the simple 4 bus system

The differential equations in the predictive model include differential equations of the
DGs and the dynamic load. Thus, the simplified state space equations include three state
variables for this system. The state space model of the components is presented as
follows.

DG equations:

~1
x(k+1) = x;(k) + At (T—Vxl (k) + VRef(k)> (3-109)

1
Vi (k) =T—Vx1(k)

%, (k + 1) = x,(k) + At (,;—1x2(k) + Qref pG2 (k)) (3-110)
Q,2

1
Qpe2 (k) = T_ X2 (k)
0,2

Dynamic load:

J(k
x3(k + 1) = x3(k) — At (xT_() + Quo(Va" (k) — V4bt(k))> (3-111)

q,3
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Ty3

k
Qu(k) = (x?’( ey (VJ’t(k)))

The network equations could be written in the following general form.

4

> B = ) 101V (Guycos(0n = 6)) + Buysin(6, — 6y))

j=1

> 0u() = Y WtV ()] (Giysin(6n = 65) = Buycos(6, - 6)))
=

The network equations (3-112) can be expanded for this system as follows.
For bus 2:
0 = [V (k)||V,(k)|(Gy, cos(8, — 6;1) + By, sin(6, — 6,))
+ V2 (k) 1V3 (k)| (Go3 cos(8; — 63) + Bas sin(6, — 63))
0 = [Vy (k) IV (k)|(Gyz sin(8; — 61) — By, cos(8, — 61))

+ Vo (k) [|V3 (k)| (G23 sin(0, — 83) — By3 cos(6, — 03))

For bus 3:
0 = |V5(k) ||V, (k)|(Go3 cos(85 — 0,) + B,3 sin(8; — 6,))
+ V3 (k) [|V4 (k)| (G54 cos(B5 — 0,) + B,z sin(6, — 03))
0 = |V53(k) ||V, (k)|(G,3 sin(8; — 8,) — B,z cos(65 — 65))

+ V3 (k) [|V4 (k)| (G34 sin(8; — 6,) — B3y cos(8; — 6,))

For bus 4:

114

(3-112)

(3-113)

(3-114)



P,(k) = [Vo(k)||V3(k)|(G34 cos(8, — 03) + B3y sin(8, — 63))

Q1(k) + Qpg2 (k) = [Va(k)||V3(k)|(G34 sin(B, — 63) — B3, cos(8, — 63))

(3-115)

The network equations could be simplified with basic mathematical manipulations as

follows.

—|Va(k)|(G34 sin(B3 — 6,) — B34 cos(83 — 6,))

1AW (Gy3 sin(B3 — 6,) — By cos(65 — 6,))

V()] = — V1 (k)I(Gy3 sin(8, — 6,) — By, cos(6, — 6,))
’ (G235 sin(6, — 63) — B,3 cos(6, — 63))

v, (k)| = QL(k) + Qpg2(k)

|V3(k)|(G34 sin(8, — 03) — B34 cos(8, — 03))

Linearizing the network equations results in the following set of equations.

—(G345in(63 — 0,) — B3, cos(63 — 6,))

V()| = [Va (k)| (G5 sin(8; — 6,) — B3 cos(8; — 6,))

—(G4; sin(0, — 0;) — By, cos(6, — 61))

V3001 = 0D 6= (8, — 8,) = Bys cos(8, — 63))

Q. (k) + Qpg2 (k)
[V3(k)| (G345in(8, — 03) — B3y cos(8, — 03))

|V4(k)| =

Plugging in (3-111) in (3-117) results in the following.
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—(G345in(63 — 0,) — B3, cos(63 — 6,))

V2(l = Ve ()] (Go3 sin(85 — 8;) — Byz cos(63 — 6)) (3-118)

%, (k) —(G4; sin(0, — 1) — By, cos(6, — 61))
! (Ga3sin(B, — 63) — B,3 cos(6, — 03))

1
14163] =7,

() : 1
<"%q,3 + Quo(1Val? (k))) s %0

Va(k)| = |V5(k)| (G34sin(0, — 03) — B34 cos(6, — 63))

The regions y; are defined with polytopes in the general form of H[x; x, x5]7 < K.
Assuming four regions for the system, the following linear equations describe the
voltages in the system.
-1 3-119
4

—1
xo(k +1) = x,(k) + At <Ex2(k) + Qref,ne2 (k)>

x5 (k)

Tq,3

x3(k +1) = x3(k) — At( + Quo(IVal>s (k) — |V4Ibf(k))>

1
Vi) = T_Vxl(k)

—(G34 sin(f3 — 0,) — B34 cos(03 — 6,))
(Gy35in(03 — 6,) — B,3 cos(83 — 65))

[V2(F)| = [V (k)|

1 —(G,sin(6, — 6;) — B 6, —06
Vs (k)] = —x, (k) (Gy2 .sm( 2 1) 12 €os (6, 1)
Ty (Go3 sin(8; — 63) — By3 cos(8, — 63))

(x;q(f) + QLO(|V4|br(k))) e %, (k)

Q,2

= 2001 Gar sin@, = 0) = Bay cos(@, — 67)
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This set of equations could be written in the following general form for each mode of the

system.

( x1(k+1) = ay;x1(k) + byiVees (k)

x3(k + 1) = agixs(k) + dy;
Xit Hi[x1 x5 x3]" < K; = 4 Vi(l)| = ¢34 (k)
Vo (k)| = cp3x3(k) + c3ix, (k) + ey
[V3(F)| = cai%1 (k)
U V(B = csixg(k) + coixa (k) + ey

Four modes are considered for the linearized system.

1 mode:
3.19 0 0 1
X1t 01&{ —-3.316 0 0] [x1 %, x3]T < [1]1
0 83 0
xZ(k + 1) = —0.66 xz(k) + O'ZQRef,DGZ(k)
x3(k + 1) = 0.9328x5(k) + 0.0280
= 9 [V1 (k)| = 3.33 x; (k)
IV, (k)| = 0.122 V, (k)
[V3(k)| = 0.168 x4 (k)
\ |V,(k)| = —0.0070x5(k)
2" mode:
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3" mode:

4™ mode:

3.19 0 0 -1
X2 ~01& { -3.316 0 o] [x1 x5 x3]7 < [—1 }
0 83 0 -1
(3-122)
(2% (k+1) = 0.33x;(k) + 0.2 Vgep (k)
x2(k +1) = —0.66 x5 (k) + 0.2Qgef,pe2 (k)
x3(k +1) = 0.9328x5(k) + 0.0224
3 [Vi(k)| = 3.33 x4 (k)
|V, (k)| = 0.122 V, (k)
|V3(k)| = 0.168 x, (k)
\ [V,(k)| = —0.0078x5(k)
3.19 0 0 1
X3 01&{ -3.316 0 0] [x1 x5 %3]7 < H}
0 83 0 1
(3-123)

(

\

x1(k+1) = 0.33x,(k) + 0.2 Vgey (k)
x2(k +1) = =0.66 x5 (k) + 0.2Qgef,pe2 (k)
x3(k + 1) = 0.9328x5(k) + 0.0280
[Vi(k)| = 3.33 x, (k)

IV, (k)| = 0.093 V, (k)

Vs (k)| = 0.294 x, (k)

V,(k)| = —0.007x5(k)
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3.19 0 0 -1
Xa:~0:&14[-3.316 0 0][x % x5]T < |1
0 83 0 -1

( x(k+1) = 0.33x;(k) + 0.2 Vpes (k) (3-124)
x2(k +1) = =0.66 x; (k) + 0.2Qref,n62 (k)
x3(k + 1) = 0.9328x5(k) + 0.0224
=4 V1 (k)| = 3.33 x, (k)
[V, (k)| = 0.093 V, (k)
Vs (k)| = 0.294 x, (k)
\ V,(k)| = —0.0079x5(k)

where o; is an auxillary state switch which represents the system operating with load

profile 1 where only load one is connected to the system and ~o; represents the system

operating in load profile 2 where load 1 and load 2 are both connected to the system.
Further, Auxiliary binary switches §; through §, are assigned to hyperplanes y;

through y, respectively. This assignment of the auxiliary variables can be shown as

follows.

[6,=1]->x;

[6, =1] - x
(3-125)

[63=1] > x5

[64=1] > x4

We can start by the following change of variables.

x(k+1) =3k 200, z(k) = [Ax(k) + Bu()]5,(k) (3-126)

where the state vector is presented as follows.
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x(k) = [y (k) x2 (k) x3 (k) VA (K| V2 (RO Vs (R [V, (ROITF (3-127)

Further, the control input vector is presented as follows.

u(k) = [ Vges (k) QRef,DGZ(k)]T (3-128)

And let’s define the following min and Max m = [m, .. m, |7, M = [M, .. M,,]T

vectors as follows.

M; £ Max;_y 4 {Maxpx. . Alx+ Blu}

X
u

i i 3-129
m; £ min -y, 4 {Max Eec Alx + B’iu} ( )

M and m are finite numbers which can be calculated or estimated. Thus, (3-96) is
equivalent to the following set of equations. In this case the supremum of the state
variables is 1 and the infimum is -1 as follows.

M;2£[1111]" j=1,..4

ma[-1 —1 -1 —1]T j=1,.4 (3-130)

The vector of auxiliary variables z(k) can be defined as follows.

z(k) = [z1(k) z3(k) z3(k) z4(k)] (3-131)

The vector of auxiliary mode selectors, 6(k), can be written as follows.

8(k) = [6,(k) 6, (k) 85(k) 8,(k)] (3-132)

Further, the MLD form can be presented as follows.
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z;(k) < M&;(k)
Zi(k) = m5l(k)
z;(k) < Ajx(k) + B;u(k) + m(1 — 6§;(k)) (3-133)

zi(k) = Ajx(k) + Bju(k) — M(1 - 6;(k))

Thus, by enumerating i=1,...,4, the MLD model of the system is presented in the

matrix form as follows.

-M 000 - 1000 7 0 0 0 1
0-MO0O 000 0 0 0
00—-MO 0010 0 0 0
000-M 0001 0 0 0
moOo0o —-1000 0 0 0
OomOoo 0-100 0 0 0
00mo 00-10 0 0 0
000m 000-—1 0 0 0 i
m0o0o O+ 000 (2| g [t +] 4 |xC)+| (3-134)
0Oomoo 000 B, A, m
oomo 0010 B3 As m

M00O —-1000 -B, -4, M

OMOO 0-100 -B, -4, M

0O0MO 00-10 -B, —A, M
LoOOOM - 000 — I - B, —A, Ly

The following conditions also hold for the auxiliary mode selectors.

[51:1]*[52:0]a[51:1]*[53:0]'[51:1]*[64:0]

[0, =1] — [6; = 0], [6, = 1] — [63 = 0], [0, = 1] — [64 = O]

(3-135)

[65 =1] - [6; =0],[63 = 1] - [6, =0],[653 = 1] = [8, = 0]

[6, =1] - [6;, =0],[64 = 1] - [6, = 0],[6, = 1] = [65 = 0]
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Equations (3-135) can be transformed to the following inequality form.
6 —(1-6,) <0, 05— (1-63)<0, &6 —-(1A-6,)<0
6,—(1-6)<0, 6,—(1-463) <0, 6,—(1—-6,)<0
6;—(1-6) <0, 63— (1-6,) <0, 63— (1—-6,)<0

64__(1—61)S0, 54—(1—62)S0, 64_—(1—53)S0

Table 6 presents the load parameters for the 4 bus system.

Table 6 Load parameters of the 4 bus system

Parameter Value
Py 2.70 MW
Q 1.300 MVar
P, 2.7 MW
Q> 1.3 MVar

ch and ch SOOkVar

3.2.5.3 Example 3 - IEEE 4 bus system with capacitor banks

(3-136)

This example uses the same system as example 2, however, the system has a descrete

input in the form of a capacitor bank in this case. The linear system equations are as

follows.
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Xit Hi[x; %, x3]" < K (3-137)
( x1(k + 1) = ay;x;(k) + byiVger (k)
X2 (k + 1) = azixy(k) + byiQrefpe2 (k)
x3(k + 1) = azx; (k) + dy;

= [Vi(k)| = c1ixq (k)

[Va(k)| = czix3(k) + c33x2 (k) + ey;

[V (k)| = c4ix1 (k) + bzio. (k)

Vo)l = csixs(k) + coixz (k) + byioe (k) + ey

Four modes are considered for the linearized system.

1°" mode:
3.19 0 O
T 1
X1 0'1&{ -3.316 0 0] [x1 x5 x3]" < [1]1
0 83 0 (3-138)
xz(k + 1) = —0.66 xz(k) + O'ZQRef,DGZ(k)
x3(k +1) = 0.9328x5(k) + 0.0280
- < |Vi(k)| = 3.33 x;,(k)
|V, (k)| = 0.122 V, (k)
\ |V,(k)| = —0.0070x3(k) + o, (k)
2™ mode:
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3.19 0 0 -1
x2:~0,& {[-3.316 0 Of[x; %, x3]T < |-1
0 83 0 -1

- 1

[ x(k+1) = 033 x;(k) + 0.2 Vgep (k)
xZ(k + 1) = —066 xZ(k) + O-ZQRef,DGZ(k)
x3(k + 1) = 0.9328x5 (k) + 0.0224
[Vi(k)| = 3.33 x4 (k)

IV, (k)| = 0.122 V, (k)

3" mode:

X3t

Vo (k)| = 0.168 x, (k) + a, (k)
L ()l = —0.0078x5(k) + o, (k)

3.19 0 O 1
0:&{[-3.316 0  Of[x; x2x5]" < |1
0 83 0 1

( x1(k+1) = 0.33x;(k)+ 0.2 Vger(k)
x(k +1) = —0.66 x5 (k) + 0.2Qgcf,pg2 (k)
x3(k +1) = 0.9328x5(k) + 0.0280
[Vi(k)| = 3.33 x4 (k)
|V, (k)| = 0.093 V, (k)

[V5(k)| = 0.294 x, (k) + o, (k)

4™ mode:

L )| = —0.007x5(k) + g, (k)
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3.19 0 0 -1
Xa:~0:&14[-3.316 0 0][x % x5]T < |1
0 83 0 -1

[ x(k+1) = 033 % (k) + 0.2 Vges (k) (3-141)
x2(k +1) = =0.66 x; (k) + 0.2Qref,n62 (k)
x3(k + 1) = 0.9328x5(k) + 0.0224
-4 [V, (k)| = 3.33 x, (k)
IV, (k)| = 0.093 V, (k)
Vs (k)| = 0.294 x, (k) + o, (k)
L [V, (k)| = —0.0079x5(k) + o, (k)

where 04 is an auxillary state switch which represents the system operating with load

profile 1 where only load one is connected to the system and ~o; represents the system

operating in load profile 2 where load 1 and load 2 are both connected to the system.
Further, Auxiliary binary switches §; through §, are assigned to hyperplanes y;

through y, respectively. This assignment of the auxiliary variables can be shown as

follows.
[6:=1]>x
[6; =1] = x2
(3-142)
[65=1] - x3
[64 = 1] = X4
We can start by the following change of variables.
x(k+1) =3l z:(k) , zi(k) = [A4;x(k) + Bu(k)]5;(k) (3-143)

where the state vector is presented as follows.
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x(0) = [y () 22 () x5 (k) V3 ()1 V(01 V(0] IV, ()11 (144

Further, the control input vector which is consisted of the continuous vector and the

discrete vector is presented as follows.

w(k) = [Vres (k) Qresnea(®) ac(l)]"

(3-145)
The continuous control vector is as follows.
T
v(k) = [VRef(k) QRef,DGZ(k)] (3-146)
The discrete control vector is as follows.
k) =[]0 (KT
() =1 o (0] 1)

And let’s define the following min and Max m = [my .. m,]|7, M = [M; ... M,,]”
vectors as follows.

M; £ Max;_y 4 {Max e Alx+ Bluj

i j 3-148

m; £ min;_; 4 {Max [Fec Alx + B’iu} ( )

M and m are finite numbers which can be calculated or estimated. Thus, (3-96) is

equivalent to the following set of equations. In this case, the supremum of the state
variables is 1 and the infimum is -1 as follows.

M;2[1111]" j=1,..4

m2[-1 -1 —1 —1]T j=1,...4 (3-149)
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The vector of auxiliary variables z(k) can be defined as follows.

z(k) = [z1(k) 22 (k) z3(k) 24 (k)]

(3-150)
The vector of auxiliary mode selectors, 6(k), can be written as follows.
8(k) = [6,(k) 8, (k) 83(k) 64(k)] (3-151)
Further, the MLD form could be presented as follows.
z;(k) < M6;(k)
z;(k) = mé; (k)
z;(k) < Aix(k) + Bau(k) + m(1 — 6;(k)) (3-152)

z;(k) = Aix(k) + Byu(k) — M(1 - 6;(k))

Thus, by enumerating i=1,...,4, the MLD model of the system is presented in the matrix

form as follows.
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| (=}
Ecc

co | R
©| =

6(k) +

coozococosy co®
©S3 c°e3 o
265 co®S oo
Sococolfococoxo g

<
o o

OMO0O
O0OMO

- 000M -

0 -
1000 - 0
0700 0
0010 0
0001 0
—-1000 0
0-100 0
00-10 0
000—1 g
1000 z(k) < 51
000 2
0010 B;
0001 B,
—-1000 -B,
0-100 _B,
o001l | H
] __B,l_

u(k) + x(k) +

0
0
0
0
0
0
0
0
Ay
A,
A3
Ay
_Al
_Al
_Al
_Al

The following conditions also hold for the auxiliary mode selectors.

[6, =1] = [6, = 0], [6; = 1] = [653 = 0],[6; = 1] = [6, = 0]

[6, =1] - [6;, =0], [6, =1] > [63 =
[6=1] > [6, =0],[63 =1] >[5, =

[6,=1] > [6; =0], [0, =1] > [6, =

0],[6, = 1] - [6, = 0]
0],[63 = 1] = [6, = 0]
0],[6, = 1] = [65 = 0]

Equations (3-135) can be transformed to the following inequality form.

6,—-(1-6,)<0,
52_(1_61)S0,
53_(1_61)S0,

64__(1—61)SO,

5 —(1-65)<0,
62_(1_63)S0,
53_(1_52)S0,

54_(1—62)S0,
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§—-(1-6,)<0
62_(1_64)S0
53_(1_54)S0

64__(1—53)SO

SXEXx3333ccococcooo

(3-153)

(3-154)

(3-155)



The objective function for this system is chosen as follows.

N-1
Vo (k + tolte) — V|1 oy .-
[ k) = Z{ 1Vl + tolt0) = Vil } 56
L [ W1 80 |1 o) + IW280 (Kl 1,00)

As mentioned in the earlier section u(k)=[ v(k) a(k)] and VN°™ is the nominal voltage
of bus 4.

In this problem, only voltage of bus 4 was included in the objective function because
bus 4 was the main that caused voltage changes in the system, i.e., bus 4 was the only
bus that had uncontrollable changes in the load and generation. In other words, bus 4
experienced load changes based on customer demand and reactive power generation of
the wind generators changes due to the weather condition.

Six case studies were studied for this system as follows.

3.2.5.3.1 Case-study 1 — one wind generator

In this case study one wind turbine with generation capacity of 1 KVA was
connected to bus 4. The synchronous generator in this case study had the capacity of 5.5
KVA. An abrupt load change occurred at t= 6s, where load 2 was connected to the
system. This change was a relatively large change comparing to the inertia of the
synchronous generator. An active load scheme was designed to control the frequency
and supply the active power to the load in timely manner. The active controller is not the
focus of this dissertation. In addition, wind speed changed from 15 m/s to 5 m/s at t=10s

and changed back to normal speed of 15m/s at t=18s. This change in the wind speed
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resulted in a reduction in reactive power capacity of the wind generator, which means
that other reactive sources in the system should be used to compensate the voltage drop.
The dynamic reactive controller was designed using the MPC discussed in earlier
sections for the objective function (3-156) and the MLD form presented in (3-153).
Figure 3-26 shows the voltage profile of the system and Figure 3-27 shows the control

inputs.

Figure 3-26 Bus voltages of the system for 1 wind generator case
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Figure 3-27 Control inputs to the system for 1 wind generator case

As can be seen in Figure 3-27, the MPC sent the control signal to the capacitor bank for
a step of 500kVar, 0.4 seconds after the load got connected to the system. This step
change in the capacitor bank along with an increase in reactive power production of the
wind generator and an increase in the voltage reference of the synchronous generator

compensated the voltage drop of the load change in bus 4. Since bus 4 was the main
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reactive consumer in the studied system, compensation of the reactive power in bus 4
consequently resulted in a smooth voltage profile in the whole system.

At t=10s, the wind speed changed to Sm/s which resulted in a drop in reactive power
capacity of the wind generator, therefore, the MPC controller connected the second
capacitor bank to the system to compensate for the reactive power production at bus 4.
When the wind speed changed back to the normal speed, the wind generator took a few
seconds to get back to normal production capacity. When the wind generator got back to
the normal reactive capacity, the MPC controller disconnected one capacitor bank from
the system and used the reactive power production capacity of the wind generator to

compensate for reactive power need in the system.

3.2.5.3.2 Case-study 2 — two wind generators

In this case study two wind turbines with generation capacity of 1 KVA each, were
connected to bus 4. The synchronous generator in this case study had the capacity of 4.5
KVA. The load change and wind change profile was similar to case study 1. Figure 3-28
shows the voltage profile of the system and Figure 3-29 shows the control inputs to the

system for this case study.
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Figure 3-28 Bus voltages of the system for 2 wind generator case
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Figure 3-29 Control inputs to the system for 2 wind generator case

Although in this case the reactive production was significantly smaller than case study 1
because the percentage of penetration of wind was higher in the system, the MPC
reactive controller was still capable of keeping the bus voltages within limits by

adjusting the control inputs.
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3.2.5.3.3 Case-study 3 — three wind generators

In this case study three wind turbines with generation capacity of 1 KVA each, were
connected to bus 4. The synchronous generator in this case study had the capacity of 3.5
KVA. The load change and wind change profile were similar to case study 1. Figure
3-30 shows the voltage profile of the system and Figure 3-31shows the control inputs to

the system for this case-study.
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Figure 3-30 Control inputs to the system for 3 wind generator case
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Figure 3-31 Bus voltages of the system for 3 wind generator case

In this case the reactive production was significantly smaller than case-study 1 and
case-study 2 because the percentage of penetration of wind was higher. However, the
MPC reactive controller was still capable of keeping the bus voltages within limits by

adjusting the control inputs.
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3.2.5.3.4 Case-study 4 — one wind generator with half load

In this case study one wind turbine with generation capacity of 1 KVA was
connected to bus 4 and the synchronous generator connected to bus 1 had the capacity of
5.5 KVA. In this case study only load 1 was connected to the system all through the 25
seconds of operation. The wind speed changed from 15 m/s to 5 m/s at t=6s and returned
back to normal speed of 15 m/s at t=18s. The MPC controller tried to eliminate the effect
of reduction of the reactive power capacity of the wind generator.

In this case not only the reactive power controller should keep the voltages above the
lower voltage limit but also should make sure that the control action does not result in
overvoltage in the system. As can be seen in Figure 3-32 and Figure 3-33, the MPC
controller was capable of keeping the bus voltages within voltage limits. In addition, as
can be seen in the results, after the wind speed got back to normal speed, the controller
decided to disconnect the capacitor bank earlier comparing to case-study 1 because the
total consumption of reactive power in the system was smaller in this case than case-

study 1.
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Figure 3-32 Control inputs to the system for 1 wind generator case
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Figure 3-33 Bus voltages of the system for 1 wind generator case

3.2.5.3.5 Case-study 5 — two wind generators with half load

In this case study two wind turbines with generation capacity of 1 KVA each, were
connected to bus 4. The synchronous generator in this case study had the capacity of 4.5
KVA. The wind profile in this case-study was similar to case-study 4. Figure 3-34

depicts the control inputs that the MPC controller sent to the system.
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Figure 3-34 Control inputs to the system for 2 wind generator case

In this case-study the wind penetration was higher than case-study 4, but as can be

seen in Figure 3-35, the MPC controller was still capable of keeping the bus voltages

within limits.
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Figure 3-35 Bus voltages of the system for 2 wind generator case

3.2.5.3.6 Case-study 6 — Three wind generators with half load

In this case study three wind turbines with generation capacity of 1 KVA each, were
connected to bus 4 and the synchronous generator connected to bus 1 had the capacity of

3.5KVA.
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The wind and load profile in this case-study is similar to case-study 4. However the
wind energy penetration is higher in the system. As can be seen in Figure 3-36 and
Figure 3-37, the MPC controller was still capable of keeping the voltages within limits in

this case.
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Figure 3-36 Control inputs to the system for 3 wind generator case
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Figure 3-37 Bus voltages of the system for 3 wind generator case

In this case, the controller connected both of the capacitor banks initially after the
wind speed drop to keep the system stable and then disconnected one of the banks after
the initial disturbance in the system. Similarly, when the wind speed got back to the
normal speed, the controller disconnected both of the capacitor banks initially for

stability purpose and then reconnected one bank to the system.
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3.3 Model Predictive Control Based Reactive Power Control of Isolated Power

Systems

In this section, the basic concepts and methodologies needed to solve the hybrid
control problem formulated in the section 3.2 will be provided. The section starts with a
brief description of Model Predictive Control (MPC) of power system, which leads to a
mixed integer linear or quadratic programming. Then Mixed Integer Linear
Programming (MILP) and Mixed Integer Quadratic Programming (MIQP) are briefly
discussed.

Model is traditionally referred to differential or difference equations derived from the
physical or circuit dynamics of the studied system. These equations describe the system
as a smooth linear or nonlinear function. Hence, most of the control system theories have
been developed for smooth dynamic systems. However, in most of the cases, the real
system includes logic such as on-off switches and the model of the system is not smooth.
In a power system for example, capacitor banks and tap changers are logic inputs to the
system. Therefore, in most applications including power systems, control of the logic
inputs is performed using heuristic rules derived based on operator’s experience of the
physical system. Although these rules achieve the minimum requirements for some of
the applications, they are not efficient all the times and can get troublesome especially
when the system goes through fast mode changes. Therefore, the relatively new concept
of hybrid systems and hybrid control has been introduced in the literature for this class

of systems [79]. Obviously, the hybrid model of the system is needed for model
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predictive control. In the next section, some typical methods to model a hybrid system

will be discussed.

3.3.1 Model Predictive Control of Hybrid Systems Described in the MLD Form

MPC can easily solve problems with multiple inputs and outputs and state, input and
output constraint. In addition, most of the hybrid models including MLD and PWA can
be used as prediction models for MPC. This is an interesting feature, which makes MPC
a good candidate for hybrid control problems. More details about the MPC formulation
using MLD models can be found in [79].

MPC works based on a receding horizon policy which means a sequence of future
control actions is chosen based on the prediction of the future behavior of the system and
these control actions are applied to the system until future measurements are available.
When new measurements are available, a new control sequence is calculated over the
shifted horizon and replaces the previous one. This means that the receding horizon
combines the constrained optimal control, which is an open loop procedure with a
receding horizon policy, which provides the feedback to the controller and closes the
control loop. More details about MPC could be found in [113],[114],[115]. The flow

chart of MPC controller is depicted in Figure 3-38.
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Figure 3-38 Flowchart of the MPC controller

The control sequence is calculated using an optimization which is a Mixed Integer
Quadratic Programming (MIQP) or Mixed Integer Linear Programming (MILP) due to
presence of integer variables in the system. The problem is solved over a finite or
infinite horizon of time using the current state of the plant as initial state. Solving the
problem over infinite horizon achieves best overall controller performance, however, in
majority of the cases a finite horizon is chosen to limit the calculation time. In this
work, a branch and bound algorithm is used to solve the MIQP problem. The branch and
bound algorithm is presented to the extent needed for this dissertation. More details and

full explanation about branch and bound can be found in [116].
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The optimization problems stemming from MLD systems exhibit some predictable
structural properties. For example, some blocks of constraints are repeated over the
optimization vector due to the evolution of the studied system over the optimization time
horizon. Thus, an efficient B&B algorithm can be designed tailored to the problem
structure to reduce the amount of computation. The number of relaxed QPs (Quadratic
Programs) that have to be solved during B&B gives a measure of complexity of a
solution method for an MIQP. Although this number only gives a rough measure of
complexity since it does not take complexity of the single QPs into account, it often
reflects the time required to find a solution.

The main idea of branch and bound method lies in the fact that QP sub-problems are
relatively easy to solve. In other words, the key concepts in branch and bound are:

e Separation of the original MIQP problem into QP sub-problems

e Relaxation of the integrality constraints (3-24), meaning that the integer variables

are allowed to span the interval [0, 1].

The optimal solutions to the sub-problems represent lower bounds of the optimal
value of the original MIQP problem [85]. A graphical representation of relaxation and
separation concepts in B&B algorithms for an MIQP with three integers is shown in

Figure 3-39.
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Figure 3-39 The binary tree for a MIQP with 3 integer variables. Each node is marked
with the corresponding vector §; [116]

A binary tree consists of nodes and branches and one node of the tree is chosen as
the root. Each node except the root has a unique father, which is the predecessor node
towards the root. Each node including the root can have subsequent nodes called
children and a node without children is called a leave. A tree, where each node except
the leaves has exactly k children is called a k-ary tree. The depth of a node is the number
its predecessors towards the root. The g-th level of a tree is the set of all nodes with
depth g. The length of a tree is the maximum depth over all its nodes.

A full k-ary tree of length N is a k-ary tree with k" leaves, each at depth N. The tree
obtained from a node v by deleting the branch to its father and taking v as root of a new
tree is the subtree of node v.

An MIQP problem can be represented as a tree. Let £ € {0,1}™ be a vector having

the same dimension as the vector of binary variables x4, and let the symbol * mean that

the corresponding entry of £ is relaxed and spans the interval [0, 1]. The original MIQP
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of (3-23) where all integrality constraints are relaxed is associated to the interval [0, 1]

with the following.

Epo =[x * ..%]
ng times (3_157)

The vector &), o is assigned to the root of a k-ary tree. The separation of the original
MIQP or any sub-problem into relaxed QPs is done by setting selected integer variables
to 0 or 1. The resulting new QP problems are assigned to the children of the node.
Separating the root [* * ... *] to two new sub-problems results in the following.

fblz[*aoa*a---a*]

Spo=[*,1,%, ..., %] (3-158)

Figure 3-40 shows the separation of the root on the second variable.

[*,0, %, . *] [*, 1, %, ., *]

Figure 3-40 Separation of the roots on the second variable [116]

Each child is represented by a vector &;, &; € {*,0,1}"*¢ and if the i-th component E]‘: =0
(or o,;]i- = 1), then the QP corresponding to that node is solved by setting the i-th integer

variable to 0 (or 1). If E]‘: =+, then the i-th integer variable of ; is regarded as free within

[0, 1] in the corresponding QP.
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The branch and bound algorithm to solve MIQP can be summarized as follows.
Algorithm 1- Branch and Bound [117]:
1. Initialize a list of sub-problems for the original MIQP problem. Set
Jopt = T and X, = [0, . . . ,00]

2. If the list of sub-problems is empty, terminate the algorithm and send f,,; and x,,,
to output. If £,,, = +o0, send an error message that the MIQP is infeasible.

3. Select one sub-problem in the list of sub-problems to become the current problem
and remove it from the list of sub-problems.

4. Relax the current problem, solve it, and denote its solution as fz and its optimizer
as xz. (Relaxation)

5. If the current problem is infeasible go to step 2.
Else if fr = fope, g0 to step 2
Else if xz satisfies the integer constraints and f < f,,;, then update the current
best solution by setting f,,; = fr and x,,; = xz and go to step 2. (fathoming)

6. Generate two new sub-problems from the current problem, add them to the list of

sub-problems, and go to step 2. (Separation)

The performance of a B&B algorithm depends largely on steps 6 and 3. Separation in
step 6 is performed by setting one binary variable to its two possible values. The chosen
binary variable is called branching variable and its selection method defines the
branching rule. The strategy of selecting the next current node in step 3 is called tree

exploring strategy. A good B&B algorithm quickly fathoms large subtrees and avoids
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formation of numerous sub-problems. The most common choices for the branching rule
and the tree exploring strategy are presented in [117].

In this work, the outside first tree exploring strategy is used to solve the MIQP
problem. The outside first strategy is tailored for optimal control problems using MLD
systems where the values of binary variables §(k) occasionally change over the time
horizon, N. The integer optimization vector ¢, in (3-24) contains samples of § (k) taken
at different time instants.

€4 = [6(k),8(k + 1), ..., 8(k + ng — 1)] (3-159)

Typically, the binary variables §(k) are associated with inequality conditions on

continuous states x(k) such as the following.

[6(k) = 0] & [x(k) < x] (3-160)

The continuous states, x(k), usually have to satisfy dynamic equations. Therefore,
their inertia prevents frequent switches of the binary indicator variable §(k). This
observation can be incorporated to make the B&B more efficient. In other words, the
B&B algorithm should try to solve the QPs where the binary switch does not change
prior to the other cases. However, a limited number of switchings should not be imposed
over the prediction horizon since, although unlikely, an arbitrary number of switches
might indeed occur. Therefore, the concept of guaranteed switches is introduced here to

solve the problem.
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3.3.1.1 Guaranteed switches definition

Given a subproblem given by &, let I be the ordered m-tuple collecting the indices i

for which & #x,
I 2 [iy iy, ...,iny] such that §Y #x Vijand iy < i < <lp

The number of guaranteed switches, D, is defined as the number of indices i, in /
such that &la = &la+1 [116].

Example:

Assume & = [0,0,%,1,%,%,1,0,0,*]. With the introduced notation, /=1, 2, 4, 7, 8, 9],
and D = 2. The outside first tree exploring strategy solves a QP in each column of Table

7 before moving on to the next column.

Table 7 Classification of sub-problems according to guaranteed switches in the binary
variables for n; =3 [116]

Column -1, Column 0,no | Column 1,1 | Column 2, 2
Original guaranteed guaranteed guaranteed
problem switches switch switches

[* * *] [00 0] [001] [010]
[0 0 *] [011] [101]
[0 * %] [110]
[111] [100]
[117%] [01%]
[1**] [10*]

The order of the QPs in each column is arbitrary. Figure 3-41 shows the order that
outside first strategy uses for exploration of the 3 binary tree. As can be seen in Figure

3-41 and Table 7, the MIQP tree is explored from the outside to the inside.
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[0,0,01 [0,0,1] [0,1,0] [0,1,1] [1,0,0] [1,0,1] [1,1,0] [1,1,1]

Figure 3-41 Order of solving problems in the outside first strategy, assuming the “first
free variable" branching rule [116]

Algorithm 2- Branch and Bound with outside first tree exploring strategy [116]
1. Initialize a list of sub-problems from the original MIQP problem. Set
fopt = to0 and x,pe = [o0, ..., 0]

2. If the list of sub-problems is empty, terminate the algorithm and send f,,, and x,,
to output. If f,,,; = 400, the MIQP problem is infeasible.

3. Determine k© as the minimum number of guaranteed switches among the
problems in the list of sub-problems. Select one problem with k° guaranteed
switches to become the current problem and remove it from the list of sub-
problems.

4. Relax the current problem, solve it, and denote its solution as fz and its optimizer
as xg.

5. If the current problem is infeasible go to step 2.

Else if fgp = fop: g0 to step 2.
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Else if xz satisfies the integer constraints and fz < fo,; update the current best
solution by setting fr = fopr and x4y = Xg.
6. Generate two new sub-problems from the current problem, determine their

guaranteed switches, add them to the list of sub-problems, and go to step 2.

The hard restrictions on computation time due to time-step severely limit the chances
to find a global minimizer to (3-23),(3-24), especially for large power system analysis
problems with many binary variables. Therefore, the MIQP optimization method should
aim at providing sufficient suboptimal solutions. Thus, the method changes the problem
to choosing and solving the problems in the MIQP tree that are most likely to yield to a
sub-optimal point close to the global minimum. Adding a maximum number of
guaranteed switches, k., to the outside first tree exploration strategy allows for
selecting and solving the QPs that are most promising in giving good suboptimal
solutions. Bemporad and Morari [79] proved that for MPC problems using MLD
stability is not altered by local minima, even though MPC controller’s rate of
convergence deteriorates.

The block diagram of the proposed model predictive controller based on MLD model

of the MicroGrid is presented in Figure 3-42.
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N
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Disturbance Updated Constramts { cateutation
DG limits

Figure 3-42 Block diagram of MPC for the MicroGrid

Summarizing the formulation of this section, the volt/Var optimization problem for

the unbalanced system using the MLD model can be described as follows.

N-1

JOo k) = Z Z {IIVi’*(k + tolte) =V,

k=0 iENt

+ Vi (ke + tolto) = V¥, .,

Vi€ Gk + tolto) = V™ |y oy 1+ IWaAREO 1.

+ [[W280 (k) [l (1,00 (3-161)

(x(k + 1|ty) = Ax(k]|ty) + Byu(k) + B,6(k|ty) + Bsz(k|ty)
y(klto) = Cx(k) + Dyu(k) + D,6(k) + Dyz(k|ty)
E,6(k|ty) + Esz(k) < Eux(k|ty) + E;u(k]|ty) + Es

Sub;j. to <
ubj)- to Vo, o S V() S Vpmax  b=1, .., Npyg
Qcmin < Qc(k) < Qc max c=1, ---rNcomp
\ (R < Iy max cl=1,..,Ny

3.4 Performance Analysis of the MPC Controller
As mentioned earlier the system presented in the MLD form is equivalent of PWA

systems and the proof of this can be found in the appendix of [118]. Thus the
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performance of MPC controlling a system presented in PWA platform which is easier to
present for the general case is presented here. The PWA system is described in the

following general form.
x(k+1) = A;x(k) + Bju(k) + f;

y(k) = Cix(k) + Dyu(k) + g; (3-162)

where u(k) € R™ is the control input to the system and x(k) € R" is the state of the
system. A Lyapanov function with the following general structure is used to prove the

stability of the MPC controller.

— Tp.
V(xc) = xc"Pi(xc) xc (3-163)

where x. is the equilibrium point of the system and P; satisfies the following conditions.
Pi: xi > R"Viel
Viel—- SupxCEXiIAMax(Pi(xc))l <+

(3-164)
Vi € I = Supy ex, | Amin(Pi(x))| < +0

Possible choices of matrices P;(x.) to guarantee the requirements on the eigenvalues

are
e Continuous functions on X; if X; is bounded
e (Constant matrices if X; is unbounded
It should be mentioned that as shown in [119], the V(x.) can be discontinuous

around the cell boundaries as long as the number of cells is finite. This is especially

156



helpful when dealing with piecewise systems. The following theorem presents the
requirements for the system to be stable.

Theorem: Assume that the cardinality of the set I is finite. Let X)) be a set of initial
states, the equilibrium x. = 0 of the PWA system presented in (3-162) is exponentially
stable on X if there exists a function V(x.) as in (3-163) which results in a negative
forward difference as follows.

AV(k+1,k) = x.T(k + DP;(x.(k + 1)x, (k+ 1)

— x. T ()P (xc(Kk))x. (k) < 0 (3-165)

where i is the index for the condition x.(k) € X;.

This theorem basically means that if a lyapanov energy function can be found that is
dissipative over the time horizon of the controller, then the system is exponentially
stable.

Following [119] and assuming that the eigenvalues of the system are bounded for
each of P; (xc (k)) matrixes and assuming that the set I is cardinal there exist constants

a, f > 0 such that

al < P(x.(k)) <BI, Vi€l

(3-166)
Further, there exist an arbitrarily small y such that,
14
V(xc(k + 1)) - V(xc(k)) < -y ch(k)xc(k) < _E ch(k)Pi(xc(k))xc(k)
y (3-167)
= - E V(xc (k))
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Since the constant can be chosen arbitrarily small, y can be chosen such that
0< 1—%< 1. Thus,

k + k)) < 4 )
vk €Nt = V(x. (k) < <1_E) V(x(0)) (3-168)

Which directly results in the following.

_Y

k
5) IO

vk e Nt - ||x.(k)]||? < (1
[l GO (3-169)

Equation (3-169) limits the norm of evolution of system trajectory based on the norm
of the starting point.

The second part of our performance analysis of MPC deals with disturbance
attenuation of the H,, platform. To begin with, the so called PWQ stability should be
defined. The following class of lyapanov functions can be used to prove the stability of

the continuous-time PWA systems without logic states [120].

VXC € Xl- - Pl-(xc) = Pi (3_170)

Using lyapanov functions of the class (3-170) results in the so-called Piecewise
Quadratic (PWQ) stability. This result can be easily extended to systems with logic
states.

Given a real number y > 0, the exogenous signal w is attenuated by y if starting

form a state xo satisfying C(xg) = 0 for each integer N >0 and for ever w €

lZ ([0' N]' Rm) - {0} it hOldS
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N N
2 2 2
kzzonz(k)n <y kzzonw(k)n -

Following [118], some preliminary facts on the H,, norm of a PWA system for
which the origin is PWQ stable can be established.
Lemma: Assume that the given system is PWQ stable and set C(xo) = 0. Then, the

H,, constraint is satisfied Vy > y, where

1
vo = (C*7? + D? )? (3-172)
where,
C :=Sup;ie||Ceil|l . D = Supse/lID;l
Z1+(Z12+ﬂz )1/2 — Ly P
= , Lz: =
- - (3-173)

Ly:= Supie||Aci||[||Beill  Li:= SupiEI”Bc,i”2 P: = Sup;¢ || 2]

The proof of this lemma could be found in [118].

Lemma: Consider an initial state x(0) such that C(x(0))=0. If there exists a function
V(x.) = x.TP;(x,;) x. Vx. € X; satisfying the dissipative inequality (3-165), then the
H,, performance condition (3-171) is satisfied and the PWA system is exponentially
stable.

The proof of this lemma which gives a measure for performance H,, control of PWA

systems could be found in [118].
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3.5 Summary

This section discussed the problem formulation of dynamic reactive power control of
the isolated power system. First, a simplified model of the system for reactive control
was presented. Then, the model was linearzied in a piecewise linear form and the
resulting linear model was discretized. The piecewise linear model was unified in the

MLD form and the MLD model was used as a prediction model in reactive control.
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4 MODEL PREDICTIVE BASED REACTIVE POWER CONTROL OF

SHIPBOARD POWER SYSTEMS

4.1 Introduction

As discussed earlier, the AC/DC shipboard power system is consisted of AC
generators and DC distribution zones. The DC zones add to system redundancy and
reliability. The general Volt/Var control for an SPS may take a long time to converge. In
order to shorten convergence time, the general voltage control problem should be
divided into smaller scale sub-problems. It is commonly known that the only active
power can be transmitted over DC links. Thus, the reactive power control can be
decoupled into smaller scale problems by cutting the system at the DC links. Decoupling
the Volt/Var control into smaller problems is beneficial since the

The high voltage AC system includes the synchronous generators, propulsion
motors, and potentially high power pulsed AC loads. The high voltage AC system treats
the DC zones as AC loads connected to the AC bus. The AC system also may include
reactive power compensators placed close to loads at design stage. The voltage control
scheme in this work, solves the voltage control problem of the AC system dynamically
and sends reference voltage of generators and reactive power setpoints of compensators
to these components. The optimization problem minimizes the voltage deviation of
specific buses in the system, which are more vulnerable to voltage drop by setting the
optimal control inputs.

The voltage control of the each DC zone is solved separately and locally in this work.

Thus, each distribution zone is able to keep the voltage autonomously. The Zone is
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composed of DC/DC converters, Inverters, DC and AC loads. The converters and
inverters are the main components that can be used for voltage control inside the zones.
Obviously, the rectifier can also be used to control the voltage level of the main DC
buses of the system. The control scheme is local and the components are coordinated to

keep the voltages of the buses within limits.

4.2 Implementation and Simulation Results

The sample SPS used in this paper for the case-studies is depicted in Figure 4-1. The
system is composed of two synchronous generators, two zones and one propulsion

motor. The objective function for the studied SPS is as follows.

N-1

Jewk)= ) > [Vilk+tl0) = VAo, + W suGol,

k=0 ie{5,6,7,8}

(4-1)

The control inputs to the system are reference voltages of generators (Vyer1, Vierz)

and the reactive power setpoint of the dynamic compensator (Q.). Thus, the control input

vector is as follows.

u(k) = [Vrefp Vier2r Qc] (4-2)
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Figure 4-1 Schematic diagram of a notional all electric shipboard power system
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The system has one master generator which is the main generator (MTG) and one
distributed synchronous generator which is the auxiliary generator (ATG) in this case.
The propulsion motor, two zones and the pulsed load are modeled as dynamic loads.
Since the system had one master generator, one distributed generator, and three dynamic
loads, the number of the states of the system was five.

Figure 4-2 shows the high level schematic diagram of the notional shipboard power

system.

AC cable 1

13.8/4.16kV 13.8/4.16kV | 13.8kV AC

3-PhAC  Bus3 Bus4 3-PhAC
MTG A4 A-A
Zone 1 — ATG
AC cable 2
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60 Hz 3-Ph 2 Trans 13.3 1Y
36 MW £ 2 60 Hz 3-Ph
13.8kV AC 2 2 4 MW
<
E‘ STATCOM
’ Zone 2 >
2 a
3 4l
o 8
Propulsion  Propulsion & %
Motor converter <

120 RPM
60 Hz 3-Ph,0.8
36 MW

£
z
&
g

Figure 4-2 High level schematic diagram of a notional all electric shipboard power
system

For the master DG, the simplified state space equations are as follows.

-1
X, () = T_V(t) + Vref
1 (4-3)
Vour (1) = T_Vxl ®

For the other DG in the system, the simplified state space equations are as follows.
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d -1
% xZ(t) = mxz(t) + Qref,z

(4-4)

1
Qout,z @t = E x,(t)

Similarly, following (3-65) for the dynamic loads in the system, the linearized state
space equations are as follows.

d L (D 4 >V
— X = —X; , —_ [
dt T, 17T,

j=567 k=478
(4-5)

1 C;
Qrj = QLo T . Xj +T_ Vi

a,j a,j

where V}.’s are the voltage of the buses with the loads connected to them. Following the
linearization technique discussed in [111], piecewise linear equations of the system are

derived as follows.

Ax(k) + Bu(k)  if 8,(k) =1

x(k+1) = { :
Agx(k) + Bsu(k) if 6(k) =1 (4-6)

The bus voltages could be described in compact form as follows.
{Clx(k) + D u(k) if 6,(k)=1
V= :

Cx(k) + Dau(k)  if 8,(k) =1 (4-7)

where V' is the vector of the voltages that are used in the optimization formulation.
Increasing the number of sets makes the prediction of voltage more accurate; however,

the optimization algorithm takes more time to converge to the global minimum.
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The input weight matrix is defined as W; = [0.1,0.1,0.01] which is designed to
penalize the reactive power compensator less than the generators since providing
reactive power by the reactive compensators is less costly.

The voltage, current and reactive power constraints of the SPS are given by

following equations.

Voin < Vo) < Vopax b =34

Qc min < Qc(k) < Qc Max (4'8)
|Icl(k)| < Icl Max cl = 1, ---;4

where Np,, 1s the number of buses, Nc,mp, 1s the number of compensators and N,; 1s the
number of the cables, |V}, (k)| is the voltage magnitude of bus b at time k, Q. (k) reactive
power setpoint of compensator ¢ at time k and |1, (k)| is the current of cable ¢/ at time .

The nonlinear SPS model with all details is implemented in SIMULINK and is
considered as the actual power system. The measurements are taken from this power
system and send as feedback to the model predictive controller. The MPC uses the MLD
model achieved from HYSDEL compiler as the prediction model and performs the
optimization over the horizon 10 seconds using the feedback of the system as the initial
state. Solving the optimization problem results in the optimal control sequence, which is
sent to the generators and the compensator of the SPS. The parameters of the generators

are presented in Table 8.
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Table 8 Generator parameters of the notional SPS

Generator Parameters Exciter Parameters
MTG ATG MTG/ATG
Verr | 13.8kV 13.8kV Tc Os
P, |36 MW 4 MW Tb Os
DPre 0.8 0.8 Ka 400pu
F 60 Hz 60 Hz Te 0.02s
R, |0.010Q 0.199Q Va,max 14.5pu
X, 0.17 0.18 Va,min 14.5pu (neg)
Xd 1.55 1.25 Vr, max 6.03pu
Xd' 0.22 0.24 Vr,min 5.43pu (neg)
Xd" 0.14 0.17 kf 0.03pu
Tdo' | 8.95s 4.11s Tr Is
Tdo" | 0.036s 0.023s Te 0.8s
Xq 0.76 0.62 Ke Ipu
Xq' N.A N.A ke 0.2pu
Xq" 0.20 0.26 kd 0.38pu
Tqo' N.A N.A SE(VEI) 0.1pu
Tgo"| 0.12's 0.061s
H 1.49s 1.06s

The load and line parameters are summarized in Table 9 an the line lengths are

presented in Table 10.

Table 9 Load and line parameters of the notional SPS

Load parameters Value Load parameters Value
Pro_1u 36 MW bt 2
Qro-im 9 MVar Tg—1m 5s

PLO—Zl ’ PLO—ZZ 4e6 MW Tq—zl ,Tq—zz 3s
Qro-z1,0QL0o-22 1.8e6 MVar Tq—pulse 3s
bs 1
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Table 10 AC line length of the notional SPS

AC Line Line length
Line 1 50m
Line 2 20m
Line 3 20m
Line 4 30m

Three voltage control case studies have been studied for the system.

4.2.1 Case-study 1- No Dynamic Compensator

In this case study, the SPS did not include a dynamic reactive compensator. A pulsed
load was connected to bus 4 at r=2s for a duration of 2 seconds. It was assumed that the
MPC knows the exact time of operation of the pulsed load. As can be seen in Figure 4-3,
the MPC controller tried to compensate for the voltage drop by simultaneously boosting
the excitation of the MTG and ATG generators. However, Figure 4-4 shows that the
voltages of bus 3 and bus 4 dropped below the minimum acceptable level. In addition,
overly boosting of the excitation of the synchronous generators resulted in a high voltage
ripple on all the AC buses in the system and overcurrent of generator. This phenomenon
deteriorates the electrical circuits of the generator. However, the controller could not

avoid this condition since it needed to keep the system stable.
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Figure 4-4 Bus voltages of the SPS — Case study 1
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4.2.2 Case-study 2 — Dynamic Compensator

In this case-study, a pulsed load connected to bus gets energized at =2s which
applies a significant disturbance to the system. As can be seen in Figure 4-5, the global
MPC controller tried to mitigate the effect of the disturbance on the voltages of the
system by increasing the reference voltage of the master generator, increasing the
reactive power setpoint of the PQ controlled generator, and increasing the reactive power
setpoint of the dynamic compensator. As can be seen in Figure 4-6, SPS bus voltages
stay within 5% limit and shows only small deviations. These voltage deviation satisfies

the voltage requirements of section 4.6 of IEEE standard [121] for shipboard power

system.
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Figure 4-5 Control inputs to the SPS — Case study 2
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Figure 4-6 Bus voltages of the SPS — Case study 2

4.2.3 Case-study 3- Propulsion motor speed change

In this case-study, the speed of the propulsion motor changes from 2/3 of the
nominal speed to the full nominal speed at t=9s. The inrush current that the induction
motor is drawing from the system causes a disturbance in the system. This disturbance
can be modeled as a pulse of reactive power drawn from the system, which causes
voltage drop. The global MPC controller tries to mitigate the effect of the disturbance
on the voltages of the system. The controller reacts to the voltage drop in 0.2 seconds.

The bus voltages are depicted in Figure 4-7.
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Figure 4-7 Bus voltages of the SPS — Case study 3

The control inputs generated by the MPC controller are shown in Figure 4-8. The
controller increased the voltage reference of the master generator, increased the reactive
power injection by the PQ generator, and increased the reactive injection by the D-

STATCOM to achieve the reactive power control goals.
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Figure 4-8 Control inputs to the SPS — Case study 3

4.3 Local Control of DC Distribution Zones

In this section, the structure of the DC distribution zone is discussed first. Then local
voltage control scheme of the DC zone is discussed briefly. As mentioned before,

voltage control of each DC zone is a sub-problem to the global voltage control problem

and is solved locally.

The DC distribution zones are composed on DC/DC converters, Inverters, AC and
DC loads. The loads can be vital and non-vital depending on the importance of their

functionality. Vital loads typically have two possible paths to get energized. This
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redundancy helps the system to keep the vital loads energized if one of the paths
experience fault. The general structure of a DC zone is depicted in Figure 4-9. Each zone
has a rectifier which supplies DC power to the zone. The rectifier, converter and the
inverter are coordinated together to keep the voltage of the load at the nominal level.
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