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ABSTRACT

The determination of the leakage and consequently the friction factor is an important part of analyzing the flow through a seal. This is done experimentally by means of a flat plate tester, which allows for the simplified representation of the seal pattern on a flat plate surface tested under a range of clearances and pressure drops. The setup mounts a smooth plate opposite a second plate which may be smooth or have a roughened surface while the separation between plates is held constant. The present study analyzes the phenomenon of friction factor ‘upset’ – wherein it was seen that as the pressure drop across the parallel plates is increased, there is a sudden increase in the friction factor (i.e. a decrease in flow rate) at a certain Reynolds number and for any further increase in the pressure differential, the friction factor shows the expected trend and decreases slowly. This phenomenon was initially believed to be an anomaly in the rig and was attributed to choking at an upstream flow control valve. The present author differs from that view and hypothesized that the reason for the abrupt change is linked to the flow mechanics of the system and the current study analyzes the same.

Preliminary analysis of available data has established that the cause for the ‘upset’ was not related to the switch from a normal mode resonance driven by the Helmholtz frequency of the cavities on the stator to a shear layer instability, as was seen earlier by Ha. The friction factor jump for this case is therefore proposed to be due to a change of the instability modes as the fluid passes over the cavities in the plate.
detailed analysis of the physics of the flow will be carried out via a numerical simulation using a Large Eddy Simulation (LES) model from ANSYS Fluent. Results will be validated through comparisons with experimental data from the flat plate test rig.
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NOMENCLATURE

Greek

$\alpha$  Empirical constant corresponding to phase delay (time between upstream receptivity and vortex-corner interaction)

$\delta_{ij}$  Dirac delta function

$\kappa$  Empirical constant corresponding to average convection speed of vortices

$\gamma$  Ratio of specific heats

$\gamma_A$  Area ratio

$\lambda$  Wavelength

$\eta$  Kolmogorov length scale

$\rho$  Density of air [ML$^{-3}$]

$\rho_{flow}$  Density at the flow meter [ML$^{-3}$]

$\sigma_{ij}$  Viscous stress tensor

$\theta$  Momentum thickness of boundary layer [L]

$\theta_0$  Momentum thickness of boundary layer at upstream edge of cavity

$\tau$  Time lag [T]

$\tau_f$  Wall shear stress [ML$^{-1}$ T$^{-2}$]

$\tau_{ij}$  Subgrid stress tensor

$\mu$  Dynamic viscosity [ML$^{-1}$ T$^{-1}$]

$\mu_t$  Eddy viscosity
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/D</td>
<td>Analog-to-digital converter</td>
</tr>
<tr>
<td>A</td>
<td>Cross-sectional area of channel [L²]</td>
</tr>
<tr>
<td>𝐴ₖ</td>
<td>Surface area [L²]</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>𝐶ₚₜ</td>
<td>Convective speed of vortices</td>
</tr>
<tr>
<td>Cₚₛ</td>
<td>Clearance between plates [L]</td>
</tr>
<tr>
<td>Cs</td>
<td>Smagorinsky constant</td>
</tr>
<tr>
<td>dp</td>
<td>Change in density across control volume [ML⁻³]</td>
</tr>
<tr>
<td>dx</td>
<td>Differential length of control volume [L]</td>
</tr>
<tr>
<td>dp</td>
<td>Differential pressure across control volume [ML⁻¹T⁻²]</td>
</tr>
<tr>
<td>dV</td>
<td>Differential velocity across control volume [LT⁻¹]</td>
</tr>
<tr>
<td>D</td>
<td>Depth of cavity [L]</td>
</tr>
<tr>
<td>Dh</td>
<td>Hydraulic diameter [L]</td>
</tr>
<tr>
<td>DNS</td>
<td>Direct Numerical Simulations</td>
</tr>
<tr>
<td>f</td>
<td>Dominant shedding frequency</td>
</tr>
<tr>
<td>fᵣ</td>
<td>Fanning friction factor</td>
</tr>
<tr>
<td>G</td>
<td>Filter function in ANSYS Fluent</td>
</tr>
<tr>
<td>H</td>
<td>Local clearance [L]</td>
</tr>
<tr>
<td>HP</td>
<td>Hole-pattern seals</td>
</tr>
<tr>
<td>hₚ</td>
<td>Hole depth [L]</td>
</tr>
</tbody>
</table>
hφ  Hole diameter [L]
L  Length of cavity [L]
Ls  Mixing length for subgrid scales (LES) [L]
LES  Large Eddy Simulations
M  Mach number
ṁ  Mass flow rate [MT⁻¹]
P  Pressure [ML⁻¹T⁻²]
Pexit  Exit pressure at test section [ML⁻¹T⁻²]
Pflow  Pressure upstream of flow meter [ML⁻¹T⁻²]
Pinlet  Inlet pressure at test section [ML⁻¹T⁻²]
q̇  Volumetric flow rate measured by flow meter [L³T⁻¹]
R  Gas constant for air [L²T⁻²K⁻¹]
RANS  Reynolds Averaged Navier Stokes
Re  Reynolds number
SGS  Subgrid scale
Sij  Rate of strain tensor
St  Strouhal number
T  Static temperature [K]
Texit  Exit temperature at test section [K]
Tflow  Pressure upstream of flow meter [K]
Tinlet  Inlet temperature at test section [K]
\( T_t \) Stagnation temperature \([\text{K}]\)

\( \mathbf{u} \) Velocity vector representing all three components of velocity

\( \mathbf{\bar{u}} \) Resolved scales of velocity vector representing all three components of velocity

\( \mathbf{u}' \) Subgrid scale velocity vector representing all three components of velocity

\( U \) Bulk flow circumferential velocity \([\text{L/T}]\)

\( U_m \) Axial mean velocity relative to the surface \([\text{L/T}]\)

\( V \) Axial velocity in the X direction \([\text{L/T}]\)

\( W_{pl} \) Plate width or channel width \([\text{L}]\)

\( \mathbf{x} \) Distance vector

\( X \) Horizontal coordinate \([\text{L}]\)

\( Y \) Vertical coordinate \([\text{L}]\)
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1. INTRODUCTION

1.1 Introduction to annular and hole-pattern seals

Seals are known to be one of the most important components of a turbomachine owing to their ability to prevent leakage between the stages of a machine and also their contribution to its stability. With the increased need for better performance and more efficient turbomachines in the industry, it has become essential to study the physical behavior of seals as well and determine their precise impact on the behavior of the system. There are a wide variety of seals that can be used in a machine ranging from static seals (such as gaskets and O-rings, which are in contact with stationary surfaces) to dynamic seals (such as annular seals which are not in contact with sliding or rotating surfaces).

The choice of the sealing mechanism is entirely dependent on the application and is the result of careful consideration of many factors such as the acceptable amount of leakage between parts, cost and the stability of the system. Annular seals are chosen where a very tight seal is not required and also has the advantage of being simple in construction and cheap. Labyrinth seals on the other hand, can provide a good seal but tend to cause issues with the rotordynamic stability of the system. Honeycomb seals (Fig.1) are therefore seen as a viable alternative in cases where both the leakage characteristics and the stability of the system are of importance. The honeycomb seal was originally introduced in the 1960s as a replacement for aluminum labyrinth seals.
and research from the late nineties [4, 5, 6] shows that these seals were able to provide stability in otherwise unstable systems.

Figure 1 – A honeycomb seal around a smooth rotor [3]

Though honeycomb seals were able to provide satisfactory leakage and stability characteristics, the complex manufacturing of these seals and the rub related shaft
damage that is prevalent in use produce significant disadvantages as well. Hole-pattern (HP) seals were thus developed as an alternative. These seals are geometrically similar to honeycomb seals, the main difference being that they are manufactured with circular holes instead of hexagonal as shown in Fig. 2. Yu and Childs [7] compared three hole-pattern damper seals with a honeycomb seal. Their results show that hole-pattern seals generally provided a high effective damping and the overall performance of honeycomb and hole-pattern seals is comparable, showing that they can replace honeycomb seals for most applications.

Figure 2 – A hole-pattern seal [1]
1.2 Importance of determining friction factor for leakage and rotordynamic studies

The friction factor has been an important subject of study in engineering applications since the landmark paper by Moody [8] that discussed the prediction of friction factors for circular pipes. Moody proposed the friction factor as a function of Reynolds number and surface roughness. For increasing Reynolds number, as per the Moody diagram, the friction factor decreases asymptotically in the turbulent regime; however, this does not hold for flow between closely spaced surfaces. A review of current literature shows that there is little information on friction factor data for closely spaced parallel plates and there is no analytical expression for its prediction.

With regard to honeycomb seals, a two-control-volume method using a bulk flow theory was proposed by Ha [3] which allowed for the determination of the rotordynamic coefficients of the seal. In applying this numerical solution from the governing equations, a perturbation of the variables pressure $P$, local clearance $H$, axial velocity $V$ and circumferential velocity $U$ is employed. The resulting equations are separated into zeroth and first order equations. The leakage of the seal is then predicted using the zeroth order equations for which the friction factor is needed as an input. The first order equations are solved to find the dynamic coefficients but they require partial derivatives of the friction factor with respect to the perturbation variables as inputs to define shear stresses at the boundaries. In order to carry out these computations it is therefore seen that the determination of the friction factor is necessary.

Though a range of studies have been carried out to determine and model the friction factor [3, 7, 8, and 9], recent tests using hole-pattern seals showed a peculiar
trend in the friction factor variation. It was observed that as the pressure drop across the parallel plates was increased, there was a sudden decrease in the flow rate at a certain Reynolds number. This trend was mirrored by the sudden increase in friction factor at the same Reynolds number, and was seen as cause for concern since it could have serious effects on the rotordynamic stability of the system. Although it was postulated that this phenomenon was the result of flow choking at an upstream control valve [1] and was eliminated by employing two upstream control valves in series, the present author believes that it could be related to the mechanics of the flow itself. Cavity flows in literature that have reported such large changes in the friction factor have shown underlying changes in instability modes and the present study is an attempt to analyze and detect any presence of the same.
2. OBJECTIVES

This work will focus on studying the physics of the flow through a hole-pattern seal and attempt to further analyze the reason for the friction factor upset phenomenon. The geometry of the seal under review is the same as that used by Asirvatham [1] and the plate used along with its dimensions are shown in Fig.3. As seen here, the diameter of the holes is 3.175mm, the depth is 0.9mm and the clearance between the HP plate and the smooth plate is 0.254mm.

Results from previous studies [3] indicate that the distinct variation in the friction factor at a certain Reynolds number could be related to the presence of a flow instability in the seal. In order to test this hypothesis, the experiment will be re-run with using the same plates and parameters as Asirvatham [1]. The purpose of this part of the study would be to replicate the ‘upset’ phenomenon seen and also obtain high resolution pressure fluctuation data which is currently unavailable. Analyzing these spectra would allow determine if there is a change in the flow behavior, indicating a change in instability modes and help determine further investigation methods.

In order to study the flow more closely, a simplified geometry of the seal will also be examined, which, at the first principle is flow over a cavity with a top boundary to represent the clearance. A detailed numerical analysis will be carried out for this geometry using a range of CFD simulations in ANSYS Fluent. In order to determine the modeling technique that is able to capture the flow instabilities and also be
computationally efficient, Large Eddy Simulations (LES) will first be carried out with
cavity flows that are known to have instabilities.

An extensive amount of work has been done on open cavity flows (without a top
boundary) and it has been seen that flow over a cavity can lead to one of three kinds of
instabilities –

1. Shear layer instability – where small disturbances in the free shear layer over
the cavity are amplified owing to a Kelvin Helmholtz instability. Further
interactions with the trailing edge of the cavity results these disturbances
having an upstream influence thus causing a ‘feedback-loop’ type effect

2. Wake mode instability – where large structures (whose size is comparable to
the dimensions of the cavity itself) are shed from the upstream lip of the
cavity and behave like the flow behind a bluff body

3. Normal mode resonance – is characterized by a compression wave in the
cavity, similar to that in a Helmholtz resonator.
Figure 3 – Geometry of hole-patterned plate used by Asirvatham [1]
The friction factor upset can be related to the occurrence of one or more of these modes or even a combination of them. The initial objective is therefore to determine if LES can predict the occurrence of these instabilities since most related numerical studies have used Direct Numerical Simulations (DNS) which is computationally more intensive.

Once a method of simulation is determined, the current geometry will be modeled using boundary conditions from Asirvatham [1] and corresponding mass flow rates and friction factor will be calculated. These results will then be compared to the experimental values for validation.
3. LITERATURE REVIEW

3.1 Experimental studies related to friction factor calculation

Though the work done by Moody [8] was instrumental, as mentioned earlier, there has been little work done in terms of studying the friction factor in closely spaced parallel plates (i.e. channel flow). The work done by Ha [9] was preceded by a study by Elrod [11] who attempted to model the friction factor of honeycomb seals with a smooth rotor and honeycomb stator. This model was able to predict static and stability characteristics of the seal better than other models present at the time but still was unable to predict the direct stiffness which is an important component of the rotordynamic analysis of the seal.

Ha [9] was one of the first investigators to work with the flat plate tester in its current configuration and his base results showed that the honeycomb surfaces gave larger friction factor than smooth surfaces. Most of his test cases show a constant or slightly varying trend of the friction factor with change in Reynolds number but around 30% of the cases showed a friction factor jump when testing opposing honeycomb surfaces. The occurrence of the jump was also accompanied by high pressure oscillations which were found to be the result of a normal mode resonance which resulted in large scale coherent flow fluctuation in resonance with the Helmholtz frequency [3].
The cases that did not show the jump, on the other hand, contained the normal mode resonance and a feedback mode resonance - it was concluded that the presence of this feedback mode interfered with the normal mode such that the normal mode coherent structure did not attain amplitudes that would trigger non-linear effects. Fig. 4 shows the occurrence of the jump as well as the frequency spectra for the cases with and without the jump, showing the difference in dominant modes present.

Related studies were also carried out by Thomas [12] and Nava [13] who used a different flat plate tester with water as the working medium. Their results showed that the friction factor, in general, increased with increasing clearance between the plates and also that there was a clearance (referred to a plateau clearance) beyond which the friction factor does not increase. The same results were also confirmed by Childs and Fayolle [14] for hole-pattern seals using a liquid medium. These studies suggest that fluid compressibility is an important factor for the existence of the friction factor jump.
Figure 4(a) – Variation of friction factor with Reynolds number showing the jump

(b), (c) – Frequency spectra for cases with and without the jump [2]
3.2 Review of work on flow instabilities

Since an early analysis of previous experimental data [1, 2] of the friction factor jump indicates an instability related phenomenon, it is necessary to study and understand the types of instabilities that can occur in the seal. The hole-pattern can be studied more closely by analyzing a simplified model of the seal and looking at a single hole or cavity. Taking a two dimensional section, this simplifies the study to the flow over a cavity with a top boundary representing the distance between the plates.

Cavity instabilities have been the subject of study for the last half century and their complexity derives from the many processes such as boundary layer separation, shear layer instability and acoustic radiation that affect the flow. Most of these processes are correlated making it difficult to identify the exact nature and source in these flow mechanisms [15]. These instabilities are however linked to the change in the total drag and generation of flow-induced oscillations which affect the stability of the system. This makes it essential to understand these flows thoroughly and determine their behavior in the system.

Of all the organized instabilities, based on seal geometry, the shear layer and the wake mode are the only ones that may be applicable for the present case (Helmholtz instabilities are seen in deeper cavities, usually with a neck at the entrance region). From the early work of Rossiter [16], cavity oscillations in compressible flow are typically described as a flow-acoustic resonance mechanism. This trend was characterized by small instabilities in the shear layer, which interact with the downstream corner of the cavity and generate acoustic waves; these waves propagate
back upstream and create new disturbances in the shear layer. For incompressible flow, this upstream influence is felt instantaneously while there is an acoustic delay for compressible flow. Resonance occurs at a specific frequency owing to the reinforcement of disturbances and this type of instability is called a shear-layer (or Rossiter) mode. Fig. 5 shows a schematic of this instability.

![Figure 5 – Schematic of shear layer instability in an open cavity [17]](image)

In addition to identifying the mechanism of the instability, Rossiter also developed a semi-empirical formula to predict the resonant frequencies for flow over a cavity without an opposing wall. This was done by carrying out an extensive range of
tests on two-dimensional rectangular cavities of different length to depth ratios and at different Mach numbers.

The relation obtained was –

\[ \text{St}_n = \frac{f_n L}{U} = \frac{n-\alpha}{M+\kappa} \]

where \( \text{St}_n \) is the Strouhal number corresponding to the \( n \) –th mode frequency \( (f_n) \). The empirical constants \( \kappa \) and \( \alpha \) correspond to the average convection speed of the vortical disturbances in the shear layer and phase delay (usually the values of \( \frac{1}{\kappa} = 1.75 \) and \( \alpha = 0.25 \) are used). Though data from a large number of experiments show agreement with the above equation, a significant amount of scatter has been seen owing to the discrepancies between experimental conditions (mainly different \( L/D, L/\theta_0, Re_\theta \) values – where \( \theta_0 \) is the momentum thickness of the boundary layer at the upstream cavity edge ) [17]. Also, this equation does not indicate whether self-sustained oscillations do occur and if they do, which modes are present and dominant.

The other instability mechanism seen in cavity flow was that observed in an incompressible flow experiment by Gharib and Roshko [18]. They observed a significant change in the behavior of the cavity oscillation when the ratio of the cavity length relative to the upstream boundary layer momentum thickness was increased. It was seen that the flow was characterized by large-scale vortex shedding from that cavity leading edge (similar to that behind a bluff body) and was classified as a ‘wake mode’. As the large vortex forms at the leading edge, free stream fluid enters in the
cavity and impinges on the bottom; this is followed by the vortex being shed from the leading edge and ejected from the cavity, leading to an increase in drag.

This mode was also successfully replicated in many two-dimensional numerical simulations [19, 20] but is hard to detect experimentally. Shieh and Morris [21] also showed that two-dimensional cavities in the wake mode could return to a shear-layer mode when three-dimensional disturbances are present in the incoming boundary layer. Work by Suponitsky et al. [22] also showed that the development of a three-dimensional flow field, generated by random inflow disturbance into a two-dimensional cavity oscillating in wake mode, led to the transition to shear layer mode, regardless of the amplitude and shape of the inflow disturbances. These studies helped determine the course of action with regard to the type of simulations to be performed and the important parameters to be monitored.
4. METHODOLOGY

The current study will focus on closely studying the flow through the flat plate tester by using two methods –

(a) Re-testing the plates where the jump phenomenon was seen earlier using higher frequency pressure fluctuation measurements.

(b) Simulating the flow through the parallel plates using LES

4.1 Experimental analysis using the flat plate test rig

The initial parts of the project will involve re-taking the data for the flat plate tested by Asirvatham [1]. A simplified schematic of the flow loop (that is rated for up to 104 bars) is shown in Fig. 6 and a detailed view of the flat plate tester itself is shown in Fig.7. As the figure indicates, there are two flat plates that have distinctly different surfaces – the test plate is the one with the hole-pattern on it and the smooth plate is the one that acts as the opposing surface and forms the clearance required. In addition to the flowmeter shown in the loop, the setup also has the ability to take a series of pressure measurements; the smooth plate used has two pressure transducers that monitor the pressure at the inlet and exit of the assembly while the hole plate has nine transducers along its length that record the static pressure variation along the plate length.
Figure 6 – Flow loop for flat plate test rig

Figure 7 – Detailed view of the flat plate tester [2]
Along with the static pressure, the plates also have eight dynamic pressure probes (four on each plate) which are capable of high frequency pressure fluctuation data. It was seen by Rowley [19] that the predicted instabilities could show dominant frequencies of the order 100,000 Hz; however owing to the sampling rate of the A/D system used by Asirvatham [1] and Kheireddin [2], the highest frequency that could be detected was limited to 50,000 Hz and hence the presence or absence of these instabilities cannot be confirmed from existing data. Since the frequency response of the transducers makes them capable of detecting frequencies up to 250 kHz, a higher sampling rate can be obtained from the same setup by using a different A/D converter. It is proposed to use a Tektronix oscilloscope for this purpose since this oscilloscope allows sampling rates up to 1 giga samples per second.

This setup will therefore allow acquisition of pressure fluctuations that will determine the validity of the CFD data and help provide a deterministic reason for the occurrence of the friction factor jump.

4.2 Numerical study of flow through parallel plates

The later parts of the work will involve simulating the flow through two open cavities of different $L/D$ ratios to determine if the modeling technique used captures the different modes that would be seen for these cavities as according to Rowely [19]. To do this, the problem setup used is as shown in Fig.8. Since this reference and most others advocate the use of DNS to detect these instabilities, this first step will help
establish a method of simulation that is less computationally expensive and also less time consuming.

**Figure 8 – Problem setup to check for instabilities in an open cavity [19]**

To carry out these simulations, the domain shown in Fig.8 will be meshed with structured quadrilateral cells. The cells will be grouped closely at the boundaries along the top of the cavity so as to ensure the boundary layer and the relevant flow features here are accurately captured. Though the number of cells would be around 3,000,000 a coarse representative mesh is shown in Fig.9 for an $L/D$ ratio of 4 to indicate the
relative density of the grid in different parts of the domain. In addition to the normal boundary for the domain (shown at $3.5L = 14D$ in Fig.9), the upstream boundary (or inflow) is chosen at $4.3D$ to allow the development of the boundary layer. Also, the downstream boundary is chosen at $9.2D$ in order to ensure that it does not interfere with the flow close to the downstream edge of the cavity. An identical domain is created for a cavity with an L/D ratio of 2 in order to observe the presence of both types of instabilities (in accordance with [19]). For the dimensions of this cavity, since the aforementioned reference restricted the description of the domain in terms of the depth alone, the seminal work of Krishnamurty [23] was referred to (since it was used as the benchmark for Rowley’s study [19]) and the depth of the cavities was set to 0.05 in. The other dimensions were calculated accordingly as accounted earlier.
The simulation will be run using ANSYS Fluent 12.0.16 with bounded central order differencing for the spatial derivatives of the governing equations and a second order implicit scheme for the time derivatives. The subgrid-scale stresses will be modeled using the Smagorinsky-Lilly model with $C_S$, the Smagorinsky constant set to 0.1. The main advantages of using this subgrid scale model are its manageability and its computational stability, making it an appropriate choice for most engineering applications [24]. In addition to the parameters mentioned above, the time step size during transient simulations will be limited to a fairly small step size of the order of $1e^{-8}$ seconds in order to ensure that all relevant flow structures are well captured.

Once a suitable method of simulation has been determined, the next step will involve the construction of a suitable model for the setup in question. To understand the behavior of the flow, the model will be reduced to a simple two dimensional formulation keeping the dimensions as according to the pattern tested by Asirvatham[1]. This type of formulation will also help with the objective of investigating the flow thoroughly without having to take on the computational expense of simulating the entire test surface. Another reason for simulating one cavity relates to the fact that earlier research [25] has shown that in addition of neighboring cavities does not affect the existence or the value of the dominant frequency of the system. The addition of more cavities would lead to the detection of higher harmonics but the basic nature of the instability is unaltered. A representative grid for this set of simulations along with the corresponding dimensions is shown in Fig.10.
Figure 10 – Representative mesh for LES simulations based on geometry from [1]
5. THEORY OF FLAT PLATE TESTING AND DESCRIPTION OF TEST RIG

5.1. Theory of flow through narrow channels and concept of flat plate testing

The test section of the flat plate rig represents a rectangular channel that can be modeled by the control volume shown in Fig. 11. This derivation has been obtained from John and Keith [26] and Dr. G. Morrison’s class notes [27]. The following section details in the derivation of the friction factor based on the Fanno line flow. The assumptions made for this analysis are –

(a) The flow is assumed to be one dimensional since the width of the plate is much larger than the clearance

(b) Air is assumed to behave as an ideal gas with constant specific heats

(c) Area change effects, body forces and work across the control surface are small enough to be neglected

Figure 11 – Control volume for adiabatic, constant area channel flow
The control volume for the derivation is shown in Fig. 9. The momentum equation in the $x$ direction for this control volume gives –

$$- \tau_f A_s - AdP = \rho AVdV$$

(2)

where $\tau_f$ is the wall shear stress, $A_s$ is the surface over which the frictional forces act, $A$ is the cross-sectional area of the channel and $V$ is the axial velocity in the $x$ direction.

Defining the hydraulic diameter as –

$$D_h = \frac{\text{Cross sectional area}}{\text{wetted perimeter}}$$

(3)

Since the channel is rectangular –

$$D_h = \frac{W_{pl} C_{pl}}{2(W_{pl} + C_{pl})}$$

(4)

where $W_{pl}$ and $C_{pl}$ are the width and height of the rectangular channel respectively.

Applying assumption (a), the hydraulic diameter is reduced to –

$$D_h = 2 C_{pl}$$

(5)

Defining the Fanning friction factor as –

$$f_f = \frac{\tau_f}{0.5 \rho V^2}$$

(6)

Using this in Eq. (16) gives –

$$-dP - \frac{1}{2} \rho V^2 f_f \frac{dx}{D_h} = \rho V dV$$

(7)

Applying the definition of Mach number $M$ as $M = \frac{V}{\sqrt{\gamma RT}}$ (where $\gamma$ is the ratio of specific heats and $R$ is the gas constant for air) and using the relation between the static and stagnation temperatures as –

$$T_t = T \left(1 + \frac{\gamma - 1}{2} M^2\right)$$

(8)
Using the equation for the conservation of mass in conjunction with the ideal gas law and the definitions of $M$ and $T_t$, the following relation is obtained for $M$ –

$$M = \left( \frac{-1 + \sqrt{1 + 2(y-1) \left( \frac{m}{PA} \right)^2 \left( \frac{RT_t}{\gamma} \right)}}{(y-1)} \right)^{1/2}$$

(9)

where $\dot{m}$ is the mass flow rate through the test section. This equation allows for the calculation of $M$ from $\dot{m}$, $P$ and $T_t$ which can be measured and $R$, $\gamma$ and $A$ which are known quantities.

Further, using the equations above as seen from Asirvatham [5] -

$$f_f = \frac{C_p(1-M^2)}{\gamma M^3 \left(1 + \frac{\gamma - 1}{2} M^2 \right)} \frac{dM}{dx}$$

(10)

d$M$ can be calculated by curve fitting the Mach number along $x$ and finding the local derivative of the curve. This allows for the calculation of the friction factor from the available Mach number data.

This theory is applied in the flat plate rig to experimentally determine friction factors for HP seals. The test configuration uses a roughened HP plate that represents the seal surface facing a smooth plate that represents the rotor surface [5]. Air flow between these two plates is through a clearance which represents the radial clearance in a seal. The friction factor is measured in the fully developed regime where the axial velocity can be assumed to be one-directional. Also, the Reynolds number for this case is defined as –

$$Re = \frac{\rho(2H)U_m}{\mu}$$

(11)
5.2. Description of the test rig

The objective of the flat plate test rig is to enable a relatively rapid determination of the friction factor for a range of surfaces. The test rig in question uses high pressure air as the working fluid and Fig. 6 shows a simplified schematic of the flow loop for the same. High pressure air that is compressed and stored at the Oran W. Nicks Low-Speed Wind Tunnel is delivered to the test rig that is located at the Turbomachinery Laboratory. The entire flow loop shown is rated for 104 bars, and the safety valve shown ensures that the pressure stays within the recommended limit [1]. The two other important valves are the downstream control valve that helps maintain the exit pressure and the upstream control valve that helps set the inlet pressure.

The flat plate tester itself consists of the test plates that are held in the boundary vessel by backup plates and the entire assembly is kept in place by main bolts as shown in Fig. 7. As the figure indicates, there are two flat plates that have distinctly different surfaces – the test plate is the one with the hole pattern on it and the smooth plate is the one that acts as the opposing surface and forms the clearance required. Both plates are made of 410 annealed stainless steel with very high yield strength in order to withstand stresses induced by high pressure air. They also have the same dimensions of 4.45 cm x 6.35 cm x 15.24 cm and have O-ring grooves around the periphery in order to prevent any leakage. Both plates also have two countersunk holes in order to allow for attachment to the backup plates. Fig. 12 (a) shows the basic construction of the smooth plate while Fig. 12(b) shows the same for the HP plate. Another important parameter in
the manufacture of HP plates is the ratio $\gamma_A$ which is the ratio of the area occupied by the holes in the seal to the total inner surface area; for the plate under study, $\gamma_A$ was 75.4%.

In addition to the features mentioned, the plates are also equipped with holes for the static and dynamic pressure transducers. As seen from Fig. 12, both plates have taps for four subminiature high frequency response pressure sensors located along their length; these sensors are mounted flush with the surface of the plate so as not to interfere with the flow. The smooth plate is responsible for the monitoring of the inlet and exit temperatures and pressures of the flow through the clearance and to this end, miniature holes drilled at the inlet and the exit of the exit sides of the plate are connected to thermocouples and pressure transducers which are connected to a bank of LED displays. The HP plate on the other hand is used to collect static pressure data from the nine additional pressure transducers located along its length and this information is sent to the DAQ system (details of which are accounted in later sections).
Figure 12(a) – A typical smooth plate with pressure tap and thermocouple locations,
(b) – A typical hole patterned plate with pressure tap and thermocouple locations [1]
Another important part of the rig is the boundary vessel which is the rectangular vessel with a central ‘window’ that is located at the core of the assembly. This is the part where the two test plates come together and also where the inlet and exit for the air supply are located. Fig. 13 shows the boundary vessel with the smooth plate in place, showing the air passage.

*Figure 13 – Photograph of smooth plate and the boundary vessel showing the air passage*
The boundary vessel is supported by two backup plates made of heavy blocks of 315 stainless steel which serve to support and keep the test plates in place. The clearance between plates is set by means of stainless steel shims which can be replaced to obtain different clearances. The entire assembly is pulled together by using 5/8 X 16 UNF carbon steel bolts while the test plates are rigidly bolted to the backup plates using flat head screws. Fig. 14 shows the plates and the boundary vessel before assembly while Fig. 15 shows a photograph of the assembled rig.

Figure 14 – Photograph of both plates and the boundary vessel before assembly
The next few paragraphs discuss the instrumentation of the rig in detail. The inlet and backpressure valves are both Fisher® D4 control valves which are electronically controlled by a potentiometer that sends a 4-20 mA signal. The next component in the flow loop is a Flow Technology® flow meter which has been calibrated at a pressure of 84 bar and a temperature of 295 °K. It is also connected to a digital readout which displays readings in acfm (actual cubic foot per minute) and has an accuracy of ± 0.25%. The flow rate digital display is further connected to a National Instruments® Data Acquisition (DAQ) Board and a LabVIEW program is used to collect the data.
The static pressure tubes connecting the probes along the test plate are made from stainless steel. The tubes are attached with extreme care to the back of the test plates via epoxy to insure that the tubes do not kink or bend. Stainless steel tubes and compression fittings are used to connect the static pressure probes to a Scanivalve® pressure scanner. This particular module has 16 ports that allow multiple-point measurements of the static pressures along the plates. It also has RAM, 16 bit A/D converter and a microprocessor that communicates with a PC through an Ethernet TCP/IP Protocol.

In addition to the static pressure measurements, dynamic pressure data was taken using PCB® 105C22 transducers - four of which were mounted flush with the surface of the smooth plate and the remaining four were mounted flush with the bottom of the holes of the HP plate. These dynamic pressure sensors are connected to a dynamic DAQ through a BNC to SMB cables. This NI PCI 4472 DAQ board is also used to power these subminiature ICP pressure sensors. Since the sampling frequency of the sensors was limited due to the use of this DAQ, which is limited to a maximum sampling frequency of 102,400 samples per second, an oscilloscope with a higher sampling rate was added to the setup. This involved additional connections from the dynamic sensors on the smooth plate to a Tektronix® TDS 2004C oscilloscope which is capable of recording up to 1 giga samples/second. The oscilloscope interfaces with a computer by means of another LabVIEW code which is designed to record data for the duration of the run.
6. TESTING PROCEDURE, CALCULATION AND RESULTS FROM FLAT PLATE TEST RIG

This section of the work is referenced from Asirvatham [1] and Kheireddin [2] in order to ensure integrity of the results for comparison.

6.1 Testing procedure

The wind low-speed wind tunnel at the Oran W. Nicks facility employs two compressors to obtain high pressure air which is then stored in an air tank at the location. Once the pressure in the tank reaches 104 bar, the compressors are turned off. The flow loop showing the transfer of air from the wind tunnel facility to the Turbomachinery Laboratory is shown in Fig. 16. [28].

Each day of testing begins by verifying that all instrumentation is working properly. Before data acquisition, the entire system is checked for unwanted leakage by opening the inlet control valve and keeping the backpressure valve closed; once the pressure in the system reaches 84 bar, the inlet valve is closed, and the pressure in the system is monitored. If no detectable leaks are found, testing begins. To avoid malfunction of the flow meter, the inlet control valve is opened slowly while the backpressure valve is in the closed position.
Figure 16 – Flow loop showing transfer of high pressure air to Turbomachinery Laboratory [28]
Once the entire system is pressurized to the desired pressure (this is achieved by opening the inlet valve an appropriate amount, based on the required pressure and the available tank pressure), the backpressure valve is slowly opened until a maximum pressure differential is established. Specified pressure drops are then achieved by closing the backpressure valve. Once steady state flow conditions are established, data is collected through a LabView program as detailed in Chapter 5. At the end of the test day, the flow meter is disconnected from the flow loop and flushed with denatured alcohol so as to remove any moisture that could cause erroneous readings.

Static data comprising of pressure, temperature and flow rate are collected by the LabView program and this data is further reduced by an Excel code. Asirvatham [1] used a LabView program that is set up to acquire the time signal of the pressure oscillations detected by the dynamic pressure probes sampled at 100k Hz.

6.2 Calculations

Each test run includes the following data being measured –

(a) Volumetric flow rate as measured by the flow meter along with the pressure and temperature upstream of the flow meter, $P_{flow}$, $T_{flow}$.

(b) Inlet and exit pressures of the test section measured at the smooth plate, $P_{inlet}$, $P_{exit}$.

(c) Inlet and exit stagnation temperatures of the test section measured at the smooth plate, $T_{inlet}$, $T_{exit}$.
(d) Static pressure drop along the length of the HP plate at 9 locations, \( P1, P2, P3, \ldots P9 \)

(e) Dynamic pressure data measured at 4 locations at the smooth plate and 4 locations at the HP plate.

The above test results correspond to a particular plate with a specific \( C_{pl} \) for a set \( P_{inlet} \) and \( \Delta P \) which in turn defines the \( Re \) (The difference between the terms ‘pressure difference’ and ‘pressure ratio’ being that they are the difference and ratio between the inlet and exit pressures respectively).

Density at the flow meter is calculated from a formula derived from the ideal-gas relation as –

\[
\rho_{flow} = \frac{P_{flow}}{R \cdot T_{flow}}
\]  

(12)

where \( P_{flow} \) (N/m\(^2\)) is the static pressure upstream of the flow meter, \( R \) is the specific gas constant (287 J/Kg/K) and \( T_{flow} \) (K) is the static temperature upstream of the flow meter. Although the temperature being measured using the thermocouple is the stagnation temperature, since the Mach number across the flow meter is of the order of 0.1, this can be approximated as the static temperature as well. Further, the mass flow rate is calculated as –

\[
\dot{m} = \dot{q} \cdot \rho_{flow}
\]

(13)

where \( \dot{q} \) is the volumetric flow rate measured by the flow meter (m\(^3\)/s).

The Reynolds number is calculated as -
where $\dot{m}$ is calculated as seen earlier (kg/s), $C_{pl}$ is the clearance between plates where the flow goes through while $\mu$ is the absolute viscosity of air (Pa s).

Further calculations in the study relate to the calculation of the friction factor and Mach number. Assuming that the change in viscosity is negligible, the Reynolds number is constant along the flow path for a fixed $\Delta P$. The friction factor, $f_f$ then varies throughout the length of the plate and is calculated at all nine points of pressure measurement by the following method.

(a) Calculation of Mach number along the length of the plate

The Mach number, $M$ is calculated at the inlet, exit and at the nine points along the plate length where the pressure is measured. This is done using the static pressure values that are measured and also the stagnation temperature $T_t$ at these points. According to the Fanno flow assumptions, this stagnation temperature of the flow should remain constant since there is no heat transfer; however in practice, a small temperature drop (the maximum of which was measured to be 3 K) is seen as the flow reaches the exit. In order to account for this, an average of the inlet and exit temperatures is used as the stagnation temperature of the flow, hence maintaining the adiabatic flow assumption. Recalling Eq. (23), $M$ is therefore calculated as –

$$M = \left( -1 + \frac{1}{\sqrt{1 + 2(\gamma - 1)} \left( \frac{\dot{m}}{PA} \right)^{2} \left( \frac{RT_t}{\gamma} \right)} \left( \frac{\dot{m}}{PA} \right)^{2} \left( \frac{RT_t}{\gamma} \right) \right)^{1/2}$$

(15)
(b) Calculation of Mach number gradient and Fanning friction factor

The Mach number gradient $dM/dx$, along the length of the plate is necessary to calculate the friction factor $f_f$ as according to Eq. (10) from Ch. 5 –

$$f_f = \frac{C_{pl} (1-M^2)}{\gamma M^3 (1+\frac{\gamma-1}{2}M^2)} \frac{dM}{dx} \tag{10}$$

Since the value of $P$ is available at each of the 9 pressure taps, this is used to calculate $dp$ which is further used to compute $M$ and $dM$ using the equation –

$$\frac{dp}{p} = - \frac{dM}{M} \left[ \frac{1+(\gamma-1)M^2}{1+\frac{\gamma-1}{2}M^2} \right] \tag{16}$$

This equation is directly derived from the application of the Fanno flow principle and allows for the simultaneous determination of $M$ and $dM$. These values are then used in the computation of $dM/dx$ which is substituted into Eq. (10) to calculate the Fanning friction factor, $f_f$.

6.3 Friction factor upset as seen in earlier studies

The most recent occurrence of the upset phenomenon was seen by Asirvatham [1] who observed that the phenomenon was seen while increasing or decreasing $\Delta P$ during testing. His work details the existence of one of these cases- a plate with hole diameter, $h_\phi = 3.175\text{mm}$, hole depth $h_d = 0.9\text{mm}$, $C_{pl}$ of 0.254mm and an inlet pressure of 84 bar. This test was performed by starting at the maximum $\Delta P$ (i.e. the exit valve totally open) and closing the exit valve in steps until the minimum $\Delta P$ is established. Data is recorded at each step and Fig. 17 shows the variation of $\dot{m}$ with the $\Delta P$ as
obtained for this case. As seen here, there is a distinct jump in $\dot{m}$ at $\Delta P = 15$ bar which is reflected in Fig. 18 as a drop in $f_f$.

Based on these results, and an analysis of the data obtained, Asirvatham concluded that the abrupt changes were due to choking at an upstream control valve and reported that the problem had been eliminated by using two upstream valves, in series. The present author however differs from the view that this sudden variation was purely a result of the valve configuration and proposes that the phenomenon of the jump needs further examination. Based on the geometry and the flow conditions, the jump could be indicative of a change in the instability modes of the system as the fluid passes over the cavities of the plate. Placing two valves in series changes the nature of the turbulent flow entering the test section and therefore helped eliminate the unexpected jump.

Figure 17 – Variation of $\dot{m}$ with $\Delta P$ showing the abrupt change in flow rate [1]
Figure 18 – Variation of $f_f$ with $\Delta P$ showing the friction factor jump [1]
6.4 Analysis of friction factor upset as seen in current testing

In order to obtain a more extensive data set of the flow conditions at and before the occurrence of the jump, the flat plate rig was re-run with the same configuration and plates as that used by Asirvatham [1]. Since the occurrence of the jump was seen with a single valve alone, the additional valve upstream was removed. The only addition to the setup, as mentioned earlier was the oscilloscope, in order to allow for high frequency sampling of pressure fluctuations.

Fig. 19(a) shows the variation of mass flow rate with the ΔP as obtained for the case with a plate with $h_\varphi = 3.175$mm, $h_d = 0.9$mm, $C_{pr}$ of 0.254mm and an inlet pressure of 84 bar.
Figure 19 (a) – Variation of $\dot{m}$ with $\Delta P$ showing the abrupt change in flow rate,

(c) - Variation of $f_f$ with $\Delta P$ showing the friction factor jump
These measurements were obtained by continuously decreasing the ΔP over the required range. As seen here, the variation shows the distinct change in mass flow rate at a ΔP of around 155 kPa which is reminiscent of the trend seen by Asirvatham [1]. This variation is complemented by the trend of the friction factor as seen in Fig. 19(b). The plot shows that for a small change in pressure, there is a large change in the friction factor (the friction factor jumps to almost 3.5 times of the value recorded at the previous data point).

Fig. 20 shows the measured static pressure variation along the length of the plate for all the different Reynolds numbers (as defined by Eq. 28) for the same inlet pressure of 84 bar. The first and the last data points correspond to the inlet and the exit pressures measured at the smooth plate while the nine points along the length correspond to the nine pressure measurement points on the HP plate.
Figure 20 – Pressure drop along the length of the plate varying with the Re
The next set of calculations is related to the computation of the Mach number along the length of the plate (using Eq.23). The representation is kept the same as that of the pressure variation in order to maintain uniformity. As seen from Fig. 21, though the

*Figure 21– Mach number distribution along the length of the plate with varying Re*
change in Mach number along the length of the plate remains fairly small for the cases before the jump, after the occurrence of the jump, the variation of the Mach number is significant. This indicates that compressibility effects in the flow are substantial and need to be considered while modeling the flow. Another important observation from this plot is that the Mach number does not reach unity even for the case with the highest Reynolds number. Although Asirvatham [1] did observe supersonic flow beyond the test section at the exit and that the flow choked at the exit of the plate in some cases, supersonic flow was not seen in the present case.
Upon obtaining the Mach number, the next step is to use it to compute the Mach number gradient which is used in Eq. 24 to calculate the Fanning friction factor. Fig. 22 shows the variation of the friction factor along the length of the plate for all the different Reynolds numbers. There are a few observations that can be made from this plot. The first one is that at all values of Re, the entrance and exit effects are apparent in terms of

Figure 22– Friction factor distribution along the length of the plate with varying Re
the friction factor showing a steep gradient at this region. The other remark that can be made based on this plot is that there is little variation of the friction factor along the length of the plate, apart from the aforementioned entrance and exit effects – when these values are ignored, it is possible to obtain a single average value of $f_f$ for a given Re. This plot also shows the two distinct $f_f$ values seen as a consequence of the jump; although different Re values show little variation in friction within the two ‘zones’, there is a large difference in the friction factor across the jump itself.

In order to obtain a closer idea of the nature of the data obtained, spectral analysis of the pressure time trace was carried out. As mentioned earlier, there are four dynamic pressure probes along the length of each plate, all of which have a resonant frequency\(^1\) of 250 kHz. Fig. 23 shows the FFT of pressure taken from the four transducers on the smooth plate at a $\Delta P$ of 34,473 pa. This point was before the occurrence of the jump, and as seen here, all channels show a primary, dominant peak at around 1500 Hz. This is followed by the detection of different subdominant harmonics which vary slightly for each channel.

---

\(^1\) A rule of thumb for dynamic measurement is to select a device with a diaphragm resonant frequency of at least two to three times the highest frequency to be measured. Based on results from available literature [19], frequencies of the order of 50,000 Hz were observed and transducers with 250 kHz were thus chosen.
Probe 1, which is closest to the exit of the channel, shows peaks in the spectrum at 52,000 Hz, 114,200 Hz and 180,000 Hz; these peaks can be interpreted as an indication of distinct vortex families with little non-linear interaction between them.
Although all other probes show similar peaks, this probe is seen to allow for a more comprehensive detection of trends since all subdominant modes seen at the other probe locations are still captured at this probe. With this in mind, further analysis was done using the data from probe 1 at all the different $\Delta P$ conditions. Another observation made here is that the energy content of the flow is concentrated at the lower frequencies of the measured spectrum which further indicates the presence of large scale structures.

Figure 24 shows the waterfall plot of the FFT data at probe 1 on the smooth plate with changing $\Delta P$. This plot shows the variation at three different points – one before the jump, one right at the jump, and one after the jump. Studying the variation shows distinct changes in the spectra with the change in $\Delta P$. As detailed earlier, for the case before the jump at $\Delta P = 5\ psi$ (or 34,473 pa), the spectrum is indicative of an instability mode with large scale, low energy structures resembling the wake mode. The presence of the subdominant modes can be further related to the influence of this large scale structure on the entire flow domain and other possible shedding frequencies from other vortex families.
The distribution at $\Delta P = 17 \text{ psi}$ (or 117210 pa) indicates a change in the type of instability. The magnitude of the dominant mode also shows lower energy content as compared to the earlier value and the subdominant modes are not strictly confined to harmonics of the dominant frequency. The dominant frequency in this case is seen at 183000 Hz, with subdominant modes at 122,000 and 61,000 where the presence of
harmonics indicates non-linear interactions between structures. This is a clear departure from the trend seen at the lower $\Delta P$, and denotes transition towards an instability with high frequency vortex shedding and vortex pairing. Further, the broadband noise present in the spectrum is seen to be more subdued as well, indicating the changes in the energy distribution amidst the different structures in the flow. All of these trends suggest a modification in the basic flow behavior from the wake mode to one where the large scale structures seen earlier are not as dominant in the domain.

The last distribution in the waterfall plot is at $\Delta P = 36 \text{ psi}$ (i.e. 248211 pa) which shows a noticeably different behavior from what was seen before the jump. High energy content here is seen at much higher frequencies than before with multiple subdominant modes present at harmonics and sub-harmonics of the most dominant frequency. Although the dominant mode is seen at 12,000 Hz, this is followed by harmonics at 48,000 Hz, 72,000 Hz, 96,000 Hz and 144,400 Hz. These harmonics indicate the possible presence of feedback modes (resulting from interactions of the vortices with the downstream corner) which are characteristic of the shear layer instability. This high frequency content is further indicative of many small scale vortices in the flow and suggests the occurrence of vortex-vortex interactions, all of which strengthen the possible presence of a shear layer instability.

All of these experiments and the spectral analysis of the data therefore confirm a change in the flow behavior itself over the occurrence of the jump. This makes it necessary to look more closely into the nature of the flow and truly understand its physics to attempt to find a suitable explanation of this phenomenon.
The goal of carrying out a numerical study for this problem is to allow for an accurate understanding of this flow field without the additional investment of an expensive flow visualization system or rebuilding the test rig. As mentioned earlier, the simulations for this study were performed using ANSYS Fluent (12.0.16) which essentially solves the filtered Navier Stokes equations with a Subgrid scale (SGS) model for the turbulent stress. The idea behind using LES is that it allows for the complete resolution of large eddies while the small eddies are modeled. This is usually a suitable method in engineering applications where the costs for Direct Numerical Simulation (DNS) are prohibitive (the cost requires to resolve the entire range of scales in DNS is proportional to $Re^3$, making it unaffordable for high Reynolds number calculations). Fig.25 shows the relative differences between LES, DNS and Reynolds Averaged Navier Stokes (RANS) with respect to resolving all scales of a problem. The use of LES can be further justified by the following reasons –

- Momentum, mass and energy are mainly transported by the large eddies
- Large eddies are directly influenced by the geometry of the domain and the boundary conditions applied
- Small eddies are more universal, isotropic and less dependent on the problem
- It is easier to model small eddies owing to the properties listed above, which is what LES does
Although using LES helps obtain a compromise between the cost of DNS and the approximations of RANS, it should be remembered that LES still needs fine meshes and long flow-times to obtain useful results. It is therefore important to understand the implementation of this technique correctly before attempting to apply it to a problem.

\[ \eta = \left( \frac{\nu^k}{\epsilon} \right)^{1/4} \]

![Energy Cascade superposed with difference between the three modeling techniques](image)

Figure 25 – Energy Cascade superposed with difference between the three modeling techniques

The starting point of LES are the governing equations used which are obtained by filtering the time-dependent Navier-Stokes equations. This process essentially filters
out the eddies whose scales are smaller than the filter width or the grid spacing that is used in computations [25].

A filtered variable is defined by –

\[
\bar{\phi}(x) = \int_{D} \phi(x')G(x, x')dx'
\]

(17)

where \(D\) is the fluid domain, and \(G\) is the filter function that determines the scale of the resolved eddies.

Since Fluent uses the finite-volume discretization method, the implicit filtering in this case is –

\[
\bar{\phi}(x) = \frac{1}{V} \int_{V} \phi(x')dx', \quad x' \in V
\]

(18)

where \(V\) is the volume of the computational cell.

The filter function, \(G(x, x')\) is –

\[
G(x, x') = \begin{cases} 
\frac{1}{V} & \text{for } x' \in V \\
0 & \text{for all other values of } x' 
\end{cases}
\]

(19a)

(19b)

Filtering the Navier-Stokes equations using \(u(x, t) = \bar{u}(x, t) + u'(x, t)\) where \(\bar{u}(x, t)\) represents the resolved scales and \(u'(x, t)\) represents the subgrid scale gives –

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho \bar{u}_i) = 0
\]

(20a)

\[
\frac{\partial (\rho \bar{u}_i)}{\partial t} + \frac{\partial}{\partial x_j} (\rho \bar{u}_i \bar{u}_j) = \frac{\partial}{\partial x_j} (\sigma_{ij}) - \frac{\partial \bar{p}}{\partial x_i} - \frac{\partial \tau_{ij}}{\partial x_j}
\]

(20b)

where \(\sigma_{ij}\), the stress tensor due to molecular viscosity is defined by

\[
\sigma_{ij} \equiv \mu \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) - \frac{2}{3} \mu \frac{\partial \bar{u}_i}{\partial x_i} \delta_{ij}
\]

(21)
and $\tau_{ij}$ is the subgrid stress defined by –

$$\tau_{ij} = \rho \bar{u}_i \bar{u}_j - \rho \overline{\bar{u}_i \bar{u}_j}$$ \hspace{1cm} (22)

This subgrid stress is the part of the equation that is modeled.

Applying the Boussinesq hypothesis,

$$\tau_{ij} - \frac{1}{3} \tau_{kk} \delta_{ij} = -2\mu_t \overline{S_{ij}}$$ \hspace{1cm} (23)

where $\mu_t$ is the subgrid scale turbulent viscosity and $\overline{S_{ij}}$ is the rate-of-strain tensor for the resolved scale defined by –

$$\overline{S_{ij}} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)$$ \hspace{1cm} (24)

For compressible flows, as in this case, it is convenient to introduce a density-weighted (also known as Favre) filtering operator as –

$$\overline{\phi} = \frac{\rho \phi}{\rho}$$ \hspace{1cm} (25)

Though the Favre-averaged Navier-Stokes equations are of the same form as those written out in Eq.5, the subgrid stress tensor is defined as -

$$\tau_{ij} = \overline{\rho \bar{u}_i \bar{u}_j} - \overline{\rho \bar{u}_i \bar{u}_j}$$ \hspace{1cm} (26)

This term is split into its isotropic and deviatoric parts as –

$$\tau_{ij} = \tau_{ij} - \frac{1}{3} \tau_{kk} \delta_{ij} + \frac{1}{3} \tau_{kk} \delta_{ij}$$ \hspace{1cm} (27)

where the first two terms on the right hand side represent the deviatoric part and the last term represents the isotropic part. The deviatoric part of the subgrid scale stress tensor is modeled using the compressible form of the Smagorinsky model -

$$\tau_{ij} - \frac{1}{3} \tau_{kk} \delta_{ij} = 2\mu_t \left( S_t - \frac{1}{3} \tau_{kk} \delta_{ij} \right)$$ \hspace{1cm} (28)
The term $\mu_t$, i.e. the eddy viscosity, is modeled by the Smagorinsky-Lilly model as

$$
\mu_t = \rho L_S^2 |\tilde{S}|
$$

where $L_S$ is the mixing length for the subgrid scales and $|\tilde{S}| \equiv \sqrt{2 \tilde{S}_{ij} \tilde{S}_{ij}}$.

In Fluent, $L_S$ is computed using

$$
L_S = \min(\kappa d, C_s \Delta)
$$

where $\kappa$ is the von Karman constant, $d$ is the distance to the closest wall, $C_s$ is the Smagorinsky constant and $\Delta$ is the local grid scale which is computed from the volume of the computational cell using $\Delta = V^{1/3}$. Though the value of $C_s$ has been determined as a non-universal, a value of around 0.1 has been found to yield the best results for a variety of flows and was the value used for this study.
8. SIMULATION OF SHEAR LAYER AND WAKE MODES USING LARGE EDDY SIMULATIONS

As discussed earlier, the first step in the numerical study involves the simulation of two different open cavities with the dimensions and boundary conditions taken from benchmark studies [19, 23]. This chapter reviews the results from these simulations and characterizes the mechanisms at the onset of the instabilities.

8.1 Results from simulations for cavity with L/D = 2

The domain for this simulation is as shown in Fig. 9, the dimensions of which were discussed in the methodology section. In order to simulate the occurrence of the shear layer instability, as was predicted by Rowley [19], the boundary conditions were maintained in accordance with this study and this resulted in setting the Mach number at the inlet to 0.6. The simulations are initiated by spanning the cavity with a Blasius flat-plate boundary layer. Using the Reynolds Averaged Navier-Stokes equations (RANS) with the standard $k$-$\varepsilon$ model, the simulation is allowed to run till the flow field is reasonably converged. An instantaneous flow field is then obtained from the steady state RANS results which provide a realistic starting point for LES. This also helps in reducing the time needed for LES to reach a statistically stable solution [29].

Once a steady state solution has been reached using RANS, the LES model is turned on with a time step size of $1e-8$ seconds (with a maximum of 150 iterations per time step) and is allowed to run until the flow becomes statistically steady. After this step, the initial statistics are zeroed out and the Data Sampling for Time Statistics
option is enabled in Fluent. This ensures that Fluent gathers time statistics while performing the simulation; also, the Sampling Interval was set to once per iteration for each time step to enable the maximum frequency of data collection. The simulation is then continued until statistically stable data is obtained – this is done by allowing the solution to run for at least 5-6 mean flow residence times (where the mean flow residence time is defined as $L/U$ with $L$ as the characteristic length of the domain and $U$ as the characteristic mean flow velocity). For this particular case of $L/D = 2$, the flow-through time (FTT) was found to be $9.17e-6$ sec and the flow was therefore run for $9e-5$ seconds after obtaining a statistically converged flow in order to ensure beneficial statistics. Fig. 26 shows the variation of pressure at $X = 7D$ (downstream of the cavity) with the flow through time and the repeating oscillations show that statistical stability has been achieved.
Fig. 26 – Variation of pressure with FTT to monitor statistical stability

Fig. 27 shows the vorticity contours for the cavity, as they change with time. The geometry of this cavity along with the imposed boundary conditions leads to the occurrence of the shear layer instability. As described in the earlier sections, this instability is characterized by the following sequence of events – the roll-up of vorticity in the shear layer, the impingement of the resulting disturbances on the downstream cavity edge, upstream propagation of these disturbances and finally the receptivity of the shear layer to this propagation [19]. This process is clearly seen in the results from the LES. The movement of the vortices in the shear layer is apparent with the rest of the flow in and outside the cavity being fairly quiescent. The animation shows the vortices
being shed from the upstream edge of the cavity and traveling along the upstream edge. Vortices of the opposite sign are also seen to be generated and shed against the downstream wall of the cavity and this is the result of the interaction of the upstream disturbance with the downstream flow.

Figure 27 – Variation of Z vorticity with time showing shear layer instability
Fig. 28 shows the time-averaged (over the duration of one ‘cycle’ of the plot shown in Fig. 26) flow for the cavity in terms of the X velocity contours superposed with the streamlines. This was done in order to obtain a qualitative verification of the nature of the instability by comparing it to the results from Rowley [19]. As seen in the comparison, both simulations show the presence of two large vortex structures whose influence is seen through the depth of the cavity. There is also a minimal disturbance above the cavity for both cases which is distinctive of the shear layer instability.

In order to confirm the presence of the shear layer instability and provide a more quantitative comparison with available results [19], the dominant frequency and the Strouhal numbers were also calculated from the results of the LES. As seen in Fig. 29, a dominant frequency of 32.2 kHz was obtained which translates to a Strouhal number (based on the length of the cavity) of 0.401. This compares well to the St value obtained by Rowley [19] which was 0.41 and this was also shown to be in accordance by the value predicted by Rossiter’s formula for the mode with \( n=1 \). Another measure of comparison was provided by obtaining the ratio of the length of the cavity to the momentum thickness of the boundary layer (\( L/\theta_0 \)) – this was reported as 52.8 from the DNS simulations and the obtained to be 41.6 from the LES test case.
Figure 28 (a) – Time-averaged flow showing contours of X velocity superposed with streamlines for cavity with $L/D = 2$, (b) Time-averaged flow for DNS results from Rowley[19]
In addition to the predicted dominant modes, the simulations also show subdominant harmonic modes at 161 kHz and 275.6 kHz. The peak at 161 kHz is reminiscent of the counter rotating paired vortices that are generated via shedding from the upstream lip while the highest frequency is owing to the feedback loop that is set up due to the vortex-downstream edge interaction.

*Figure 29 – Spectrum of pressure at upstream edge of cavity for cavity with $L/D = 2$*
8.2 Results from simulations for cavity with $L/D = 4$

The next set of simulations involved modeling the flow through a cavity with a length to depth ratio of 4, keeping the boundary conditions the same as the previous case. Fig. 30 shows an animation of this simulation which was performed by following the same set of steps as accounted for the previous case. As seen in this case, there is a large scale shedding of vortices from the leading edge of the cavity.

*Figure 30 – Variation of $Z$ vorticity with time showing wake mode instability*
This was first investigated by Gharib and Roshko [18] who described the regime as the *wake mode*. The identifying characteristic of this instability is that the shed vortices have dimensions comparable to the cavity size. As this vortex is forming, free-stream fluid is directed into the cavity and impinges at the base, causing the shed vortex to be ejected from the cavity. Owing to the large size of the vortex, there is a potential for flow separation both upstream of the cavity and also in the boundary layer downstream as it is being convected away [19].

Fig. 31 shows the time-averaged flow for the cavity in terms of the X velocity contours superposed with the streamlines compared with a corresponding plot from Rowley [19]. As seen, the LES is able to replicate the results of the DNS data fairly well. Both plots show the presence of two distinct vertical structures, one whose dimensions are comparable to the cavity itself. The LES, however, slightly over predicts the size of the smaller vortex seen close to the leading edge of the cavity.
Figure 31(a) – Time-averaged flow showing contours of X velocity superposed with streamlines for cavity with L/D = 4, (b) Time-averaged flow for DNS results from Rowley[19]

The flow is also seen as strongly recirculating and as indicated by the $C_p$ contours in Fig. 32, there is an impingement of the recirculating flow on the rear wall. These contours also show a significant variation in pressure from -0.25 in the impingement region to a
maximum of around 0.6 where the flow expands into the cavity. These values correlate with the pressure data of the benchmark study [19] as well where the range of $C_p$ was from -0.3 to 0.5.

*Figure 32 – Time-averaged flow showing contours of $C_p$ for cavity with $L/D = 4$*
As in case of the cavity with $L/D = 2$, in order to obtain a quantitative verification of the nature of the instability, an FFT of the pressure at the upstream lip was carried out and the results as shown in Fig. 33. The dominant frequency obtained in this case was 12 kHz which corresponds to a Strouhal number of 0.29 and which compares well to the value of 0.25 reported by Rowley [19]. The ratio of the length of the cavity to the momentum thickness of the boundary layer ($L/\theta$) was also obtained – this was reported as 102.1 from the DNS simulations and the obtained to be 117.1 from the LES test case. These results thus show that the numerical method chosen is suitable for the detection of both the shear-layer and the wake mode instabilities.

![Figure 33 – Spectrum of pressure at upstream edge of cavity for cavity with $L/D = 4$](image-url)
8.3 Comparison of the two instability modes

Fig. 34 shows the X velocity contours superposed with the streamlines for both cavities at the same flow times. In case of the shear layer instability, there are small vortices being shed from the leading edge of the cavity that travel to the downstream edge and the resulting disturbances travel upstream to affect the flow there. The progression of the wake mode on the other hand, initially indicates the effect of the previously shed vortex in terms of the streamlines showing the expulsion along the downstream edge. The vortex structure being formed in this case is also seen to have a much slower growth as compared to the shear layer vortices.

Another distinct difference between the two instabilities is seen in the effect of the vortex shedding on the flow outside the cavity – while the streamlines outside the cavity are minimally disturbed in case of the shear layer instability, the wake mode shows the effect of formation and shedding to extend to a height equal to the depth of the cavity itself, into the domain.

The aforementioned trends are reinforced from the spectra in Fig 29 and 33. While the spectrum of the shear layer instability shows a high frequency dominant mode which are followed by a couple of sub-dominant modes all in the same frequency range, the wake mode spectrum shows one dominant peak at a frequency that is a third of the that seen in the former case and no distinct subdominant modes. Rowley [19] also noted that the fundamental period seen in case of the wake mode, corresponded with the vortex shedding from the leading edge. The same study also showed that there was no variation of this fundamental frequency with change in Mach number, proving that the wake mode
is hydrodynamic and not acoustic in nature. Comparing the computed values of $L/ \theta_0$, it is also observed that the wake mode typically occurs for higher values of this ratio (there are however other parameters which determine this such as the Mach number and the Reynolds number).
Figure 34 – Comparison of velocity contours and streamlines of the two instabilities at the same flow times
9. SIMULATION OF FLOW THROUGH A CAVITY OF THE HP SEAL USING LARGE EDDY SIMULATIONS

Although an extensive amount of research has been done on cavity flow where the cavity is away from the influence of solid boundaries, there has been a limited amount of study in trying to simulate or visualize the flow where the effect of the top boundary is of significance. Before attempting to study these cavities however, it is important to have a thorough knowledge of the characteristics of shear layers in compressible flows and their interaction with solid boundaries. The following section will attempt to recapitulate the findings so far and define concepts that have been established, in order to explain new findings clearly.

9.1 Shear layer dynamics and properties of excited shear layers

The subject of free shear layers has been studied by many researchers and the current study refers to the series of lectures by Gloerfelt [30] which provides a comprehensive review of the same. Shear layers in turbulent and transient flows have been studied using both statistical and quasi-deterministic methods (where the vortex structures are seen as the main building blocks of the mixing layers) and these studies, in combination have allowed extending of theories to analytical descriptions [31]. This was done using classical hydrodynamic stability theory where the unsteady mixing layer is conceptualized as a superposition of interacting instability waves that propagate and amplify in the downstream direction. It was seen that linear stability analysis was able
to describe the initial development of the mixing layer preceding the establishment of fully rolled-up vortices. Also, in conjunction with an appropriate phenomenological model this analysis can help determine physical parameters such as length scales of the structures.

The sequence of events in the shear layer for open cavities is described concisely by Gloerfelt [30] and reads as follows – as the incoming boundary layer reaches the upstream cavity edge, a mixing layer\(^2\) is generated with the quiescent fluid in the cavity. The mean velocity profile then experiences an unstable inflection point (by the application of the Rayleigh theorem) and accordingly, linear, Kelvin-Helmholtz instabilities grow exponentially (as shown by Miksad [32]). Once the primary instability is saturated, non-linear instabilities start to develop and are seen as harmonics in the velocity spectra. These sub-harmonic components also lead to secondary instabilities that result in vortex-pairing events.

\(^2\) The mixing layer is defined to be different from the shear layer in that the mixing layer is the flow that forms between two uniform, nearly parallel streams of different velocities [31]. Therefore all mixing layers can be referred to as shear layers but the converse is not always true.
These events have also been confirmed experimentally by monitoring the momentum thickness of the mixing layer over the length of the cavity (i.e. between the upstream and downstream edges). Studying and characterizing the variation led to the following results – an initial region of high spreading rate (corresponding to the formation of large-scale Kelvin-Helmholtz vortices) is observed; this is followed by a second region where the growth is negligible owing to the absence of vortex pairing. The last region is the one that is a result of the impingement process – the motion near the downstream lip causes larger vertical components of velocity which translate to a high spreading rate. This is shown quantitatively in the experiments of Forestier et al. [34] as seen in Fig.35.
A feature that all shear flows have in common and that is the basis of possible structural vibrations is the principle of selective amplification [35]. This essentially states that energy transfer from the mean flow to the disturbances is a function of multiple parameters such as the geometry of the cavity and the flow itself but the frequencies of the disturbances are an important factor as well. A linear stability analysis of jet flows [36] also indicates that beyond a critical Reynolds number, only disturbances in a certain frequency range are amplified; this implies that even random disturbances in the incoming flow could be amplified to give periodic flow conditions at a specific frequency.

9.2 Vortex coalescence and collective interaction

Certain cavities at specific L/D ratios and subsonic Mach numbers have been seen to exhibit vortex pairing along with the occurrence of the shear layer instability [37]. This phenomenon, which is seen to occur near the downstream edge of the cavity, is important since it not only affects the growth of the mixing layer but is also seen to cause changes in instability modes. In addition to this, it was also hypothesized that vortex pairing was due to the presence of sub-harmonic instabilities (the formation of which was described in the previous section) in the flow but it was later on proved that though a sub harmonic could trigger pairing this was not the only reason for it. Moon and Weidman [38] also observed that the pairing of vortices in the free shear layer was usually intermittent and a ‘dropout’ vortex was frequently found between the upstream and downstream vortices.
Early shear layer growth also shows that the formation of large scale structures is possible through a collective interaction at the upstream edge of the cavity - this essentially translates to the fusion of smaller vortices being shed at the most unstable frequency of the shear layer. The occurrence of this phenomenon is seen to be important in the determination and analysis of the main oscillation frequencies of the flow and is also seen to affect the spreading rate dramatically. As observed by Ho and Huang [39], in a forced mixing layer, the initial formation of the vortices depends on the stability process and the external forcing function. The vortices form at the response frequency and the interaction between the fundamental, the response frequency, and the Mth sub-harmonic and the forcing frequency leads to the merging of $M$ vortices.

9.3 Mechanics of vortex impingement at the downstream cavity edge

The point of interaction of the vortex with the downstream edge of the cavity is another important phenomenon that helps understand the effect of the resulting pressure fluctuations on the flow mechanism.

The work of Rockwell and Knisely [40] has helped classify four different vortex-corner interactions as follows –

(a) Complete clipping - this is when the impinging vortex is swept almost entirely into the cavity

(b) Complete escape – this is seen as almost the opposite of the complete clipping mechanism where the vortex structure bypasses the edge completely and travels downstream over it.
(c) Partial clipping – this accounts for cases where a part of the vortex is shed over the cavity edge but a majority of the clipped vortex is swept inside the cavity.

(d) Partial escape – this is the opposite of partial clipping and is said to occur when a majority of the clipped vortex escapes over the downstream corner of the cavity.

All four interactions are shown in Fig. 36, however it should be noted that this is just an indicative sketch; the strength of the vortices and the wavelength between successive vortices is not shown here.

Figure 36– Classes of possible vortex-corner interactions [38]
The interaction produced is dependent on the mean flow, the geometry of the cavity and also any previous interactions seen in the system. Another important observation made is that these interactions are not limited to one specific kind for the duration of the flow – the occurrence of interactions was seen to be ordered, rhythmic and even cycling between the different classes mentioned. This random alternance, between classes, also known as *jitter*, was seen to induce intermittency and low frequency components into the flow. Further, it was seen that when *complete clipping* occurs, the recirculation zone induced by the cavity walls can also modify the trajectory of the vortical structures in the shear layer [30]. This phenomenon has been completely ignored in all the theoretical attempts to model self-sustained oscillations, but has an important effect in the occurrence and sustenance of vortex-corner interactions.

9.4 Formulation of domain and boundary conditions for LES

As mentioned in chapter 4, after the determination of a suitable simulation technique, the next step is to apply this technique to the current problem at hand to study the flow closely. Based on the literature available and the resources on hand, it was chosen to carry out LES for the domain shown in as discussed in Chapter 6. The boundary conditions were then determined based on the experimental data from Asirvatham [1]. Fig. 37 shows the variation of the mass flow rate with the change in pressure difference as seen in this study.
The occurrence of the friction factor jump is seen to translate to a jump in the mass flow rate (it should be recalled here that the *difference* in pressure refers to the pressure drop in the mean flow direction). In order to truly understand the nature of the jump, there were two conditions chosen for simulations – one at the maximum flow rate and one after the occurrence of the jump. The following sections describe the results and findings at each of these conditions.

*Figure 37 – Variation of the mass flow rate with ΔP indicating conditions for simulations*
9.5 Results for simulation for $\Delta P = 1680$ kPa (Condition 1)

Since the experiment was carried out by reducing the $\Delta P$ from the highest to the lowest value, it was proposed to simulate a condition (i.e. condition 1) before the occurrence of the jump in order to study the flow behavior here. Fig. 38 shows the variation of the vorticity contours with time for this case.

*Figure 38 – Variation of Z vorticity at $\Delta P = 1680$ kPa*
As seen in the simulation, as the upstream shear layer becomes unstable, vortices start shedding from the upstream corner of the cavity. This high frequency shedding is accompanied by the presence of a shear layer along the mouth of the cavity, which extends from the upstream corner to the downstream corner. Although the size of the vortices generated is smaller, the trend in vortex shedding resembles that of the shear layer instability. In addition to the conventional mode of shedding seen in this instability, a layer of counter vorticity is formed along the top boundary of the cavity and starts shedding vortices after a few flow through times have passed. These vortices then develop large enough to influence the already formed shear layer along the top of the cavity and also interact with the downstream edge where partial clipping occurs.

As is characteristic of the shear layer instability, the vortices generated and shed from the upstream edge against the downstream wall are clearly captured. Fig. 39 shows the onset and development of this instability as seen close to the upstream lip of the cavity.

The first figure, 39(a), shows the development of a crest in the shear layer at the upstream edge, which indicates the onset of the instability. The next figure in the sequence shows the roll-up of this shear layer into a mature vortex. A snapshot of the pressure contours at the same time step indicates pressure maxima at the cavity corner under the vortex and a pressure minima right in front of it (Fig 39(c)). This distribution is seen to be strongly indicative of periodic variations of the surface vorticity production, which is again characteristic of the shear layer instability [41].
Figure 39 – Close-up of Z vorticity contours at upstream cavity edge showing

(a) onset of instability (b) roll-up of shear layer (c) pressure contours showing roll-up of shear layer
Though the presence of the shear layer instability is fairly apparent at this point, there are basic differences from the conventional nature of this instability owing to the presence of the top boundary. One major difference is that the shedding frequency is seen to be higher than that of the cavity without the top boundary. This is reinforced by Fig. 40 that shows the wavelength computation for this case as compared to that of the shear layer instability.

*Figure 40 – Computation of wavelength for present case and for the original domain without the influence of the top boundary*
The ratio of the wavelength to cavity length (which is a standard nondimensionalization measure in this case) for initial domain, without a top boundary is 4.09 while the same value for this case is seen to be 0.59. This shows that the presence of the top boundary indeed influences the occurrence of the instability and also causes the instability to be better defined. Further, the ratio of the length of the cavity to the momentum thickness upstream of the edge was found to be 303.48 which is of the order of that seen for instabilities in open cavities by Rowley [19]. The convective speed of the vortices (before pairing) as determined from the simulation, was found to be around 216 m/s for this case and the free stream velocity was 308 m/s.

With regard to the vortices being shed from the upstream edge, closer examination of the vortex motion shows vortex pairing (where pairing is described by two adjacent vortices rotating around each other leading to possible amalgamation into one large structure). Although this phenomenon is less identifiable than in a free mixing layer, the occurrence is still detectable and is indicative of secondary instabilities in the flow. As indicated by Fig. 41, for every two vortices that show pairing, the next vortex skips pairing and is again followed by two vortex pairs. This is in line with the behavior seen by Moon and Wiedman [38] who documented this intermittent nature of vortex pairing and coined the term dropout vortices for the odd, unpaired vortices. This sequence of pairing is similar to that seen in unbounded 2-D mixing layers when excited by a random noise (Fig 41(b)), which indicates that there are multiple excitation frequencies present in the incoming flow. Vortex pairing, in general, is also seen to be
indicative of a subharmonic disturbance interacting with a fundamental frequency, in case of free shear layer [38].

Figure 41 – (a) Vorticity contours showing vortex pairing in the cavity (b) Vortex pairing seen during the excitation of unbounded 2-D mixing layer with random noise [42]

Another difference seen is that in comparison with the vortex pairing occurring at the upstream lip in the case without the top boundary, the present case shows is a region of high counter vorticity in the shear layer along the top boundary of the cavity. This region develops along the length of the cavity in time and starting at 2.5 times the flow...
through time, counter rotating vortices are shed from this layer (as shown in Fig. 42). The two shear layers (bounded and unbounded) interact by synchronizing their motion - the shedding frequency of the bounded shear layer is however seen to be lower than that of the free shear layer. Upon comparison, it is seen that the frequency of shedding of the bounded shear layer corresponds to the movement of the coalesced vortices (formed by vortex pairing) traveling along the free shear layer (Fig. 42(b)). Another observation, as made earlier is that the formation of this layer influences the transport of vortices shed from the upstream lip and also interacts with the downstream edge causing partial clipping (Fig. 42 (c)).

At this point it is useful to recall the concept of jitter which refers to the changes in the method of impingement (i.e. type of clipping of the structures) at the downstream edge. As mentioned earlier, the occurrence of jitter has been seen to introduce intermittency between instability modes and this is indicated by the presence of low frequency components in the flow. Another relevant implication of this phenomenon is that the absence or presence of jitter determines the changes in the feedback to the upstream edge which again translates to a variation of the instability mode.
Figure 42– Vorticity contours showing the generation of counter vorticity at the top boundary of the cavity
Another effect of the top boundary is seen in the fact that the vortices formed in this case start to quickly lose their energy and dissipate before they reach the downstream lip of the cavity. Although this does not allow for a strict classification of the vortex-edge interaction mechanism by the terminology of Rockwell and Kinsely [40], the effect of the disturbance propagation and feedback is still apparent in terms of the shedding of vortices along the downstream wall.

Fig. 43 shows the vorticity contours superposed with the streamlines of the flow. The streamlines shown are comparable to those seen for the open cavity without the top boundary, with the shear layer instability. Both cases show the formation and transport of vortices along the top half of the cavity, the streamlines clearly showing that the influence of these vortices does not extend through the entire depth of the cavity. In addition to these structures, the streamlines further in time show the result of the feedback mechanism – vortices generated from the downstream wall are seen to make their way upstream along the bottom half of the cavity. All of these qualitative comparisons indicate that the type of instability seen in this case is indicative of the shear layer instability seen in open cavities apart from additional effects due to the presence of the top boundary.
Figure 43 – Vorticity contours superposed with streamlines showing the formation and transport of generated vortices

Figure 44 – Layout of cavity showing locations at which data was analyzed
In order to obtain a quantitative description of the flow, spectral analysis of the CFD data was carried out. For this purpose, it was decided to select two points in the cavity – one at the upstream lip and the other at the downstream lip (i.e. points 1 and 3 as shown in Fig. 44) and monitor the pressure variation at these two locations. The selection of these points was made based on trends seen in literature and observation of the fluid motion in the cavity. Fig. 45 (a) shows the FFT of the pressure distribution at point 1. As seen from the plot, there is a broad peak of the variation centered at about 8.5 kHz, indicating the highest amount of energy is present in this frequency range. Although the presence of a broad peak could be indicative of the need for different windowing function, it was seen that application of different windowing functions retained the general nature of the peak. This helped establish that the nature of the distribution was a result of the flow itself and not a function of the signal processing technique.
Fig. 45(b) shows the FFT for point 3, located at the downstream lip of the cavity. This distribution shows a different trend than the one seen at the upstream point – there are multiple, sharp peaks seen with the dominant one at 11500 Hz. These subdominant peaks are located at harmonics of the fundamental frequency (i.e. at 23000 Hz and at 34,500 Hz) indicating the presence of non-linear interactions in the flow. This
distribution also shows the effect of the multiple mechanisms occurring at the downstream lip i.e. the vortex impingement from upstream vortices, propagation of upstream disturbances and shedding along the downstream wall.

Further, the value of the dominant mode frequency is also in agreement with that seen from experimental data where the dominant frequency for this mode was seen as 12000 Hz. Further, the convective velocity can also be computed using the formula –

\[ C_{ph} = \lambda f \]  \hspace{1cm} (31)

Where \( C_{ph} \) is the convective speed, \( f \) is the dominant frequency and \( \lambda \) is the wavelength.

Using the value of the dominant frequency as 11500 Hz and the wavelength as determined earlier (i.e. \( \lambda/L = 0.59 \)), the convection speed of the vortices was found to be 215 m/s. This reinforces the value that was obtained by observation in the earlier sections and allows for verification that the convective speed is around 0.7 times the free stream velocity.

Looking at Figs. 45 (a) and (b) allows for the hypothesis that there is broad spectrum turbulence present upstream of the cavity which is seen as the broad peak in Fig. 45(a). The energy present in this mature, broad spectrum is then transferred to the mixing layer at the mouth of the cavity where the interaction with the upstream edge and the feedback loop allows for the amplification of select frequencies. This is represented by Fig. 45 (b) that shows distinct peaks at these limited frequencies.
The next type of analysis carried out was a temporal autocorrelation of the pressure signal at the upstream point. This was done in order to obtain more information about the nature of the signal and to better characterize it. The correlation was calculated and normalized using the following formula –

\[ R(\tau) = \frac{P(t)P(t+\tau)}{P(t)P(t)} \]  

(32)

where \( P(t) \) is the transient signal at time \( t \) and \( \tau \) is the time lag or time advance. The plot obtained is typical for a turbulent quantity in a statistically stable flow [42] and has a

*Figure 46 Temporal Auto-correlation of signal from upstream corner of the cavity*
single hump at a zero time lag. The trend shows a high correlation at lag close to zero and starts decreasing until it shows a negative autocorrelation and the opposite trend is repeated. This kind of a pattern is a signature of a strong autocorrelation which indicates that a predictive model could be applied for this data. Closer observation near the peak also indicates that it is only about 15% of the signal that shows a strong correlation over one time period. Further, the time period of the correlation (defined as shown in Fig. 46) is seen to be 0.000125 secs indicating the corresponding frequency to be 8000 Hz. This frequency is in line with that seen at the broad peak in Fig. 45 (a) and is a known characteristic of fully developed turbulence.

A similar analysis carried out at the downstream point showed the same variation of the correlation coefficient hence confirming that the flow is indeed statistically stable and turbulent.
For further analysis of the obtained data, a temporal cross-correlation between the two signals was carried out using the following formula –

\[ R_{13}(\tau) = \frac{P_1(t)P_3(t+\tau)}{P_1(t)P_3(t)} \]  

(33)

where \( P_1(t) \) is the transient signal at the upstream edge (legend as in Fig. 32) at time \( t \), \( P_3(t) \) is the transient signal at the downstream edge at \( t \) and \( \tau \) is the time lag. Fig. 47 shows the variation of the correlation coefficient, \( R_\tau \) with \( \tau \); the trend of the plot indicates the presence of a periodicity between the two signals, with \( \tau_{\text{periodic}} \) representing the period of the variation. Computing the acoustic speed (i.e. speed at \( M = \))
1) to be 346.72 m/s, and using this to compute the time taken by a vortex to travel from point 1 to 3 –

\[ t_{travel} = 9.76 \times 10^{-7} \text{ secs} \]

As seen from the cross correlation plot, the two signals are in phase (i.e. show the highest correlation) close to \( = 0 \), and on closer inspection, this peak is found to be at \( 1 \times 10^{-6} \) secs. Taking into account the uncertainty in temperature computation (since the temperature is used to compute the acoustic speed), it is seen that this plot thus confirms the hypothesis of the acoustic feedback mechanism that drives the shear layer instability.

*Figure 48 Spectrum of turbulent kinetic energy at point 5*
To quantitatively ensure that the LES was indeed capturing the large scales of the flow, it was also decided to compute the power spectral density, defined using the autocorrelation as –

\[ S(f) = 4 \int_0^\infty R(\tau) e^{-2\pi if\tau} d\tau \tag{34} \]

This was done at a point midway along the top boundary, i.e point 5 from the legend. As seen from Fig. 48, which is a semi-log plot of the turbulent kinetic energy, the large scales of the flow are indeed captured. Also, the two dashed red lines indicate the -5/3 slope as predicted by Kolmogorov to define the inertial range and the data is in fair agreement with this theoretical prediction.

9.6 Results for simulation for ΔP = 131 kPa

Fig. 49 shows the variation of Z vorticity contours with time for the case at the peak of the jump, i.e. where the mass flow rate was maximum. Initial activity shows the shear layer shedding vortices from the upstream lip, as seen in the previous case. However, with time, the nature of the shedding is seen to be distinctly different from the shear layer instability. The first difference is seen with regard to the development and shedding of counter-rotating vortices from the top boundary of the cavity – this, unlike the previous case, the top boundary has a greater influence on the flow behavior even at the initial flow-through times.
Further in time, the region of high vorticity at the top boundary starts to shed vortices at seemingly the same frequency as the upstream edge. This causes counter rotating vortex pairs to be formed (the occurrence of counter rotating vortex pairs as been seen in a range of flows, such as wakes of airfoils [43] but a detailed stability analysis of this phenomenon itself is beyond the scope of the present study). Fig. 50 shows the vortex shedding after multiple cycles and helps quantitatively compare the wavelength between the counter rotating vortices. Using the same non-dimensionalization as earlier, the ratio of this wavelength to the cavity length is seen to be 0.178 for the clockwise vortices and 0.188 for the counter clockwise vortices. This supports that the frequencies of shedding are almost the same for both cases and also allows for the formation of the vortex pairs.
Comparing this wavelength with what was obtained for the previous case (which was 0.59) shows that the shedding frequency of the free shear layer is higher in the present case than in the previous case. The convective velocity (computed as before) is also seen to be lower for this case and was found to be 103.42 m/s (which was around 0.62 times the free stream velocity). Also, as computed for the previous case the ratio $L/\theta_0$ for this case was seen to be 100.57 confirming a change in the behavior of the incoming flow.

*Figure 50 Computation of wavelength for present case with $\Delta P = 131$ kPa*

Another observation that can be made from the simulation is that although the vortex pairs initially travel along the top edge of the cavity without extending into the depth, as the flow through time increases, the presence of a large recirculation zone
becomes clear. The vortex pairs follow the streamlines created by the zone, and travel
along its path, deep into the cavity until they dissipate. Any pairs that still have a strong
core by the time they reach the downstream edge are seen to be forced out of the cavity.
Again, this behavior is reminiscent of the wake mode instability the difference being that
the top boundary causes the expulsion to be more subdued. The evolution of this entire
process corresponds with the development of the wake mode instability seen in open
cavities [40] where the occurrence of the wake mode was always preceded by the shear
layer instability. There is however a departure from the conventional nature of this
instability as seen in open cavity flows. Comparing the values of the $L/\theta_0$ ratio, the
present condition shows a lower value of this ratio than that seen for the shear layer
instability, wherein the opposite trend was seen in cases without the top boundary.

Fig. 51 shows a close-up of the upstream edge during the formation and shedding
of a vortex - both the pressure and vorticity contours are shown so as to enable a similar
analysis as in the previous case. Studying the vorticity contours during the formation of
the vortex (Fig. 51 (a)) shows the crest in the shear layer - though discernible, this crest
behaves differently from that seen earlier, in that the roll-up of the shear layer is more
subdued. This is another indication of the fact that the top boundary of the cavity has a
greater effect on the vortex formation and shedding in this case. The corresponding
pressure contours are visibly different from that seen in the previous case; while the
former showed distinct pressure maxima under the core of the forming vortex, the
current case does not show one. Additionally, a pressure minimum in front of the vortex
is missing as well, confirming that this type of vortex shedding and formation does not indicate the presence of the shear layer instability.

The overall pressure variation is also significantly lower than that seen in the previous case – while the range of variation was around 7000 kPa in that case, it is limited to around 1500 kPa now. This trend coupled with the vorticity ranges indicate that the strength of the vortices being shed is not as high in this case as in the previous one. With time, as the vortex detaches itself from the shear layer (Fig. 51(c)), there is a significant change in the pressure distribution (Fig 51(d)) in that a large pressure maxima dominates the region just under the upstream lip. The shape and variation of pressure within this maxima is consistent with the formation of a recirculation zone. Further, the influence of the vortex being shed is seen to extend as a minima through the clearance region above the cavity, unlike the previous case where the activity was confined along the top edge of the cavity.
Figure 51(a), (b) - Vorticity and Pressure contours showing formation of crest for the case with ΔP = 131 kPa, (c),(d) Vorticity and Pressure contours showing detachment of vortex from shear layer at ΔP = 131 kPa
Figure 52 – Vorticity contours superposed with streamlines showing the formation and transport of generated vortices

The streamlines seen in Fig. 52 corroborate the wake mode like behavior of the present case. As seen in the first time capture (showing the Z vorticity with the streamlines superposed on it), the formation of a vortex comprises streamlines that extend throughout the depth of the cavity. The dimensions of the structure being formed are comparable to the dimensions of the cavity itself and it can be recalled that this is defined as an identifying characteristic of the wake mode instability. There are no other structures forming anywhere else in the cavity which again points to the presence of a strong recirculation due to this vortex. The second plot in sequence shows the streamlines at a time after one vortex that has been shed is still traveling towards the downstream edge, and a second one is shed right behind it. It is also seen that both
vortices maintain similar dimensional characteristics though there is no coalescing of the structures.

As in case of the previous flow condition, spectral analysis was carried out for the present case as well. The same legend from Fig. 45 is used in order to describe the location of the points and as in the previous case, points 1 and 3 were used for this part of the analysis. Fig. 53 shows the FFT of the pressure distribution at points 1 and 3 respectively. As seen here, the distribution at point 1 indicates the presence of a fairly uniform flow with no distinct dominant frequency components. The basic observation that can be made, however, is that the frequency range of the components is an order of magnitude higher than that seen in case of the shear layer instability. The second distribution at point 3 allows for the determination of dominant and subdominant frequency modes. The main dominant mode that was seen in experimental data at 183 kHz is captured in 185 kHz and is slightly over predicted. In addition to this, the subdominant mode at 61 kHz is also captured at 63 kHz. The CFD data also allows for the capture of a third peak at 400 kHz which was unable to be detected by the experimental setup (this was owing to the fact that the maximum frequency of the transducers was 250 kHz).

The spectra therefore confirm the presence of a change in the instability mode between this case and the previous case. While the present case is reminiscent of a wake mode (although the presence of the top boundary significantly alters the mechanism of the instability), the previous case behaves as a shear layer instability. It is therefore seen
that there is indeed a change in the behavior of the flow itself over the occurrence of the jump and this is corroborated by both experimental and numerical data.

*Figure 53(a) FFT of pressure distribution at the upstream lip of the cavity and (b) at the downstream lip of the cavity*
As for the previous pressure difference, a temporal cross correlation between these two signals was done in this case as well and the results are as shown in Fig. 54. The variation of the correlation coefficient, $R_{\tau}$ with $\tau$ again indicates the presence of a periodicity between the two signals, with $\tau_{\text{periodic}}$ representing the period of the variation. Unlike the previous case, the lag at the peak seen here does not correspond with the acoustic speed computation, supporting the fact that the wake mode does not show an acoustic feedback loop. The value of $\tau_{\text{periodic}}$ also varies from 0.0001113 secs in the previous case to 0.0000863 secs for the present case.

![Cross-correlation of signal from upstream and downstream corners of the cavity for $\Delta P = 131$ kPa](image)

*Figure 54 Cross-correlation of signal from upstream and downstream corners of the cavity for $\Delta P = 131$ kPa*
In order to obtain a better idea of the motion of the structures in the cavity, a more detailed analysis was carried out by obtaining the spectra at five other points along the mouth of the cavity. The legend is as shown Fig. 55 where \( a, b, c, d \) and \( e \) are all equally spaced along the mouth of the cavity.

![Diagram of cavity with points labeled a, b, c, d, e, and 1, 3.]

**Figure 55– Layout of cavity showing additional locations at which data was analyzed**

Cross correlations among these data points were then carried out in order to study the trends better. The first plot from Fig.56, shows the temporal cross correlation of the X velocity component between points 1 and a, 1 and b, 1 and c, 1 and d, 1 and e, and 1 and 3 for the case with a pressure difference of 1680kPa. This was done over all time steps, for both positive and negative time lags.
Figure 56 – Temporal correlation of X velocity for all points along the mouth of the cavity with point 1 (ΔP = 1680 kPa)

As seen here the correlation between points 1 and a shows the highest value of correlation at -0.000034s indicating the presence of out of phase structures at this lag. This peak then shifts to a positive time tag of 0.000025 s for points 1-b and moves to 0.000044 s for 1-c. The trend is then reversed to the peak now moving closer to the zero lag, further away from the upstream edge – points 1-d show a peak at 0.000006 s while
1-e shows a lag at 2e-6 s. Though the trend for the maximum correlation has been described here, the plot shows multiple peaks in addition to this maximum which confirms the presence of multiple length scales. This also allows for a quantitative verification of the vortex pairing phenomenon, leading to larger structures, as observed from the simulation.

A similar analysis was carried out for the case with $\Delta P = 131$ kPa and the results are as shown in Fig 57. As seen here, the trends seen in this plot are distinctly different from that seen for the shear layer instability in Fig. 58. The maximum peak is always seen for negative time lags and is also seen to move over the mouth of the cavity indicating the motion of a large structure. The highest peak moves from -7.33e-5 s (at 1-a) to -1.19 e-5 s (at 1-c) and again starts to shift to higher lags of -4.8e-5 for both 1-d and 1-e. The presence of multiple length scales is also not indicated by the nature of the plot, thereby showing that this is indeed a different instability mode that what was seen earlier.
9.7. Comparison of results from experiment and simulations

In order to ensure the validity of the CFD results, a simple comparison of results was carried out with respect to the mass flow rates and the friction factor obtained by the experiment. Fig. 60 (a) shows the variation of mass flow rate with $\Delta P$ plotted along with the results obtained from CFD (black marker points).

The mass flow rate was obtained by a direct reporting method from Fluent while the friction factor was calculated using the expression for the Fanning friction factor as –
\[ f_f = \frac{2\tau_f}{\rho v^2} \]  

(35)

where \( \tau_f \) is the wall shear stress.

As seen from Fig 58, both results therefore show good agreement with the experimental data showing a maximum deviation of 11\% at \( \Delta P = 131000 \) Pa. This therefore indicates that the CFD was indeed able to replicate the results seen in the experiment and that the ‘jump’ phenomenon was indicative of a flow related phenomenon rather than a function of the test facility.
Figure 58 (a) – Variation of the mass flow rate with $\Delta P$ showing results of simulations (b) Variation of friction factor with $\Delta P$ showing results of simulations
A thorough investigation of the friction factor upset phenomenon seen in hole-pattern seals was carried out using both experimental and numerical means. A hole-pattern plate with a hole diameter of 3.175mm and hole depth of 0.9mm was tested against a smooth plate maintaining a clearance of 0.254 mm between the plates. In keeping with the method of testing used by Asiravatham[1], the pressure difference across the plates was reduced from 350 kPa to 50 kPa. Results showed a ‘jump’ in the friction factor at 131 Pa, recording a change in the friction factor by a factor of 3.5 (corresponding to a change in mass flow rate by about 1.7). Spectra taken over the range of conditions show a distinct change in the dominant frequency modes as well. The distribution before the jump indicates the presence of a large scale, low energy structures while the spectra after the jump showed the presence of multiple structures present at high frequencies through harmonics and sub harmonics of a fundamental frequency. This indicates a change in the flow instability modes over the jump which needs a deeper investigation.

In order to closely examine the nature of the flow over the cavities of the seal, it was decided to carry out CFD simulations of the problem domain. The first step for this part of the study was to determine a suitable method of simulation, which was done by recreating the results from Rowley’s [19] DNS study of different instabilities in open cavity flow (i.e. cavities without the influence of a top boundary). Results from these simulations as compared to the DNS results allowed for a conclusion that LES via Fluent
is successfully able to capture the two expected types of instabilities in cavity flows –
namely the shear layer instability and the wake mode. This was verified through both
qualitative means (comparing the streamlines and structures in the flow) and quantitative
means (comparison of Strouhal number and $L/\theta_0$ ratio).

Upon arriving at a method of simulation, a domain was formulated to study the
current geometry closely. Based on previous studies and to maximize computational
efficiency, it was decided to simulate a single cavity using the pressure boundary
conditions at the inlet and exit of the test section. Two conditions were chosen for
simulation – one before and one at the jump and this was done in order to determine and
compare any changes in the flow behavior. The results obtained showed good agreement
with the mass flow rate and friction factor data from the experiment. Upon carrying out
spectral analysis of the data, the existence of two distinct instability modes was
confirmed – one with a shear mode like behavior which is enhanced by the presence of
the top boundary and the other with a wake mode like behavior.

The shear mode reminiscent instability was seen before the occurrence of the
jump and the presence of high frequency vortex shedding was confirmed via both
qualitative observation and spectral analysis. The top boundary was seen to act as a
mechanism for the instability to be better defined and the expected pairing pattern for
vortices shed from the upstream edge was detected as well. Further, the presence of the
top boundary influences the vortex-edge interaction at the downstream edge of the cavity
which further encourages jitter and adds intermittency to the flow. The dominant
frequency for the spectra was seen at 11.5 kHz and subdominant harmonics were at 23
kHz and at 34.5 kHz indicating the presence of vortex pairing and nonlinear interactions in the flow.

For the wake mode like behavior, the top boundary is seen to have more of an impact in and the vortex shedding frequency seen from the bounded and free shear layers are almost the same. This leads to the presence of counter rotating vortex pairs which then define the recirculation zone. Further, the dominant frequency is seen at 185 kHz with a subdominant mode at 63 kHz (both of which correspond to values obtained from the experiment). Studying the evolution of the flow and the spectra in conjunction allows for the verification of two distinct instability modes before and after the jump.

A combination of the experimental and CFD work therefore allowed for the explanation of the friction factor jump. The present study has, in essence, looked at understanding instabilities in flow through cavities with the effect of a top boundary and has seen how the conventional nature of the instabilities are modified as a result of the same. To obtain an even better understanding of the flow physics, one could extend the simulations to a three dimensional model and analyze the mechanisms of the instability. Another possibility of extending the work would be to carry out a parametric study by simulating different conditions and characterize the changes in instability modes based on the pressure drop and clearance of the channel. All of these extensive studies would help obtain a thorough understanding of flow instabilities in hole-pattern seals and therefore allow for better design and operational capabilities.
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APPENDIX A
GRID INDEPENDENCE STUDY

In the context of any CFD study, it is necessary to ensure that the solution obtained is not only physically appropriate but also numerically justified. This is done by carrying out a grid independence study which involves successive refinements of the grid and monitoring resulting changes in the solution. Another reason for carrying out a grid independence study is to ensure computational efficiency – i.e. to ensure that the grid used is not of very high resolution when not required by the problem.

In case of an LES, a grid-independent LES refers to a simulation where the grid resolution is increased to a level where the effect of numerics is negligible while the effect of the SGS model is preserved [45]. The method applied for the present study is based on that used by Geurts and Fröhlich [46] and Meyers at al [47] who applied an implicit filtering provided by the Smagorinsky model (which is the technique used by FLUENT) and approached a grid independent solution by increasing the grid resolution while keeping the model length scale constant.

It is suggested that while employing the standard Smagorinsky model, the grid-independent solution can be approached by keeping the product of the Smagorinsky constant, $C_S$ and the length scale $\Delta_S$ constant as the grid is refined. This approach looks at the LES equations as a set of differential equations with $\Delta_S C_S$ as an externally defined parameter (which is a function of the grid resolution) [45]. The reader is referred to Geurts and Fröhlich [46] for a detailed explanation of the formulation and
implementation of these parameters. Applying these concepts, a grid independence study was carried out for each of the simulations in the present study. Fig. 59 is a representation of the results from the grid independence study carried out for the open cavity (i.e. without the top boundary) with L/D = 2. As done to determine statistical stability, the pressure at an upstream point is monitored over time and the results are compared to determine the effect of the grid on the solution. From Fig. 59, it can be seen that although the coarse grid under predicts the solution by a factor of two (at the most), the medium grid provides a good estimate of the solution while ensuring computational accuracy.

Figure 59 – Variation of pressure with FTT to compare solutions from different grids
Table 1. Details of three meshes used during grid independence study for cavity with \(L/D = 2\)

<table>
<thead>
<tr>
<th>Grid</th>
<th>Number of node points in cavity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>425 X 375</td>
</tr>
<tr>
<td>Medium</td>
<td>720 X 630</td>
</tr>
<tr>
<td>Fine</td>
<td>850 X 750</td>
</tr>
</tbody>
</table>
A quantitative measure of the accuracy of an experimental procedure is determined by carrying out an uncertainty analysis of the data. The result of this procedure is a combination of errors due to instrumentation and methodology and allows for an accurate interpretation of the experimental data. The following section details the computation of uncertainties in Mach number and friction factor using the Kline – McClintock single measurement technique (a thorough account of this procedure can be found in [48]). According to this method, the uncertainty in a variable $R$ that is a function of $n$ variables, $x_1, x_2, x_3 \ldots x_n$ is given by the following relation –

$$w_R = \sqrt{\left( \frac{\partial R}{\partial x_1} w_1 \right)^2 + \left( \frac{\partial R}{\partial x_2} w_2 \right)^2 + \left( \frac{\partial R}{\partial x_3} w_3 \right)^2 + \cdots + \left( \frac{\partial R}{\partial x_n} w_n \right)^2} \quad (36)$$

The same technique was also used by Kheireddin [2] to compute the uncertainty of the values in his experiments. Looking at Eq. (15), the primary variables are $\dot{m}, P, A$ and $T_t$ - the uncertainties in these variables are taken to be $1.7 \text{ e-5 kg/sec}$, $0.008 \text{ bar}$, $1.29 \text{ e-6 m}^2$ and $1^\circ \text{ K}$ respectively. Differentiating each term of Eq. (15) with respect to the primary variables –
\[ \frac{\partial M}{\partial P} = \frac{-1}{P} \left( \frac{\dot{m}}{P_A} \right)^2 \left( \frac{RT_t}{\gamma} \right) \frac{1}{M \sqrt{1 + 0.8 \left( \frac{\dot{m}}{P_A} \right)^2 \frac{RT_t}{\gamma}}} \] (37)

\[ \frac{\partial M}{\partial A} = \frac{-1}{A} \left( \frac{\dot{m}}{P_A} \right)^2 \left( \frac{RT_t}{\gamma} \right) \frac{1}{M \sqrt{1 + 0.8 \left( \frac{\dot{m}}{P_A} \right)^2 \frac{RT_t}{\gamma}}} \] (38)

\[ \frac{\partial M}{\partial \dot{m}} = \frac{\dot{m}}{M} \left( \frac{\dot{m}}{P_A} \right)^2 \left( \frac{RT_t}{\gamma} \right) \frac{1}{\sqrt{1 + 0.8 \left( \frac{\dot{m}}{P_A} \right)^2 \frac{RT_t}{\gamma}}} \] (39)

\[ \frac{\partial M}{\partial T_t} = \frac{\left( \frac{\dot{m}}{P_A} \right)^2 \left( \frac{R}{\gamma} \right)}{2M} \sqrt{1 + 0.8 \left( \frac{\dot{m}}{P_A} \right)^2 \frac{RT_t}{\gamma}} \] (39)

Accordingly, the maximum uncertainty in the Mach number is calculated to be around 2.2%. Similarly, for the friction factor, from Eq. (10) –

\[ \frac{\partial f}{\partial H} = \frac{4(1-M^2)}{1.4M^3(1+0.2M^2)} \frac{dM}{dx} \] (40)

\[ \frac{\partial f}{\partial (dx)} = \frac{4H(1-M^2)}{1.4M^3(1+0.2M^2)} \frac{dM}{(dx)^2} \] (41)

\[ \frac{\partial f}{\partial (M)} = \frac{8C_P \left( 3M^4\gamma - 3M^4 - 5M^2\gamma + 7M^2 - 6 \right)}{1.4M^3(1+0.2M^2)^2} \frac{dM}{dx} \] (42)
The estimated maximum uncertainty from this equation is 2.5 %.