Sign change of Hall coefficients for amorphous Ni$_{0.80-x}$Cr$_x$P$_{0.20}$ alloys
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The magnetic susceptibilities, resistivities, and Hall coefficients of amorphous Ni$_{0.80-x}$Cr$_x$P$_{0.20}$ (0.00 $\leq x \leq 0.40$) alloys are reported. A sign change with temperature of the Hall coefficient for a single paramagnetic amorphous alloy that correlates with the temperature-dependent valence susceptibility has been observed ($x = 0.20$), indicating that an extraordinary contribution to $R_H$ is responsible for the positive Hall effect in these paramagnetic alloys. Also, an unexplained relatively large contribution to $R_H$ that is linear in $T$ has been observed in some of these alloys. A gradual change in magnetic properties with composition from large cluster-dominant phase to Kondo-impurity phase has been observed.

I. INTRODUCTION

The widespread occurrence of a positive Hall coefficient ($R_H$) for amorphous non-magnetic transition-metal (TM) alloys$^1$ as compared to the negative almost free-electron value for almost all simple amorphous alloys$^2$ has been a puzzle in electron transport in glassy metals. Since the first observation of positive values of $R_H$ for nonmagnetic amorphous transition-metal alloys, La-Al and La-Ga,$^3$,$^4$ similar observations followed in early TM (ETM)–late TM (LTM) and ETM–simple metal (SM) alloys. For some time, the positive $R_H$ for Cu-Zr and similar alloys was explained in terms of a negative group velocity of conduction electrons due to s-d band hybridization.$^5$–$^7$ However, the side-jump effect, an extraordinary contribution to $R_H$, which originates from the spin-orbit interaction, has recently been considered as an important effect in these alloys.

Trudeau et al.$^8$ suggested that the side-jump effect, an asymmetric scattering of conduction electrons due to the spin-orbit interaction,$^9$,$^10$ is responsible for the temperature-dependent positive $R_H$ of paramagnetic Zr$_{1-x}$Fe$_x$ alloys near the ferromagnetic transition regime. The side-jump contribution to the Hall resistivity is given as$^8$–$^{11}$

$$R_H = R_H^0 + R_{H}^{SJ} \chi_e,$$

(1.1)

where $R_H$ is the measured Hall coefficient, $R_H^0$ is the Lorentz term, and $R_{H}^{SJ} \chi_e$ is the extraordinary contribution by the side-jump effect. The side-jump effect term can be summarized as

$$R_{H}^{SJ} \chi_e = \sum_i 2e^2 N g_i^2 \lambda_{SO}^i \langle S_z^i \rangle$$

or

$$\chi_e R_{H}^{SJ} = \frac{2e^2}{\mu_B^2 g_i \mu_B} \lambda_{SO}^i \langle S_z^i \rangle,$$

(1.2)

where $i$ denotes carrier type, $g_i$ denotes the charge of $i$-type carriers, $\lambda_{SO}^i$ denotes the effective spin-orbit parameter, $\lambda_{SO}^i$ is the atomic spin-orbit parameter, $I$ is the overlap integral, and $I$ is the distance between the scatterers. If two kinds of transition metals of ETM and LTM work as spin-orbit scatterers, Eq. (1.3) can be written as

$$\lambda_{SO}^i = \int_{-\infty}^{\infty} \frac{\langle \epsilon | L | \epsilon \rangle^2}{\epsilon} d\epsilon,$$

(1.3)

with

$$\lambda_{SO}^i = \sum_n \frac{\langle n | L | 0 \rangle \langle n | L | 0 \rangle^*}{\epsilon_n - \epsilon_F} H^2 A_{SO},$$

where $i$ denotes carrier type, $q_i$ denotes the charge of $i$-type carriers, $\lambda_{SO}^i$ denotes the effective spin-orbit parameter, $A_{SO}$ is the atomic spin-orbit parameter, $I$ is the overlap integral, and $I$ is the distance between the scatterers. If two kinds of transition metals of ETM and LTM work as spin-orbit scatterers, Eq. (1.3) can be written as

$$\lambda_{SO}^i = \sum_n \frac{\langle n | L | 0 \rangle \langle n | L | 0 \rangle^*}{\epsilon_n - \epsilon_F} H^2 A_{SO}.$$

(1.4)

and

$$\chi_e R_{H}^{SJ} = \frac{2e^2}{\mu_B^2 g_i \mu_B} \lambda_{SO}^i \langle S_z^i \rangle,$$

where $i = ETM, LTM$ and $g_i \langle \epsilon \rangle$ is the density of states. A theoretical band calculation could provide a prediction of the variation of $\lambda_{SO}^i$ for comparison with experiments. The $\lambda_{SO}^i$ of 3-d and 4-d electrons is about $10^4$ times larger than that of free electrons.$^{10,12}$

Rhie, Naugle, and Bhatnagar reported that the values of $R_H$ for (Zr$_{0.64}$Ni$_{0.36}$)$_{1-x}$Al$_x$ (Ref. 13) and (Zr$_{0.50}$Ni$_{0.50}$)$_{1-x}$Al$_x$ (Ref. 14) alloys increase with $x$, which is difficult to understand in terms of the s-d band hybridization model. They argued that the side-jump effect could explain the unusual variation of $R_H$ in pseudobinary Zr-based amorphous alloys produced by varying the simple metal doping. More recently they have shown that the variety of behavior of $R_H$ observed for Zr-based binary alloys could be explained by the variation of $\lambda_{SO}^i$ due to the location of the Fermi level for different alloys.$^{12,15}$

The ferromagnetic Ni$_{1-x}$P$_x$ alloy system ($x \leq 0.18$) provides a good example of the side-jump effect in ferromagnetic alloys.$^{10,11}$ The Fermi level of Ni$_{1-x}$P$_x$ lies in the upper half of the Ni d band, and the binding energy decreases as the Ni content increases. The 0.6 holes of
the pure Ni d band is well known; such holes are responsible for the negative $\lambda_{SO}$ and $R_H$ for pure Ni and Ni$_{1-x}$P$_x$ alloys. Photoemission experiments indicate that there are two broad, well-defined d bands in amorphous early transition-metal–late transition-metal alloys.\textsuperscript{16} In these alloys the center of the late transition-metal d band lies below the Fermi energy while that of the early transition-metal d band lies above the Fermi energy. This feature of the electronic structure has been explained qualitatively in terms of renormalized atom calculations,\textsuperscript{17} which in the case of Zr-based alloys leads to a split band picture. The predicted density of states is in reasonable agreement with the available Zr-X photoemission data and explains the observed relationship between the superconducting transition temperatures of further Zr-X alloys. In this model for the electronic structure the negative $\lambda_{SO}$ should become positive when sufficient Ni is substituted with Cr, as the unfilled Ni d band fills up and the Fermi level lies in the lower half of the higher-energy Cr d band.

This experiment was designed to test two points. First, $R_H$ of the Ni$_{0.80-x}$Cr$_x$P$_{0.20}$ alloys should be temperature dependent, because the side-jump effect or anomalous Hall resistivity is proportional to the spin polarization of the conduction electrons. The magnetic susceptibility of Ni$_{0.80}$P$_{0.20}$ at high field is reported to be temperature dependent so that the value at 10 K is about three times larger than the room-temperature value.\textsuperscript{18–21} Second, as x increases, a change of sign of $R_H$ from negative to positive as the anomalous side-jump contribution changes sign with additive Cr should be observed, provided that the anomalous term overcomes the ordinary term.

II. EXPERIMENTAL

The 99.6% pure Ni$_3$P, and CrP, and 99.99% pure Ni and Cr were melted in an Ar atmosphere and melt quenched by an ordinary single roller method to produce 20–30-μm-thick, 2–3-mm-wide ribbon samples. The magnetization was measured using a commercial superconducting quantum interference device magnetometer. The high-field magnetic susceptibility was measured at 1 T, as the system cooled from 300 K to 10 K. The zero-field-cooled and field-cooled methods were used at $5 \times 10^{-4}$ T to observe the superparamagnetic cluster blocking or spin-glass transition. The low-field susceptibility was obtained from the field-cooled data. The absolute error of the susceptibility measurement is less than 1%. The five-probe method was used for the Hall-effect measurement. The samples were partially cut along the edges of the ribbon at three locations to make ends, and the wires for Hall voltage were spot welded at the ends of these ends. This method enables the electric currents to avoid the locally crystallized spot welded area which might contain a ferromagnetic phase and give a nonlinear Hall resistivity.\textsuperscript{22} Contact instabilities, however, limited Hall-effect measurements for $x > 0.20$ to room-temperature values. A magnetic field up to 5 T was applied normal to the ribbons to measure $R_H$ at fixed temperatures. Electron microprobe analysis wavelength dispersion spectroscopy was used to measure the compositions of ribbons. Absolute accuracy is better than 1 at. %, and the relative accuracy is better than 0.5 at. %. Trace elements of Fe and Co are also measured with a low detection limit of 200 ppm.

III. RESULTS AND DISCUSSION

The total magnetic susceptibility ($\chi_T$) at high field can be written as

$$\chi_T = M/H = \sigma(H, T)/H + \chi(T)$$

with $\chi(T) = C/T + \chi_0$, \hspace{1cm} (3.1)

where $\sigma(T)$, which is dominant at $x = 0.00$ and 0.02, but is negligible for $x \geq 0.10$, is the temperature-dependent net saturation moment of ferromagnetic clusters in a $M$ vs $H$ plot, and $\chi(T)$ is the high-field slope of the magnetization ($M$ vs $H$) curve, which includes a temperature-dependent Curie term and a temperature-independent $\chi_0$ (Pauli paramagnetic, diamagnetic, and Van Vleck) contribution. It also includes the superparamagnetic clusters of smaller magnetic moment that are not saturated yet. A Curie-Weiss fit is just a conventional, but not a rigorous analysis. Rhie et al.\textsuperscript{23} have suggested that a power law $[\chi(T) = C/T^2 + \chi_0]$ provides a better fit of $M(T)$ for paramagnetic amorphous metallic alloys near the ferromagnetic phase with negligible superparamagnetic clusters of the ferromagnetic phase.

Figure 1 shows the high-field susceptibility $\chi(T)$ for $x = 0.00$ and $\chi_T$ at 1 T for $0.25 \geq x > 0.00$. Our measurement of $\chi(T)$ for $x = 0.00$ is less temperature dependent, i.e., can be fit with a smaller Curie constant (38.91 μemu/mol K) than that reported by Bugstaller et al.\textsuperscript{21} (250 μemu/mol K), because our measurements for $x = 0.00$ were at higher magnetic field (2–4 T) compared to (0.2–1 T in their experiment), so that in this figure the contribution of clusters to $\chi(T)$ is more efficiently eliminated by saturation. The value of $\chi_{\text{Pauli}}$ (70 μemu/mol), which is calculated from $\chi_0$, obtained in the Curie-Weiss fit, however, is comparable to their values (84 μemu/mol). The Curie constant $C$ is highest at $x = 0.05$, and decreases with $x$, but $\chi(T)$ at the room temperature increases with $x$, indicating the increase of the density of states at the Fermi level with increasing Cr concentration. This implies that the Cr d-band states start to dominate at the Fermi level with the addition of small amounts of Cr to Ni$_{0.80}$P$_{0.20}$.

The total magnetization for $x = 0.00$ (first inset of Fig. 1) is dominated by $\sigma(T)$ of ferromagnetic clusters. Zero-field-cooled and field-cooled magnetization curves split at 300 K, the highest temperature, indicating that the blocking of these clusters has occurred already at 300 K. This means that these ferromagnetic clusters are so big that they are insensitive to the temperature change. $\sigma(T)$ for $x = 0.02$, which is larger than that for $x = 0.00$ at low temperature, decreases rapidly and approaches zero at room temperature. Such a strong temperature-dependent $\sigma(T)$ was also observed in Fe$_{0.33}$Zr$_{0.67}$ alloys.\textsuperscript{23} The authors concluded that the superparamagnetic clusters above the blocking temperature are responsible. We
expect that the ferromagnetic phase for \( x = 0.00 \) is divided into smaller superparamagnetic clusters for \( x = 0.02 \), so that \( \sigma(T) \) becomes temperature dependent.

A split of the zero-field-cooled and field-cooled data (second inset of Fig. 1) was observed around 130 K for \( x = 0.02 \). It might be a spin-glass transition or superparamagnetic blocking temperature. We suppose the latter one is correct, because a spin-glass transition does not occur at such a high temperature for similar alloys. Such a split was not observed above 2 K for \( x \geq 0.05 \) indicating that these clusters become smaller with a much lower blocking temperature.

Values of \( \chi_T \) vs \( T \) at 1 T and \( 5 \times 10^{-4} \) T for \( 0.02 \leq x \leq 0.20 \) are shown in Fig. 2. If clusters exist, \( \chi_T \) at the low field (\( 5 \times 10^{-4} \) T) should be much higher than that at high field (1 T) by the \( \sigma/H \) term in Eq. (3.1). At low field \( \chi_T \) is much larger than at high field for \( x = 0.02 \), because the unsaturated \( \sigma(T) \) are dominant at the low field. The room-temperature values are comparable because of a smaller \( \sigma(T) \) at room temperature. For \( x = 0.05 \), we did not observe any split of zero-field-cooled and field-cooled magnetization nor a non-linear \( M-H \) plot at \( H \leq 0.1 \) T at 77 K. However, the high- and low-field values of \( \chi_T \) differ appreciably at low \( T \), presumably because some ferromagnetic clusters of small magnetic moments are present. At \( x = 0.10 \), the

FIG. 1. \( \chi_T \) vs \( T \) of \( \text{Ni}_{0.80-x}\text{Cr}_x\text{P}_{0.20} \) alloys at high field. \( \chi(T) = \partial M/\partial H \) at 2 T of \( x = 0.00 \) (+) and total magnetic susceptibility \( \chi_T \) (\( M/H \) at 1 T) for \( x = 0.05 \) (□); \( x = 0.10 \) (○); \( x = 0.20 \) (△); and \( x = 0.25 \) (●). We assumed \( \sigma(T) = 0 \) for \( x \geq 0.05 \) for this fit. The lines are Curie-Weiss fits for each alloy. The first inset shows \( \sigma(T) \) for \( x = 0.00 \) (+) and \( x = 0.02 \) (×). The second inset shows the split of zero-field-cooled (—) and field-cooled (|--) magnetization (\( 5 \times 10^{-4} \) T) for \( x = 0.02 \).

FIG. 2. Total magnetic susceptibility (\( M/H \)) measured at high field (1 T) and low field (\( 5 \times 10^{-4} \) T) in logarithmic scale. Symbols are the same as in Fig. 1. Unsaturated cluster moments dominate for \( x \leq 0.05 \) at the low field. Note that both susceptibilities are about the same at \( x = 0.10 \), indicating the absence of any detectable clusters for \( T \geq 10 \) K.

high- and low-field values of \( \chi_T \) are equal, implying the absence of any ferromagnetic clusters in the paramagnetic matrix. The impurity trace analysis indicates a few 100 ppm of Co and Fe (Table I) in all of the melt spun \( \text{Ni}_{0.80-x}\text{Cr}_x\text{P}_{0.20} \) alloys made with \( \text{Ni}_2\text{P} \) and \( \text{CrP} \) powders. Such ferromagnetic impurity contents for melt spun alloys are common. The temperature dependence of \( \chi(T) \) for \( x \geq 0.10 \) may originate from the local moments associated with ferromagnetic trace elements.

Recently, Dobrosavljević, Kirkpatrick, and Kotliar argued that the local Kondo-impurity density \( n(T) \) is proportional to \( T^\alpha \) at low temperatures with an impurity susceptibility \( \chi_{\text{impurity}} \) proportional to \( 1/T^{1-\alpha} \). The power \( \alpha(T) \) approaches 0 as \( T \) approaches 0 at temperatures in the 1 mK–1 K for a highly disordered metal, which is a non-Fermi-liquid behavior. In the temperature range 10–300 K, \( \alpha(T) \) is approximately a constant, unless interactions between the impurities exist. The magnetization of \( \text{Ni}_{0.80-x}\text{Cr}_x\text{P}_{0.20} \) alloys at \( x = 0.10, 0.20, \) and 0.25 are in good agreement with this prediction. Similar behavior has been observed for \( \text{Fe}_{0.33}\text{Zr}_{0.67} \) (Ref. 23) with \( p = 1-\alpha = 0.58 \). The values of \( p \) and \( \chi_0 \) in a power-law fit for \( \text{Ni}_{0.80-x}\text{Cr}_x\text{P}_{0.20} \) alloys are extracted only for \( x = 0.10, 0.20, \) and 0.25. These parameters along with those from the Curie fit to \( \chi_T \) are given in Table I. This power fit did not work well for \( x \leq 0.05 \), because of the saturation behavior of superparamagnetic clusters.

The resistivity (\( \rho \)) of \( \text{Ni}_{0.80-x}\text{Cr}_x\text{P}_{0.20} \) alloys (Fig. 3)
Table I. The chemical content of each alloy, including trace magnetic impurities as determined from wavelength dispersion spectroscopy, and the fitting parameters of \( \chi(T) \) for \( x = 0.00 \) and \( \chi_T \) for \( x > 0.00 \) with Curie-Weiss fit and a power-law fit.

<table>
<thead>
<tr>
<th>Chemical content (atomic ratio)</th>
<th>Magnetic element impurity</th>
<th>( \chi_T = \chi_0 + \frac{C}{T+\theta} )</th>
<th>( \chi_T = \chi_0 + \frac{C}{T^\theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>Cr</td>
<td>P</td>
<td>Co (ppm)</td>
</tr>
<tr>
<td>0.00</td>
<td>0.793</td>
<td>0.000</td>
<td>0.206</td>
</tr>
<tr>
<td>0.02</td>
<td>0.780</td>
<td>0.018</td>
<td>0.201</td>
</tr>
<tr>
<td>0.05</td>
<td>0.751</td>
<td>0.05</td>
<td>0.198</td>
</tr>
<tr>
<td>0.10</td>
<td>0.700</td>
<td>0.099</td>
<td>0.200</td>
</tr>
<tr>
<td>0.20</td>
<td>0.614</td>
<td>0.191</td>
<td>0.194</td>
</tr>
<tr>
<td>0.25</td>
<td>0.560</td>
<td>0.246</td>
<td>0.194</td>
</tr>
</tbody>
</table>

\( ^* \)\( \chi(T) = \delta M / \delta H \) at high field is fitted for \( x = 0.00 \), and \( \chi_T = M / H \) is otherwise.

\( ^* \)\( \chi_T = M / H \) cannot be fitted because of large amount of clusters. See Fig. 2.

increases with ETM (Cr) content, as is commonly observed in ETM-LTM binary alloys. Mooij\(^{27} \) showed that this resistivity is related with the sign of the temperature coefficient of resistivity (TCR). TCR for metallic amorphous alloys changes sign at a resistivity of approximately 150 \( \mu \Omega \) cm. The inset shows this general rule is also true for \( \text{Ni}_{0.80-x}\text{Cr}_{x}\text{P}_{0.20} \) alloys.

The Ni-P alloys which have small resistivities relative to the critical value of 150 \( \mu \Omega \) cm have been treated as a free electron like alloys that can be reasonably well described by the Faber-Ziman theory,\(^{19,25,28} \) where the static structure factor \( S(2k_F) \) determines the sign of TCR. The resistivity minimum for \( x = 0.00 \) (Fig. 4) has been generally considered as resulting from the Kondo effect due to the magnetic impurities.\(^{18,29} \) We suppose however the quantum interference effects among the conduction electrons are responsible for the sign change of TCR with Cr content in Fig. 3, because high resistivity, \( \rho \geq 150 \mu \Omega \) cm, is a good indication for multiple scattering and interference. Howson\(^{30} \) argued that the negative TCR is actually related to the quantum-mechanical correction due to the multiple scattering of electrons with short elastic mean free paths, which leads to weak localization. In weak localization, in the presence of spin-orbit scattering the anomalous resistivity can be written as\(^{31} \)

\[
\rho_{\text{WL}}(T) = \rho^2 A (\sqrt{T} - 3\sqrt{T} + 1),
\]

where \( A = \frac{e^2}{2\pi^2\hbar^2 D\tau_{SO}} \), \( T = \frac{\tau_{SO}}{4\tau_{ie}} \), (3.2)

\( \tau_{ie} \) and \( \tau_{SO} \) are electron dephasing times due to inelastic scattering and spin-orbit scattering, respectively, and the parameter \( D \) is the electronic diffusion coefficient. The temperature dependence of \( \rho_{\text{WL}} \) originates mainly from that of \( \tau_{ie} = \alpha T^{-n} \) (2 < \( n < 4 \)), due to the electron phonon scattering. \( \rho_{\text{WL}} \) has a maximum at \( T = \frac{1}{4} \), thus the slope \( \partial \rho / \partial T \) is negative for \( T > \frac{1}{4} \). This general argument for negative TCR is actually observed in the temperature dependence of resistivity (Fig. 4). In accordance with this argument, the magnetoresistance of \( \text{Ni}_{0.80-x}\text{Cr}_{x}\text{P}_{0.20} \) alloys at 4 K (Fig. 5) shows an increase of weak localization effects with the Cr content. The positive magnetoresistance in Fig. 5 is characteristic of weak localization in the presence of appreciable spin-orbit scattering.

![FIG. 3. The resistivity vs x of \( \text{Ni}_{0.80-x}\text{Cr}_{x}\text{P}_{0.20} \) alloys. Inset is a Mooij diagram which shows the change of sign of TCR with high resistivity.](image)

![FIG. 4. Temperature dependence of resistivity of \( \text{Ni}_{0.80-x}\text{Cr}_{x}\text{P}_{0.20} \) alloys. Note that \( \rho(T) \) for \( x = 0.00 \) exhibits a minimum, flattens for \( x = 0.05 \), and then shows a maximum for \( x = 0.10 \) and 0.20.](image)
The weak localization effect for smaller Cr content is weaker, not only because the resistivity is smaller, but also because the higher content of magnetic impurities for the low Cr concentrations (as evidenced by the saturation moments in the inset of Fig. 1) reduces constructive coherence of electron wave functions by magnetic scattering.

The temperature dependence of $R_H$ for several compositions is shown in Fig. 6. The increase of $R_H$ as $T$ decreases for $x \geq 0.05$ is similar to that of the magnetic susceptibility of these alloys. $R_H$ for $x = 0.00$ is almost temperature independent as is the high-field susceptibility. $R_H$ changes sign near 20 K for the $x = 0.20$ sample. Such a sign change of the Hall coefficient of a paramagnetic amorphous alloy with temperature has not been reported to our knowledge. It provides convincing proof that the positive values of $R_H$ in this alloy system result from an extraordinary contribution to the Hall coefficient that is positive.

There appears to be an additional linear term in the temperature dependence of $R_H$ for these alloys that is not present in $\chi_T$. Consequently, we have fitted the temperature dependence of $R_H$ for $x = 0.05, 0.10,$ and $0.20$ to

$$R_H = R_H^0 - bT + D \left( \frac{C}{T + \theta} + \chi_0 - \chi_d \right),$$

where the last contribution clearly represents the positive extraordinary term in the Hall coefficient that is responsible for the change of sign of $R_H$ for the $x = 0.20$ sample as a function of temperature. ($\chi_d$ is the diamagnetic contribution to the susceptibility. We have chosen the Curie-Weiss description for $\chi_T$ because the power law did not describe the results well for $x = 0.05$, but the power-law description could have been easily used without changing any conclusions.) Values of these parameters are given in Table II.

The large $-bT$ contribution to $R_H$ in this system is quite puzzling. Schulte et al.\textsuperscript{32} have reported a small variation in $R_H$ for Zr and Ti alloys which appeared to be linear in temperatures for $T > 100$ K. At low temperatures this variation is proportional to $\sqrt{T}$ and has been identified\textsuperscript{33} with electron interaction effects. According to Altshuler and Arnon,\textsuperscript{34} the magnitude of these effects for $R_H$ should be proportional to their contribution to resistivity,

$$\frac{\Delta R_H}{R_H} = \frac{2 \Delta \rho(T)}{\rho(0)}.$$  

As shown in Fig. 4, electron interference effects are much too small to account for this large $-bT$ contribution to $R_H$.  

TABLE II. Parameters for $R_H(T) = R_H^0 - bT + D \left( C/(T + \theta) + \chi_0 - \chi_d \right)$ and the ratio of the effective spin-orbit parameter to the free-electron value $\lambda_{SO}^{SO}/\lambda_{SO}^{free}$. Parameters $C$, $\theta$, and $\chi_0$ are taken from Table I. The term $D \left( C/(T + \theta) + \chi_0 - \chi_d \right)$ is identified as the side-jump contribution $R_H^{SO} \chi_d$ to the Hall coefficient.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$R_H^0$ ($10^{-11}$ m$^3$/C)</th>
<th>$b$ ($10^{-14}$ m$^3$/C K)</th>
<th>$bT$ (300 K) ($10^{-11}$ m$^3$/C)</th>
<th>$D$ (m$^3$/mol/C &amp;muemu)</th>
<th>$R_H^0 \chi_d$ (300 K) ($10^{-11}$ m$^3$/C)</th>
<th>$\lambda_{SO}^{SO}/\lambda_{SO}^{free}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>-3.80</td>
<td>7.0</td>
<td>2.1</td>
<td>2.6</td>
<td>0.3</td>
<td>400</td>
</tr>
<tr>
<td>0.10</td>
<td>-4.07</td>
<td>7.2</td>
<td>2.2</td>
<td>3.2</td>
<td>0.6</td>
<td>665</td>
</tr>
<tr>
<td>0.20</td>
<td>-2.85</td>
<td>4.7</td>
<td>1.4</td>
<td>6.2</td>
<td>1.0</td>
<td>1024</td>
</tr>
</tbody>
</table>
The extraordinary term is \( D \{ C/(T + \theta) + \chi_0 - \chi_d \} \) in this fit. A logical source for this anomalous or extraordinary contribution to \( R_H \) is the side-jump mechanism described in Eqs. (1.1)–(1.4). From the parameters in Table I, it is clear that the temperature dependent part \( C/(T + \theta) \) contributes only a part of \( \chi_d \). This is a significant difference between the Ni\(_{0.80-x}\)Cr\(_x\)P\(_{0.20}\) alloys and Zr-Fe (Ref. 8) systems where the temperature-dependent part of the susceptibility for Zr-Fe dominates the total susceptibility. The relative values of the different contributions (the Lorentz contribution \( R_H^0 \), the unexpected linear contribution \(-bT\), and the side-jump contribution \( R_H^{\text{SJ}}/\chi_d \)) at room temperature are tabulated for \( x = 0.05, 0.10, \) and \( 0.20 \). The values of the ratio of \( \lambda_{\text{SO}}^d \) determined from Eq. (1.2) to the free-electron value \( \lambda_{\text{SO}}^d \) are also given for these compositions in Table II. These are much smaller than values estimated for 3-d and 4-d alloys with significantly larger early transition-metal compositions.10,12 As expected from Eq. (1.4), \( \lambda_{\text{SO}}^{\text{SJ}} \) increases as the Cr concentration increases.

As shown in Fig. 7, the room-temperature values of \( R_H \) for these alloys increase with increasing Cr content. The sign changes from negative to positive near values of \( x = 0.25 \). We argue that this change is also related to the extraordinary contribution to \( R_H \), i.e., the increase in \( \lambda_{\text{SO}}^{\text{SJ}} \) as the location of the Fermi level is pushed from the Ni \( d \) band further into the Cr \( d \) band with Cr concentration produces the increase in \( R_H \) and results in positive values over the entire temperature range above \( x = 0.25 \). It is very fortunate in demonstrating that the source of the positive Hall coefficient in this alloy system is due to an extraordinary contribution and in identifying that extraordinary contribution that \( C/(T + \theta) \) and \( \lambda_{\text{SO}}^{\text{SJ}} \) were sufficiently large to produce the change in sign of \( R_H \) with temperature for the \( x = 0.20 \) alloy. We argue that such an extraordinary contribution is responsible for the positive values of \( R_H \) observed in many similar amorphous alloys containing early transition-metal elements.

In Fig. 8, the extraordinary contribution \( R_H^{\text{SJ}}/\chi_d = R_H^{\text{SJ}}/(R_H^{0} - bT) \), is plotted against \( \chi_d \rho^2 \) to illustrate the agreement with the identification of the extraordinary term with one having the attributes of the side-jump contribution as described in Eq. (1.2). Although the resistivity for these alloys shows an appreciable change with composition (Fig. 3), the \( \rho^2 \) dependence of \( R_H \) is more clearly demonstrated by measurements on Ti-Al alloys35 and Ti-Ni, Zr-Ni, and Hf-Ni alloys36 previously studied. When considered as a body of work, these experiments provide a convincing case that an extraordinary contribution to \( R_H \) which is proportional to \( \rho^2 \) and \( \chi_d \) is responsible for the positive values of the Hall coefficient observed in amorphous metal alloys containing early transition-metal components. The side-jump mechanism provides a qualitative explanation of the compositional variation of the magnitude and sign.12,15

IV. SUMMARY AND CONCLUSIONS

The temperature dependence of resistivity and magnetoresistance measurements show that the resistivity of Ni\(_{0.80-x}\)Cr\(_x\)P\(_{0.20}\) alloys changes with \( x \) from the Ziman-Faber type to that dominated by quantum interference with appreciable spin-orbit scattering. We have observed a sign change of \( R_H \) with temperature for a paramagnetic amorphous Ni\(_{0.80-x}\)Cr\(_x\)P\(_{0.20}\) alloy for \( x = 0.20 \) which demonstrates that a positive extraordinary contribution to \( R_H \) is responsible for both the temperature and composition dependence of \( R_H \) in this system. The sign change with temperature which results from the additive, positive extraordinary contribution in this system provides an important difference from the measurements on Zr-Fe,4 where \( R_H \) is proportional to \( \chi_T \) but always positive. For the Ni\(_{0.80-x}\)Cr\(_x\)P\(_{0.20}\) alloys it is thus not possible to argue that the ordinary Hall coefficient is proportional to the susceptibility, but that its sign is determined by some other effect, as has been done for the Zr-Fe data.37 This side-jump mechanism describes this extraordinary contribution well. We note that Movaghari and
Cochrane\textsuperscript{37,38} have raised objections to the derivation of the side-jump contribution. Nevertheless in their calculations, they did find a term that reduces to Eq. (1.3) without having to introduce the idea of a side jump as originally proposed by Berger. We have used the original term “side-jump” to describe the anomalous term without regard to the controversy regarding its actual origin. A significant contribution to $R_H$ which is linear in $T$ whose origin is not understood was also observed. A gradual change of magnetism from a large-cluster-dominant phase to a Kondo-impurity-like phase as $x$ increases has been observed also. In contrast to conventional Curie-Weiss behavior, the susceptibility can be equally well described by a power law, $\chi_T = C/T^p + \chi_0$, with $p = 0.45, 0.41$, and $0.36$ for $x = 0.10, 0.20$, and $0.25$, respectively, throughout the temperature region $10-300$ K. Such behavior is consistent with that predicted\textsuperscript{16} for a Kondo-impurity phase.

**ACKNOWLEDGMENTS**

The work at Texas A&M University was supported in part by the Robert A. Welch Foundation (Houston, TX) Grant No. A-0514, the Texas Advanced Technology Program (3606), and by NSF (Grant No. DMR-89-03135), while that at the University of Texas was supported by the Robert A. Welch Foundation (F-1191) and NSF (Grant Nos. DMR 91-04194 and DMR 91-58089). The authors would like to thank Dr. K. D. D. Rathnayaka for helpful technical support and concern.

\begin{thebibliography}{99}
\bibitem{11} T. R. MacGuire, R. J. Gambino, and R. C. O’Handley, in The Hall Effect and its Applications (Ref. 10), p. 137.
\bibitem{14} K. Rhie and D. G. Naugle, Phys. Lett. A 149, 301 (1990).
\bibitem{24} J. Durand, in Glassy Metals: Magnetic, Chemical and Structural Properties (Ref. 17), p. 109.
\bibitem{28} P. J. Cote, Solid State Commun. 18, 1311 (1976).
\end{thebibliography}