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Angular distributions of the spin observables 4,,, 4,,, and A4,, for the reaction pp—dn* have
been measured for pion c.m. angles 30° < 8% < 110° at beam kinetic energies of 500, 600, 650, 700,
733, and 800 MeV. These are precision data spanning the energy region of two conjectured di-
baryon resonances in the NN system, one near 650 MeV ('D,) and one near 750 MeV (°F;). The
A,, data have significant impact on the partial-wave analyses and are in disagreement with the
predictions of existing models. The data show no direct evidence for the existence of either of the

two dibaryon resonances.

I. INTRODUCTION

The reaction pp=>dn™ has been studied for the past
30 years because of its importance to the understanding
of pion production and absorption in nuclei. It is also
important in that, having two-body initial and final
states, it is the simplest reaction to study involving
three-body dynamics. Speculation on the existence of di-
baryon resonances in the NN system and recognition of
the importance of the coupling between the pion-
production channel and the elastic 7 and NN channels
has increased the interest in this reaction in recent years.
Early theoretical work showed that the differential cross
section is dominated by the A isobar.!~* In the energy
region of the present experiment the A resonance con-
tributes primarily through the singlet amplitudes, which
largely determine the differential cross section, both in
shape and magnitude. Spin dependence, however, is
likely to be more sensitive to a combination of singlet
and triplet amplitudes, and because the early models did
not treat the dynamics of the triplet amplitudes correct-
ly, their predictions did not agree with early polarization
data.

More recently, theorists have been trying to improve
their understanding of the three-body dynamics of the
reaction. Various coupled-channel models have been
developed based on separable or local potentials.’~!!
The most advanced of these use Faddeev equations to
couple in momentum space. They maintain three-body
unitarity but are not completely relativistic, which may
be one reason why they do not accurately describe the
spin-observable data above 600 MeV. Recently, Locher
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and Svarc attempted a calculation using relativistic per-
turbation theory to estimate the dominant pion rescat-
tering term. However, only when they add some ad hoc
modifications do their predictions begin to fit the data.
Since, to some extent, these theories are phenomeno-
logical, they require input information from existing
data. In particular, precision spin-observable data are
needed to define the six complex scattering amplitudes of
the reaction more precisely, thus aiding in discrimina-
tion between the different approaches to the three-body
dynamics. In addition to the uncertainties in the dy-
namics, there is the question of the possible existence of
inelastic dibaryon resonances in the NN system. If they
do exist, their effects would be expected in the inelastic
channels, including the NN —d# reaction. Some efforts
have been made to see whether dibaryons are inferred by
the MIT quark bag model.’*!'* Most of the evidence for
their existence comes from observed structure in the pp
polarized total cross sections,!® structure in 7d elastic
scattering,'®!” and the evidence for poles in the S matrix
found in partial-wave or phase-shift analyses.!®!° Alter-
natively, these “resonance” effects could be due instead
to dynamics of the reaction not involving dibaryon reso-
nances.!"2°=2  Obviously, more precise and complete
data for the polarization observables®* are needed in or-
der to develop more accurate reaction models before
these questions can be dealt with properly. Prior to the
present experiment, which has been partially reported
earlier,” the only data available in this energy region
were angular distributions of the differential cross sec-
tion and analyzing power,?*~3* and some spin correla-
tion data between 500 and 600 MeV.3*—3% Precision
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analyzing-power measurements were made by an in-
dependent group®’ while the present experiment was in
progress. In a companion to the present experiment, the
spin-correlation parameters A, and A, were also mea-
sured over this energy region.®® Laptev and Strakov-
sky*® have compiled a collection of data available on the
pp—dm T reaction up to 1984.

There are six independent complex amplitudes that
uniquely describe the pp—dm reaction. In the notation
of Foroughi,?* they are S, M,, M,, T,, T5, and T,.
The singlet amplitude S is the result of pp singlet initial
waves only, while T',, T3, and T are triplet amplitudes
that result only from pp triplet initial waves, and M,
and M, are mixed amplitudes that are the result of both
singlet and triplet initial waves. The mixed amplitudes
M, and M, can be combined to form purely singlet (M)
and triplet (M,) amplitudes:

M;=M,—M,;, M,=M,+M, . (M

Locher and Svarc!? have shown that M, and M, are ap-
proximately equal and opposite in sign over the entire
angular distribution at the energies of interest to this ex-
periment, and that this result is due to the dominance of
the A isobar. This near equality is also expected since
M, is expected to be large and M, to be small in this en-
ergy region. The amplitudes T, and T'; are related by
the symmetry T,(0%)= —T;(r—06%). The unpolarized
differential cross section is given by

ooo="1(|S |2+ M|+ |M,|*+ | T, |?
+ T |°+ | Te|?) . )

If M, and M, are replaced by their expressions in terms
of M, and M,, no interference occurs between singlet
and triplet amplitudes in oy. In the absence of this in-
terference, the large singlet terms dominate the unpolar-
ized cross section and very little structure is evident in
0g- The angular dependence of oy is smooth, with a
cos?6* and a small cos*0* dependence.
The analyzing power,

1 ot—ol

A —_
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(where P, is the beam polarization and the arrows indi-
cate its sign), can be expressed in terms of these ampli-
tudes as

Ay =(00) ' Im(M T} —M,T3 +ST¢), (3)

which shows that the structure in A4,, is primarily due
to interference between the small and poorly known trip-
let amplitudes and the larger singlet amplitudes. In the
orthogonal geometry (67 =90°) both M amplitudes van-
ish, leaving only the ST{ term, which gives information
on the interference between S and T.

The spin correlation parameter A4,, is given by

Ap=—14Q00) "(|M, |2+ |T,—T5 Y, @

where the double subscript indicates normal polarization
of both beam and target. Clearly, any deviation from
—1 is a result of nonzero triplet contributions to the re-
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action. Since the M, term is very small at all angles the
deviation in A4,, from —1 must be due to the T ampli-
tudes. Since T,=—T; and M,=0 in the orthogonal
geometry, then

2
TP =144, (5)
00

and the magnitude of T, at 6%=90° is entirely deter-
mined by a measurement of A,,. The experimental
definition of A,, for beam and target polarization, P,
and P,, respectively, is

1 (ott+oll)—(orli4alt)
P,P, (ott4oll4+otl+oll)

Apy =

where the arrows indicate the up and down directions of
the beam and target polarizations with respect to the
normal to the scattering plane.

II. EXPERIMENTAL METHOD AND APPARATUS

The experiment was done at the Clinton P. Anderson
Meson Physics Facility (LAMPF) with a vertically po-
larized proton beam and a vertically polarized hydrogen
target (PPT). A schematic drawing of the experimental
apparatus is shown in Fig. 1. The deuteron from the re-
action was detected in a magnetic spectrometer. The
pion in coincidence was detected in a recoil counter ar-
ray at the conjugate angle. The measured quantity was
the scattering asymmetry for a given angle under rever-
sal of the beam polarization (every minute) and target
polarization (every few hours).

A. Beam monitoring

The shape and position of the polarized beam were
monitored by two profile monitors (PM1, PM2). The
beam was focused on target by two quadrupole magnets
(QM1, QM2) and centered on the target by two steering
magnets (SM1, SM2). Steering of the beam had to be
changed for each beam energy due to the varying
deflection of the beam by the polarized proton target
(PPT) magnet. The profile monitors could not be used
for the initial centering of the beam on target because of
the deflection of the beam by the PPT magnet.
Verification of beam centering was done by taking
double-exposure polaroid photographs of the target with
the beam both focused and defocused, providing an im-
age of the target with the beam spot superimposed.

The primary beam current monitor was an integrating
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FIG. 1. Layout of the experimental setup.
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ion chamber (IC) that generated a dc output current pro-
portional to the beam current passing through it. Typi-
cal average beam currents during data runs were from
0.5-1.5 pA.

The scaled integrated IC output was used to deter-
mine the length of data runs and to normalize for run-
to-run differences of integrated beam current. It was
also used to measure the magnitude of the beam polar-
ization using the quench-ratio method, as will be de-
scribed in Sec. III C. The temperature and pressure of
the IC were monitored throughout the experiment, since
changes in these parameters would cause a change in the
calibration of the chamber.

The vector polarization of the beam was observed
with a monitor polarimeter (MP) system that consisted
of two double-arm polarimeters. One arm measured a
left-right scattering asymmetry to determine the amount
of beam polarization in the vertical (y) direction, while
the other measured an up-down scattering asymmetry to
determine the amount of polarization in the horizontal
(x) direction. Figure 2 shows the geometry for both po-
larimeters. Each arm consisted of two plastic scintillator
detectors that detected both protons from elastic pp
scattering near 17° lab from a CH, target of 1.6 mm
thickness. The large solid-angle acceptance ( ~40 msr)
of each polarimeter allowed a significant proportion of
the signal to be p-C quasielastic scattering. No attempt
was made to correct for this contamination; instead, the
polarimeters were calibrated empirically by the quench-
ratio method using the ion chamber data. The calibra-
tion procedure is described in Sec. III C. Typical rates
for each arm were 20-40 kHz/pA with an accidental
rate of ~5%. Average beam polarization was ~70%
and gave asymmetries of ~0.25 in the polarimeters.

B. Polarized target

Propanediol (CH3;-CHOH-CH,0OH) was the target ma-
terial. This material, in the form of spherical beads
about 1 mm in diameter, filled the target cell, which was
a cylindrical microwave cavity of diameter 2 cm and
length 4 cm (volume: 12.6 cm?), formed from a copper
sheet of 0.12 mm thickness with a liner of Teflon of 0.12
mm thickness. The cylindrical axis of the target was
horizontal, oriented at an angle of 60° to the incident
beam direction. The absolute hydrogenic density of the
target material was ~0.07 g/cm®. The target material
was cooled by a *He refrigeration system to a tempera-
ture of about 0.5 K. An external field of 2.5 T was sup-
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FIG. 2. Geometry for the up-down and left-right polarime-
ters. The drawing is not to scale.

plied by a conventional water-cooled magnet (PTM) with
a “C” yoke, with pole pieces specially shaped to supply
an extremely uniform (~+5G) vertical field over the
target volume. The beam entered the target through a
13 cm diam hole in the magnet yoke. The target was
dynamically polarized to typically 80% throughout the
experiment. The polarization was monitored every three
minutes during data runs using a new nuclear magnetic
resonance (NMR) technique*® that removed the disper-
sive component of the NMR signal.

The presence of the PTM field caused deflection of the
incident proton beam by 148/p rad and a deflection of
the reaction products by 160/p rad, where p is the parti-
cle momentum (MeV/c). Typical deflections were 5.8°
(7.8°) for the beam at the center of the target, and
24°(42.7°) for the pions emerging at 6% =90° at beam en-
ergies of 800 (500) MeV. The deflection of the pions by
the PTM limited the c.m. angles that could be measured
to 0% <110°.

C. Spectrometer

The elements of the spectrometer were a magnet (M)
giving nominal horizontal deflection of 22°, four mul-
tiwire proportional chambers (W1-W4) for determina-
tion of the deuteron orbit through the magnet, and scin-
tillators S1 and S2-S3 for measurement of the time of
flight (TOF) of the deuteron. Since the deuterons are
confined by kinematics to a cone of laboratory half-angle
~15°, magnet M was a “C magnet” with its yoke on the
large-angle side of the experiment. The minimum angle
that the spectrometer could reach limited the c.m. an-
gles that could be measured to 6 < 150°.

Each of the multiwire proportional chambers
(MWPC’s: W1-W4) contained two planes, with vertical
and horizontal sense wires, respectively. The 2-mm
sense-wire spacing gave x and y coordinates of the deute-
ron path at each chamber location. The overall momen-
tum resolution of the spectrometer was observed to be
~3%. Its angular acceptance in the laboratory was 9°
horizontally and 6° vertically. The TOF measurement
given by S1 and S2-S3 in conjunction with the momen-
tum measurement provided easy mass discrimination be-
tween deuterons and other charged particles as shown in
Fig. 3.

D. Recoil counter

The recoil counter used for detection of the pions con-
sisted of two MWPC’s (W5, W6) and a scintillator plane
(S4-S7). The time resolution for each scintillator was
improved by time averaging of photomultiplier tube sig-
nals from opposite ends. The MWPC’s were of the same
construction as the spectrometer MWPC’s. The recoil
counter had a laboratory angular acceptance of 24° hor-
izontally and 18° vertically. It was located about 0.5 m
from the center of the target, as a compromise between
angular acceptance, TOF resolution, and avoidance of
stray fields from the PTM. The TOF in the recoil arm
was determined relative to the signal from S1. Conse-
quently, it contained an admixture of the deuteron TOF.
In spite of this effect, particle identification with the
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FIG. 3. Mass spectrum from the spectrometer.

recoil TOF was easily attained, since the fast pions were
well separated from the slower protons and deuterons in
the recoil arm.

E. Trigger logic

The trigger logic (somewhat simplified in the following
discussion) was at two levels. First, a fast gate (FG) was
formed that required coincident detection of charged
particles in the scintillators of both the spectrometer and
the recoil counter. A spectrometer gate (SG) signal was
generated by requiring coincidence between S1 and the
logical OR of S2 and S3. A recoil counter gate (RG) sig-
nal was generated by the logical OR of S4-S7 signals.
The FG signal was generated by a coincidence between
the SG and RG signals and was used to initiate conver-
sion in analog-to-digital (ADC’s) and time-to-digital con-
verters (TDC’s) that provided pulse height and TOF in-
formation for both particles. The relative timing of the
gates was arranged so that all timing was done relative
to the S1 signal. The presence of the FG signal also
triggered an examination of the wire-chamber informa-
tion. A signal (FGA) of rate proportional to the rate of
accidental FG signals was generated by a second logic
network similar to the above, but having the RG signal
delayed by ~ 128 ns relative to the SG signal.

At the second level, fast discriminator output signals
from each plane of the wire chamber system were sent to
a logic network that required signals from three of the
four spectrometer x planes and three of the four y
planes, along with signals from both x and y planes of
W5 or W6. When these conditions were met, a master
gate (MG) signal was generated that inhibited further in-
put to the electronics, sent a write gate to the wire
chamber electronics, and signaled the computer to read
the event. If the conditions were not met, a fast clear
(FC) signal was generated to reject the event, clearing
the TDC’s and ADC’s. Since this process required
several microseconds, the inputs to the electronics were
inhibited for a fixed 4 us in order to provide a measure
of the dead time due to rejected events. A signal (MGA)
of rate proportional to the rate of accidental MG signals
was generated by a duplicate logic network with the

recoil signals delayed by 128 ns relative to the spectrom-
eter signals.

F. Experimental procedure

At each beam energy, the steering magnets were used
to position the beam on the target by the photographic
exposure method outlined above. The position and
shape of the aligned beam at the profile monitors were
then noted and continuously monitored. The monitor
polarimeter was then centered on the new beam position
by minimizing the geometric asymmetry measured in the
L-R polarimeter. At each spectrometer angle setting,
the beam current was adjusted in order to maintain
uninhibited (live) times greater than 60%. Because of
the large asymmetries, it was important to monitor the
live time for each spin orientation in order to avoid large
systematic errors due to changes in the efficiency of the
system for the different spin orientations. As stated ear-
lier, beam currents of 0.5-1.5 pA were typical. Typical
instantaneous rates for some of the above trigger signals
were

RG~1.6 MHz/pA, SG~0.2 MHz/pA ,
FG~8.0 kHz/pA, MG~5.0 kHz/pA ,

FC~3.0 kHz/pA, FGA~7.0 kHz/pA ,
MGA ~3.0 kHz/pA .

A large part of the contribution to the accidental rates
came from the large background of pp elastic scattering.

The orientation of the beam polarization was reversed
every minute automatically at the ion source. This
orientation was tagged for each event written onto tape.
During each spin reversal, the beam current was
“quenched” for approximately 10 s, in order to provide
a quench-ratio measurement of the magnitude of the
beam polarization (see Sec. IIIC). Since reversing the
target polarization required about 30 min, the target po-
larization was reversed only once every two data runs,
which corresponded to once every few hours. Some of
the 500- and 800-MeV data were taken with target rever-
sals once every 4 or 5 h, and these data show greater
sensitivity to systematic errors from the target polariza-
tion. The target polarization was measured once every 3
min during the data runs and recorded separately on
magnetic tape. Because of the small beam current, there
was never a problem of depolarization resulting from ex-
cessive heating or radiation damage in the target.

Carbon background measurements were made for
67 =38 and at the 500- and 800-MeV beam energies.
These were done by removing the target beads physically
and replacing them with hollow graphite beads of ap-
proximately the same density as the target beads. These
runs were not used to subtract the quasifree events, but
rather to verify that the fitting procedure for removal of
the background was valid (see Sec. III B).

III. DATA ANALYSIS

The data analysis was accomplished in four major
steps. First, the pp—dn™ data were separated from the
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large background of pp elastic scattering events. Events
were considered ‘“perfect” if each MWPC plane had one
and only one contiguous group of hits. “Deficient”
events had to be corrected. These “deficient” events oc-
curred when one or more wire planes registered either
no hit (activated sense wire) or more than one group of
hits. The event trigger was designed to accept some of
these when enough information was present to analyze
the data without good information from all planes. The
requirements of two-body kinematics for the pp—dnrt
reaction were used to remove most background, except
that from quasifree events (p “p”’—dw™*, where “p” is a
proton bound in a nucleus). Second, this quasifree back-
ground was subtracted from the signal histograms by a
fitting procedure (see Secs. III A and IIIB). Third, the
beam polarization was determined by calibrating the
beam monitor with a quench-ratio measurement (see Sec.
III C). Finally, the target polarization was determined
from the NMR data and cross-checked against the beam
polarization using the assumed relation between A4,, and
A,, (see Sec. IIID). The known analyzing power for
elastic pp scattering was also used to verify the NMR
measurement of the target polarization.

A. Correction of deficient MWPC data

The corrections for deficient MWPC data were made
separately for the spectrometer and the recoil counter.
For the spectrometer, a deficient x value (anything but a
single hit in each of the x planes) meant that either the
entrance or exit trajectory was indeterminate. With
three good x values it is possible to track the particle
through the known magnetic field,*! but the tracking ap-
proach was replaced by one that took considerably less
computer time. The spectrometer magnetic field was of
sufficient uniformity to have a fairly well-defined symme-
try plane. This plane is defined as the locus of points at
which the asymptotic entrance and exit trajectories of
the individual particles intersect (or most nearly inter-
sect). These points will fall onto a two-dimensional
plane of insignificant thickness if the magnetic field is
uniform. The position and ‘“‘thickness” (deviation from
two dimensionality) of this plane was measured using the
“perfect” wire-chamber data. The plane was found to be
only ~1 mm in thickness and to coincide with the mid-
plane of the magnet. An approximate value for a miss-
ing x coordinate could be calculated easily by finding the
intersection of the asymptotic trajectory defined by two
of the good x coordinates and the symmetry plane and
using that point and the third good x coordinate to
determine the other trajectory. When the event was
deficient because of multiple hits rather than a missing
hit in a single x plane, the hit value closest to the calcu-
lated value was used for the final trajectory information.
Deficient data from a single y plane could be corrected
directly because no significant vertical deflection of the
trajectories was observed.

A missing coordinate from one of the recoil counter
chambers was provided by the strong correlation be-
tween the hit positions observed in the two recoil
chambers. The uncertainty in the correlation between
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the two x- or y-plane hits is primarily due to multiple
scattering in the target cryostat and is magnified by the
deflection of the pions by the PTM field. Again, “per-
fect” data were used to measure the correlation func-
tions for the x and y planes at each energy and angle set-
ting. Once the correlation functions were known, the
missing data could be calculated directly; the values
were randomized within a range of +o about the corre-
lation function in order to reproduce the uncertainty of
the actual data.

These corrections were checked by taking perfect
events and randomly eliminating one of the coordinates
to simulate deficient events. These deficient coordinates
were then “corrected” according to the above method
and analyzed by normal procedures, the resulting “‘sig-
nal” histogram being compared with the signal histo-
gram produced by normal analysis of the original perfect
data. A typical result is shown in Fig. 4. By including
these deficient events in the data, the number of analyz-
able events was increased by 40% and, to first order, any
false asymmetry resulting from rejected events due to
bad wire planes was removed.

Initial selection of pp—>dm* events from the large
background of protons from pp elastic scattering was ac-
complished when only those events with a pion in the
recoil counter were kept. The recoil counter TOF was
used to make this selection, which included a small class
of three body final state events, pp—pnw+, pp—d7'r™,
and pp—pp7’, as well as some accidental coincidences.

The kinematic constraints of the reaction were over-
determined, since the laboratory angles 6,¢ of both par-
ticles as well as the momentum of the deuteron were
measured. These parameters, along with the known
beam energy and conservation of energy and momen-
tum, provide more than enough data to fix-the six de-
grees of freedom. As a result the unique selection of the
pp—dn™ final state was made from all other competing
reactions except for the quasifree scattering,
p“p’—dw™, where “p” represents a proton bound in a
complex nucleus.

Histograms of certain quantities were used as signal
histograms, because they exhibited a relatively sharp
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FIG. 4. Comparison of perfect MWPC events (curve) with
their deficient counterparts (points).
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peak due to the pp—dw ™ events superimposed on a
broad background due to other reactions, primarily the
quasifree p “p”—dm™ events. These histograms were

for the differences
ABy=04(measured) — O4(predicted) ,
A6,.=0_(measured)— 6 _(predicted) ,
and
A¢_.=¢ (measured) — ¢ (predicted) .

The predictions for 6, and ¢, were obtained from the
deuteron trajectory in conjunction with the pp—dn* ki-
nematics. The prediction for 84 was similarly obtained
from the pion trajectory. Other variables that were put
into histograms were as follows: mass, momentum,
missing mass, 0, and 6* for the particle detected in the
spectrometer; for the particle detected in the recoil
counter, 8, 6*, the TOF, and the pulse height. Further-
more, histograms were also made of recoil and spectrom-
eter target projections, obtained by projection of the
recoil or spectrometer trajectories through the field of
the PTM to the plane of the target.

Event selection was made when selected cuts were put
on variables appearing in the histograms of mass, miss-
ing mass, recoil target projection, and A6, determined
from the spectrometer data. This analysis yielded signal
histograms A¢, of the type shown in Fig. 5. These his-
tograms were sorted according to beam and target spin
orientations and pion c.m. angle.

B. Quasifree background subtraction

The quasifree background appeared as a low broad
distribution under the pp—dn ™t peak in the A¢, histo-
gram (Fig. 5). It was removed by a nonlinear least
squares fit to the A¢, histograms with a Gaussian peak
(representing the pp—dw ™ events) and a quadratic poly-
nomial (representing the quasifree background). In or-
der to improve the statistical accuracy of the fit, all the
data for a given spectrometer angle setting were summed

800 T T T T T
@ 600 |- - .
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= .
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-30 -20 -0 o 10 20 30
O, (deg)
FIG. 5. Typical final A¢, spectrum for 0 =56° after

analysis, but with background unsubtracted.
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into one histogram. The assumption was made that the
background did not change rapidly with angle. The
background was determined separately for each of the
four beam-target spin combinations, since it could not be
assumed that the background was independent of either
spin.

The resulting fits for data at 65 =90" and 38 were
compared with the A¢ . histograms obtained in the back-
ground runs with a carbon target at 500 and 800 MeV.
The 800-MeV results are shown in Fig. 6. It is seen that
the background was indeed smoothly varying and well
approximated by a quadratic polynomial. The back-
ground measurements also indicated that the fitting pro-
cedure gave an overestimate of the background by
20-30%. This discrepancy was due to the modest ¢
resolution of the system (exhibited in Fig. 5), which
made it difficult to separate the tails of the Gaussian
peak from the background distribution. The fact that
the background was overestimated by the fitting pro-
cedure was evidence that some signal had been included
in the background. This inclusion had no effect on the
final asymmetry as long as the fraction of the signal in-
cluded in the background was the same for each spin
orientation.

A check for the equality of these fractions was made
by an independent background determination, based on
the assumption that the target components contributing
to this quasifree background were unpolarized. *C and
3He possibly could have been polarized since the NMR
signal was looked at only for '"H. However, it is reason-
able to assume that the *He was polarized to no greater
than 1%, and that the *C, having a natural abundance
of only 1.11%, would contribute negligibly. In this
method, asymmetries of the background yields were cal-
culated and used (along with the first order estimate of
the signal asymmetry) to determine the amount of signal
contained in the background. The estimated back-
grounds then were revised and used to recalculate the
signal asymmetries, which were compared with those
originally obtained. Any significant difference between
these asymmetries would indicate an error in the back-
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FIG. 6. Carbon background spectra showing quasifree back-
ground shape for 6% =90° and 38° with quadratic polynomial
fit.
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ground subtraction. All of the data were subjected to
this test during the final analysis, and no significant
discrepancy was found.

C. Monitor polarimeter calibration

The polarimeter used to monitor the beam polariza-
tion required calibration. Because of the properties of
the Lamb-shift polarized ion source at LAMPF, a mea-
sure of the magnitude of the beam polarization could be
obtained by measuring the “quench ratio,”*? the ratio of
“‘quenched” beam current to normal beam current. The
“quenched” beam current is generated by turning off or
“quenching” that part of the beam which has 100% po-
larization coming from the Lamb-shift source. Ideally,
this quenched beam represents that fraction of the nor-
mal beam current which is unpolarized. The remaining
beam current is assumed to be 100% polarized and
oriented along a spatial direction determined by a ‘“‘spin
filter.” In reality, the quenched beam has a small polar-
ization (~ —0.03), and this must be taken into account
in the final calculation of the beam polarization. Depo-
larization effects by the accelerator beam transport are
known to be small.*> The accelerator, however, does in-
troduce “‘noise” into the system, in the form of beam
current fluctuations that cause the “quench” value of the
beam polarization to vary from run to run, even if the
beam polarization remains constant. Since these effects
are random, averaging over many runs largely eliminates
this problem. For this experiment, only the left-right
polarimeter was calibrated, the up-down polarimeter
merely providing a monitor to verify that the polariza-
tion did not rotate from the vertical direction. The cali-
bration was done at each of the six energies and com-
pared with the calibration of a LAMPF facility polarim-
eter located upstream in the beam to verify that there
were no systematic errors. The calibrated polarimeter
was used to measure the beam polarization for each state
of beam polarization for each run.

D. Target polarization

The NMR system used to monitor the target polariza-
tion was calibrated by making measurements of the
thermal equilibrium (TE) polarization of the target at 1
K. This polarization can be calculated since it is the re-
sult of a Boltzmann distribution of the spin state popula-
tions. It is only ~0.25% and therefore the NMR signal
is quite small. In order to obtain a statistically accurate
result, 256 successive frequency sweeps across the NMR
signal peak were accumulated in a frequency spectrum.
A subtraction was needed to remove the curvature of the
background. This subtraction was achieved by altering
the magnetic field in order to move the signal peak out-
side the frequency range swept and subtracting 256
background sweeps from the original spectrum. Twenty
such measurements were made for a given calibration,
and calibration measurements were made weekly
throughout the whole data taking period.

From the known target polarization and the measured
NMR signal area, a calibration constant could be calcu-
lated. Because of the smallness of the TE signal, the
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amplifier requires a large gain change ( X5120) between
the TE calibrations and the enhanced polarization mea-
surements, and it was easy for a systematic error in the
procedure to make the overall normalization of the tar-
get polarization uncertain.

This normalization was checked by two methods as
follows: (1) The asymmetry in pp elastic scattering
could be used to measure the target polarization since
the pp analyzing power is well known; and (2) the sym-
metry relation A4,,(8)=— A4,,(m—0) makes possible a
measurement of the target polarization in terms of the
known beam polarization. Both procedures were used
and both confirmed discrepancies of ~6% in the 650-
MeV data and in some of the 500- and 800-MeV data.
The cause of these discrepancies is not known, but they
may be due to physical changes in the target cell result-
ing from improper cryogenic changeover of the target
from the TE to the enhanced polarization condition.
The pp analyzing-power data indicate that these
discrepancies occurred suddenly and remained constant
over the span of several TE measurements. The pre-
cision of the NMR measurements was determined by the
standard deviation of the mean of the TE measurements,
which was consistently of the order of 2%.

E. Systematic errors

The uncertainty of the overall normalization of the
data was determined by the uncertainty in knowledge of
the absolute values of the beam and target polarizations.
For the beam polarization, this was limited by the accu-
racy of the quench-ratio calibration, which usually was
good within 2%. The accuracy of the target polariza-
tion was limited by the uncertainty in knowledge of the
analyzing power for pp elastic scattering at these ener-
gies ( <5%), since pp elastic scattering was used to nor-
malize the target polarization for some of the data.
Therefore, there are systematic errors of 2% in the A4,,
data, 5% in the A,, data, and 5.5% (beam and target er-
rors added in quadrature) in the 4, data.

IV. RESULTS AND DISCUSSION

The data are given numerically in Table I and graphi-
cally in Figs. 7-10. The actual energy values that are
represented by 500, 600, 650, 700, 733, and 800 MeV,
that take into account energy losses (~4 MeV), are 492,
593, 643, 695, 729, and 796 MeV, respectively, with an
uncertainty of £2 MeV. The spectrometer angle settings
were known to within +1°. In the analyzing-power data
(Figs. 7 and 8), the symmetry relationship
A, (0%)=—A,,(7—0%) is used to show the A4,, data
(solid circles) and the A4,, data (open circles) on one plot
of A, (=A,,) for each energy. Similarly, in the spin-
correlation data (Figs. 9 and 10), use is made of the sym-
metry relationship 4,,(0%)=A4,,(m—03) to show the
forward angle A4,, data (solid circles) and the backward
angle data (open circles) on a single plot for each energy.
The analyzing-power data agree well with those of Saha
et al.’” throughout the energy region, and the spin
correlation data agree well with the only other 4,, data
available, those of Aprile et al.3®* near 500 MeV, also
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TABLE 1. Experimental results for 4,,, A,,, and 4,,.

9: Ano AO" AHH
500 MeV
36.5+0.9 0.220+0.013 —0.171+0.014 —0.876%0.015
44.5+0.7 . 0.243+0.014 —0.158+0.013 —0.855+0.014
47.9+0.9 0.223+0.020 —0.126%£0.017 —0.866+0.018
51.6+0.7 0.223+0.014 —0.140+0.014 —0.844+0.015
55.4+0.7 0.177£0.019 —0.128+0.016 —0.902+0.016
63.0+0.8 0.148+0.017 —0.093+0.016 —0.910+0.016
72.8+0.7 0.107£0.028 —0.042+0.026 —0.915+£0.030
79.1+0.5 0.035+0.029 0.015%0.026 —0.931+0.029
84.9+0.5 —0.00110.029 0.023+£0.026 —0.937+0.029
84.9+0.7 —0.079+0.028 0.054+0.029 —0.945+0.028
87.5+0.4 —0.033+0.040 0.068+0.040 —0.935+0.043
93.0+0.4 —0.060+0.042 0.066+0.040 —0.900+0.045
96.6+0.7 —0.074%£0.028 0.011£0.030 —0.925+0.030
97.3+1.0 —0.029+0.040 0.025+0.040 —0.932+0.043
107.5+1.0 0.027+0.028 —0.106+0.029 —0.910£0.030
600 MeV
30.5%1.1 0.399+0.008 —0.288+0.019 —0.866+0.010
37.3£0.8 0.450+0.008 —0.338+0.014 —0.853+0.010
43.9+0.8 0.483+0.008 —0.371+0.019 —0.851+0.010
44.1+1.7 0.480+0.015 —0.372+0.034 —0.855+0.018
52.6+1.3 0.488+0.015 —0.363+0.034 —0.848+0.018
60.5+1.3 0.479+0.015 —0.384+0.034 —0.858+0.018
67.7t1.3 0.457+0.020 —0.398+0.025 —0.873+0.020
74.4+1.1 0.392+0.020 —0.366+0.025 —0.906+0.020
81.2+1.2 0.394+0.020 —0.386+0.025 —0.958+0.020
81.3+0.8 0.380+0.020 —0.341£0.025 —0.966+0.020
87.5+0.5 0.398+0.020 —0.378+0.025 —0.986+0.020
92.9+0.5 0.362+0.020 —0.342+0.025 —0.981%0.020
99.7+1.2 0.353+£0.020 —0.396+0.025 —1.004+0.020
105.0£0.8 0.395+0.020 —0.422+0.025 —0.965+0.020
109.0+0.7 0.371+0.020 —0.398+0.025 —0.974+0.020
650 MeV
31.9+0.7 0.463+0.008 —0.290+0.008 —0.855+0.009
40.0+0.6 0.505+0.008 —0.334+0.008 —0.832+0.009
45.2+1.6 0.482+0.023 —0.346+0.025 —0.825+0.029
47.8+0.5 0.519+0.008 —0.367+0.008 —0.824+0.009
53.6t1.3 0.492+0.022 —0.376x0.025 —0.856+0.027
61.8+1.4 0.454+0.023 —0.385+0.025 —0.859+0.027
64.7+1.3 0.457+0.049 —0.392+0.049 —0.855+0.062
71.7£1.2 0.446+0.049 —0.407+0.048 —0.907+0.058
78.8+1.3 0.460£0.048 —0.420%0.047 —0.956+0.055
82.3+0.6 0.464+0.022 —0.469+0.022 —1.017£0.026
88.7+0.5 0.436+0.022 —0.428+0.022 —1.036+0.025
94.2+0.4 0.467+0.022 —0.431£0.022 —1.011£0.026
700 MeV
324+1.5 0.376+0.018 —0.216+0.020 —0.811£0.023
40.2+1.3 0.410+0.017 —0.277+0.020 —0.796+0.023
454+1.0 0.404+0.014 —0.291£0.016 —0.782+0.019
47.8+1.2 0.419+0.018 —0.309+0.020 —0.783+0.023
53.7+0.9 0.384+0.014 —0.310+0.016 —0.796+0.019
61.6£0.9 0.370+0.014 —0.351+0.016 —0.831+0.018
69.1+1.3 0.368+0.010 —0.386+0.015 —0.850+0.010
75.9+1.1 0.369+0.010 —0.406%0.015 —0.912+0.010
82.2+0.5 0.369+0.016 —0.410£0.018 —0.926+0.020
82.4+t1.1 0.363+0.010 —0.404+0.015 —0.981+0.010
88.5+0.3 0.409+0.018 —0.399+0.019 —1.006+0.020
94.0+0.3 0.392+0.017 —0.362+0.019 —0.995+0.020
96.7+1.2 0.416+0.060 —0.368+0.076 —0.957+£0.104

100.4+0.6 0.384+0.042 —0.368+0.047 —0.945+0.049




36 MEASUREMENT OF 4,,, 4,,, AND 4,, FOR THE REACTION . .. 1421

TABLE 1. (Continued.)

9: AHD AD’I Ann
102.5+0.9 0.458+0.058 —0.388+0.078 —0.952+0.107
105.9£0.5 0.41310.042 —0.38010.047 —0.910+0.052
107.3+0.7 0.395+0.064 —0.377+0.079 —0.882+0.112
110.0+0.4 0.417£0.042 —0.3734+0.048 —0.886+0.054

733 MeV
31.8+0.6 0.327£0.014 —0.196+0.015 —0.776x£0.016
39.5+0.5 0.362+£0.013 —0.227+0.014 —0.776+0.015
44.7+0.9 0.373£0.012 —0.3024+0.013 —0.763+0.016
47.41+0.5 0.370+0.013 —0.255+0.014 —0.745+0.016
52.9+0.9 0.36610.012 —0.3304+0.012 —0.758+0.015
61.7+0.9 0.33410.012 —0.352+0.012 —0.802+0.015
67.8+0.7 0.286+0.027 —0.350+0.029 —0.82010.029
74.9+0.7 0.322+0.025 —0.380+0.028 —0.876+0.030
82.0+0.9 0.300+0.046 —0.3841+0.042 —0.939+0.061
82.2+0.7 0.312+0.026 —0.3614+0.028 —0.917+0.030
88.7+0.7 0.324+0.042 —0.3324+0.043 —1.008+0.053
94.3+0.6 0.34310.041 —0.309+0.044 —1.013+0.052
100.1£0.6 0.350+0.024 —0.3214+0.028 —0.945+0.030
105.8+0.4 0.357+0.024 —0.291£0.028 —0.915+0.032
110.1+£0.3 0.371£0.024 —0.309+0.029 —0.880+0.033
800 MeV
30.2+0.6 0.261+0.009 —0.127+0.022 —0.7851+0.024
38.0+0.5 0.284+0.021 —0.200£0.020 —0.759+0.022
43.8+0.8 0.254+0.010 —0.221+0.011 —0.737+0.012
46.2+0.5 0.276+0.008 —0.194+0.020 —0.726+0.022
52.7+0.7 0.254+0.011 —0.246+0.011 —0.7441+0.012
59.4+0.5 0.234+0.011 —0.265+0.010 —0.760+0.011
61.61+0.7 0.223+0.011 —0.270+0.011 —0.750+0.012
67.1+0.5 0.19410.010 —0.265+0.010 —0.816+0.011
71.2+0.6 0.222+0.017 - —0.330+0.026 —0.841+0.030
75.410.6 0.198+0.010 —0.289+0.010 —0.894+0.010
78.21+0.5 0.231+£0.016 —0.314+0.025 —0.903+0.029
82.21t0.4 0.220+0.015 —0.283+0.028 —0.887+0.018
85.3+0.5 0.254+0.016 —0.308+0.025 —0.9541+0.028
88.3+0.4 0.243£0.015 —0.254+0.028 —0.954+0.016
94.21+0.5 0.260+0.014 —0.240+0.014 —0.933+0.016
94.5+0.4 0.304+0.013 —0.249+0.026 —0.964+0.015
100.5+£0.3 0.291£0.014 —0.181£0.014 —0.920+0.016
105.4£0.3 0.300£0.014 —0.178+0.014 —0.871+0.017

shown in Fig. 9 as solid and open square data points.
Also shown in Figs. 7 and 9 are the predictions or fits
given by the partial-wave analyses (PWA’s) of Bugg®
(labeled B in the figures) and the Osaka group** (la-
beled H and HWY,(5)). The subscripts D and S refer to
their two solutions. The B and H solutions in Fig. 7 also
bracket the Saha er al. data very well and therefore
serve to compare the present data to Saha et al. The
dotted curves show two 800-MeV A4,, predictions of the
Osaka group,** made before the data of this experiment
and the companion A4; and A, experiment*® became
available; the solid curves show the fits obtained when
these data were included in the PWA’s. The partial-
wave solutions have been clearly influenced by these
data, as indicated by the contrast between the dotted
and solid curves. As would be expected for such phe-

nomenological analyses, the solid-line fits are relatively
good for both 4, and 4,,. Exception might be taken in
the 733-MeV A4, data near 120°. The three points off
the PWA curves were taken in a single spectrometer an-
gle setting. However, if the systematic error (5%) is tak-
en into account, these data are within two standard devi-
ations of the trend given by the PWA'’s. It should be
noted that Bugg permits a renormalization of the data at
each energy, consistent with an uncertainty in the target
polarization. These renormalization factors range be-
tween 3% and 10%. Bugg finds the partial-wave ampli-
tudes to be interpretable very simply without invoking
dibaryons, in terms of #d—NA, with the nucleon being
simply a spectator. By contrast, the Osaka group finds
that a three-channel (pp, NA,7d) K-matrix analytic con-
tinuation of the scattering amplitude in the complex en-
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500 MeV

- a1 ;_LA_A_. L. L 1 1 1 1 1 1 1
_O'ZE 60 20 60 120

0 (deg)
FIG. 7. Analyzing-power data compared to PWA’s. Solid

circles are the 4,, data, open circles are the 4,, data. Curves
are the latest PWA’s by Bugg (B) and the Osaka group (H).

600 MeV

6y (deg)

FIG. 8. Analyzing-power data compared to model calcula-
tions. See text for the definitions of the symbols. The dotted
curves are calculations without this data, solid curves are cal-
culations done with consideration of the present data.

6y (deg)

FIG. 9. Spin correlation data compared to PWA’s. Circles
are the present data and the squares are from Aprile et al.
(Ref. 35). H and B are the same as defined in Fig. 7. The two
dotted curves (HWY ps)) refer to solutions of the Osaka group
before these data were available.

ergy plane using their PWA leads to poles in the NN
mass regions 2170 and 2250 MeV.*

The curves shown in Figs. 8 and 10 are the predictions
of various model calculations. The dotted curves show
predictions made before the present data (and those of
Ref. 38) became available; the dashed curves show pre-

T T T T T T T T T T T

733 MeV

600 MeV
s 08 %3

FIG. 10. Spin correlation data compared to model calcula-
tions. See text for the definitions of the symbols. Solid and
dotted curves are the same as in Fig. 8. The dashed curves
(AM and BA) were done with consideration of preliminary
data from this experiment.
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dictions influenced by preliminary data from these ex-
periments, and the solid curves show predictions based
on the final data values. The predictions of Blankleider
and Afnan,”*® labeled BA, are the results of coupled-
channel calculations that maintain two- and three-body
unitarity but are nonrelativistic. The curves labeled AM
are predictions of Ref. 20, and those labeled A are new
predictions from Afnan*’ that use the P, potential M1
of Afnan and McLeod?® and include “all S-, P-, and D-
wave N-N interactions, and S- and P-wave 7-N interac-
tions in the 7NN part of the Hilbert space.” The curves
labeled N are the results of a coupled-channel calcula-
tion by Niskanen,’ also nonrelativistic, which gives pre-
dictions up to 720 MeV. The curves labeled LS are the
results of a relativistic perturbation calculation by Loch-
er and Svarc,'? which does not preserve three-body uni-
tarity.

The A, predictions of Niskanen® (curves N of Fig. 8)
were made before the present data were available. They
have the correct sign and magnitude, but do not exhibit
the forward-backward asymmetry seen in the data. The
initial 4, predictions of Blankleider and Afnan® (dotted
curves BA of Fig. 8) are asymmetric, but in the wrong
direction, and are consistently too large. The most re-
cent predictions of that group (solid curves A of Fig. 8)
fit the data reasonably well at 650 MeV and have quali-
tatively the right shape at 800 MeV, but not at 500
MeV. The A, predictions of Locher and Svarc using
their standard model (dotted curves LS of Fig. 8) have
only qualitative similarity to the data, but results that
they obtained by ad hoc modifications of the small p-p
spin triplet amplitudes, T, and T;, and adjustment of
the pion range parameter (solid curves LS) give a much
better fit, except at 500 and 800 MeV. However, the
significance of these modifications is not understood and
does not imply or even suggest the need for dibaryons.

V. CONCLUSIONS

The results presented here are the first measurements
of A,, for the reaction pp—dw™ in the energy range
500-800 MeV. These data make a significant contribu-
tion to the determination of better partial-wave solu-
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tions, but are unable to discriminate between the two
partial-wave treatments presently employed.

From our previously reported 90° results®’ it appeared
that the theory of Blankleider and Afnan® underestimat-
ed the triplet contribution (T in Fig. 3 of Ref. 25). This
deficiency seems to be substantiated by the PWA’s,4—%
and can be discerned by the apparent presence of higher
order cosine terms in the angular distributions of the
data as compared with those present in various theoreti-
cal predictions.

The fact that the excitation function of T, (Fig. 3 of
Ref. 25) lacks any significant structure indicates that the
resonancelike behavior in T4, suspected to be caused by
the *F; dibaryon, is more likely caused by threshold
effects.”* Since T, should show effects due to a °F,
while T should not,?* more measurements of A4,, and
A need to be made between 700 and 800 MeV in small-
er energy steps. Furthermore, in order for PWA’s to be-
come sufficiently reliable to determine the small triplet
amplitudes at all angles, still more data are needed, espe-
cially in the 700- to 800-MeV region. These amplitudes
are difficult to determine because of the dominance of
the A resonance, which is driven by the 'D, partial
wave.

In conclusion, although sufficient data are not avail-
able to establish the partial-wave amplitudes firmly over
the entire energy region from 500 to 800 MeV, the data
presented here point to the inadequacies of the current
theories. Since these theories do not incorporate relativ-
istic effects completely, however, and are not in agree-
ment about how to treat the P;; m-N pole term, the in-
clusion of 'D, or *F; resonances would appear to be
premature.
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